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Abstract. We consider various time discretizations of ż = Az, where A is a
skew-adjoint operator, which we observe through an operator B. More pre-
cisely, we assume that the pair (A, B) is exactly observable in the continuous
level, and we derive uniform observability inequality for some discretizations
provided we filter the initial data. The method we use is mainly based on the
resolvent estimate given in [2], which turns out to be equivalent to the exact
observability property of the pair (A, B). We present some applications of our
results to time discrete and fully discrete approximations schemes.

Contents

1. Introduction. 2
2. Study of a natural discretization. 4
3. More General Systems. 10
4. Second order systems 17
5. Fully discrete schemes. 30
6. Further comments and open problems 35
References 36
Appendix A. Wave packet estimates : Admissibility and Observability. 37
A.1. Admissibility. 37
A.2. From the Wave Packet estimate (.1) to the Observability. 39
Appendix B. An alternate proof of Theorem 3.1. 42

This work was supported by the Grant MTM2005-00714 and the i-MATH project of the Spanish

MEC, the DOMINO Project CIT-370200-2005-10 in the PROFIT program of the MEC (Spain)

and the SIMUMAT projet of the CAM (Spain). This work was mainly done while the authors
visited the Issac Newton Institute of Cambridge and they acknowledge the hospitality and support

of the institute.



2 Sylvain Ervedoza, Chuang Zheng and Enrique Zuazua

1. Introduction.

Let X be a Hilbert space endowed with the norm ‖·‖X and let A : D(A) → X
be a skew-adjoint operator with compact resolvent. Let us consider the following
abstract system:

ż(t) = Az(t), z(0) = z0, (1.1)
Here and henceforth, a dot denotes differentiation with respect to the time t. The
element z0 ∈ X is called the initial state, z = z(t) is the state. Such systems are
often used as models of vibrating systems (e.g., the wave equation), electromag-
netic phenomena (Maxwell’s equations) or in quantum mechanics (Schrödinger’s
equation).

Assume that Y is another Hilbert space equipped with the norm ‖·‖Y . We
denote by L(X, Y ) the space of bounded linear operators from X to Y , endowed
with the classical operator norm. Let B ∈ L(D(A), Y ) be an observation operator
and define the output function

y(t) = Bz(t). (1.2)

In order to give a sense to (1.2), we make the assumption that B is an admissible
observation operator in the following sense (see [13]):

Definition 1.1. The operator B is an admissible observation operator for system
(1.1)-(1.2) if for every T > 0 there exists a constant KT > 0 such that

∫ T

0

‖y(t)‖2Y dt ≤ KT ‖z0‖2X ∀ z0 ∈ D(A). (1.3)

Note that if B is bounded in X, i.e. if it can be extended such that B ∈
L(X, Y ), then B is obviously an admissible observation operator.

Definition 1.2. System (1.1)-(1.2) is exactly observable in time T if there exists
kT > 0 such that

kT ‖z0‖2X ≤
∫ T

0

‖y(t)‖2Y dt ∀ z0 ∈ D(A). (1.4)

System (1.1)-(1.2) is said to be exactly observable if it is exactly observable in
some time T > 0.

Throughout this paper, we assume that system (1.1)-(1.2) is exactly observ-
able. This question arises naturally when dealing with controllability and stabi-
lizations properties of linear system, see for instance the textbook [6].

It was proved in [2] and [8] that system (1.1)-(1.2) is exactly observable if
and only if the following assertion holds:{

There exist constants M, m > 0 such that

M2 ‖(iωI −A)z‖2 + m2 ‖Bz‖2Y ≥ ‖z‖2 , ∀ ω ∈ lR, z ∈ D(A).
(1.5)

This spectral condition can be viewed as a Hautus-type test, and generalized in
some sense the classical Kalman rank condition, see for instance [12].
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Moreover, since A is skew-adjoint with compact resolvent, its spectrum is
given by σ(A) = {iµj : j ∈ Λ} with Λ = Z∗ or N∗ and where (µj)j∈Λ is a
sequence of real numbers. Set (Φj)j∈Λ an orthonormal basis of eigenvectors of A
associated to the eigenvalues (iµj)j∈Λ, that is:

AΦj = iµjΦj . (1.6)

In this paper, we are interested in the time semi-discretization of system
(1.1)-(1.2). We are thus replacing the continuous dynamics (1.1)-(1.2) by time-
discrete ones. In the sequel, we propose to analyze some of them in a very general
setting through their observability properties.

To begin with, we present a natural discretization of the continuous system.
For any 4t > 0, we denote by zk and yk respectively the approximations of the
solution z and the output function y of system (1.1)–(1.2) at time tk = k4t for
k ∈ Z. We then introduce the following implicit midpoint time discretization of
system (1.1):





zk+1 − zk

4t
= A

(zk+1 + zk

2

)
, in X, k ∈ Z,

z0 given.

(1.7)

Consequently, the output function of (1.7) is given by

yk = Bzk, k ∈ Z. (1.8)

Taking into account that the spectrum of A is purely imaginary, it is easy to show
that

∥∥zk
∥∥

X
is conserved in the discrete time variable k ∈ Z, i.e.

∥∥zk
∥∥

X
=

∥∥z0
∥∥

X
.

Consequently the scheme under consideration is stable and therefore convergent,
since its consistency is obvious.

The observability problem for system (1.7) is formulated as follows:
Under some assumptions of the initial data z0, to find a positive constant k̃T ,
independent of 4t, such that the solutions zk of system (1.7) satisfy:

k̃T

∥∥z0
∥∥2

X
≤ 4t

T/4t∑

k=0

∥∥Bzk
∥∥2

Y
. (1.9)

Clearly, (1.9) is a discrete version of (1.4).

Note that this type of observability inequality appears naturally when deal-
ing with stabilization and controllability problems, see for instance [6], [12] and
[17]. For the discretizations processes, it is important that these inequalities hold
uniformly with respect to the discretization parameter(s) (here4t only) to recover
uniform stabilization properties or convergence of discrete controls to the contin-
uous ones. We refer to the review article [17] and the references therein for more
precise statements.

In the sequel, we are interested in describing which assumptions are needed
for inequality (1.9) to hold uniformly. We will see that filtering the initial datum
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is one possible and relevant assumption. More precisely, if for any s > 0, recalling
(1.6), we define

Cs = span {Φj : the corresponding iµj satisfies |µj | ≤ s}, (1.10)

then we will prove that for many time discretizations of (1.1)-(1.2) inequality (1.9)
holds uniformly in the class Cδ/4t for any δ > 0.

One of the interesting feature of our result is that it allows us to derive
uniform observability inequalities for fully discrete schemes as well under some
uniform assumptions on the space semi-discrete approximation schemes of (1.1)-
(1.2), see Section 5.

The outline of this paper is stated as follows.
In Section 2, we show the uniform observability property (1.9) for system

(1.7)-(1.8), assuming that the initial datum is taken in an appropriate filtered
space, namely Cδ/4t for any δ > 0. Our proof is mainly based on the resolvent
estimate (1.5), combined with standard Fourier arguments.

We then generalize to more general approximation schemes. In Section 3, we
are considering conservative approximation schemes which preserve the eigenvec-
tors in such a way that there exists a ”nice” relation (3.3) between the continuous
and discrete dynamics. Again we will prove that a uniform observability inequal-
ity holds provided that the initial datum is filtered at order 1/4t. We present an
application to the Gauss Implicit method (see [3]).

In Section 4, we are interested in second order time discrete systems. Of
course, this can be seen as a one order time discrete equation and then the results
of the previous sections provide observability results for some schemes. However,
there are other classical discretizations which do not conserve the eigenvectors,
for instance the Newmark discretization schemes. However, we can overcome this
difficulty and prove that a uniform observability inequality holds as well provided
the initial datum belongs to Cδ/4t for any δ > 0.

Finally, in Section 5, we give an application of our main results to the fully
discrete schemes, by proposing a general approach to prove observability estimates
uniform in both 4t and the mesh size.

We end the paper by stating some further comments and open problems.

2. Study of a natural discretization.

This section is dedicated to the study of system (1.7)-(1.8). Let us first introduce
some notations and definitions.

The Hilbert space D(A) is endowed with the norm of the graph of A:

‖z‖21 = ‖z‖2X + ‖Az‖2X .
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It follows that B ∈ L(D(A), Y ) implies

‖Bz‖Y ≤ CB
δ

4t
‖z‖X , z ∈ Cδ/4t, (2.1)

where CB is a positive constant independent of 4t.
We are now in position to claim the following theorem based on the resolvent

estimate (1.5):

Theorem 2.1. Assume that (A,B) satisfy (1.5) and that B ∈ L(D(A), Y ).
Then, for any δ > 0, there exists Tδ,4t0 > 0 such that for any T > Tδ and

4t ∈ (0,4t0), there exists a positive constant kT,δ, independent of 4t, such that

kT,δ

∥∥z0
∥∥2

X
≤ 4t

T/4t∑

k=1

∥∥Bzk
∥∥2

Y
, ∀ z0 ∈ Cδ/4t. (2.2)

Moreover,

Tδ ≤ π
(
1 +

δ2

4

)1/2(1
8
δ2m2C2

B + M2(1 + δ +
δ2

4
)
)1/2

, (2.3)

where CB is as in (2.1).

Remark 2.2. If we are filtering at a scale smaller than 4t, for instance in the class
Cδ/(4t)α , with α < 1, then it underlies that δ in (2.3) vanishes as 4t tends to zero.
Consequently, the optimal time T ∗ satisfies

T ∗ ≤ T0 ≤ πM,

which coincides with the estimate obtained by the resolvent estimate (1.5) in the
continuous level (see [8]). Note that however, even in the continuous level, this
does not provide the optimal time in general.

Before entering into the proof, let us first present some very elementary results
and notations.

Any z0 ∈ X can be expanded on the eigenvectors basis (1.6) as:

z0 =
∑

j

ajΦj . (2.4)

We state the following property on the solution zk of (1.7):

Proposition 2.3. Let z0 be the form in (2.4). Then the solution zk of (1.7) can be
computed as

zk =
∑

j

aj exp(iλjk4t)Φj , where λj =
2
4t

arctan
(µj4t

2

)
. (2.5)

Proof. Combining (1.6) and (1.7) one finds that

zk =
∑

j

aj

(2 + iµj4t

2− iµj4t

)k

Φj .
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But
2 + iµj4t

2− iµj4t
=

√
4 + (µj4t)2ei arctan(µj4t/2)

√
4 + (µj4t)2e−i arctan(µj4t/2)

= e2i arctan(µj4t/2).

Hence we deduce (2.5).

Now we introduce the discrete Fourier transform at scale 4t, which is one of
the main ingredients used in the proof of Theorem 2.1.

Definition 2.4. Given any sequence (uk) ∈ l2(4tZ), we define its Fourier transform
as:

û(τ) = 4t
∑

k∈Z
uk exp(−iτk4t), τ4t ∈ (−π, π]. (2.6)

For any function v ∈ L2(−π/4t, π/4t),

ṽk =
1
2π

∫ π/4t

−π/4t

v(τ) exp(iτk4t) dτ, k ∈ Z. (2.7)

According to Definition 2.4, the discrete Fourier transform at scale 4t satis-
fies the following property:

˜̂u = u, ˆ̃v = v, (2.8)
and the Parseval’s identity

1
2π

∫ π/4t

−π/4t

|û(τ)|2 dτ = 4t
∑

k∈Z
|uk|2. (2.9)

These properties will be used in the sequel.

Proof of Theorem 2.1. The proof is splitting into three parts.

Step 1: Estimates in the class Cδ/4t. Let us take z0 ∈ Cδ/4t as in (2.4). Then
the solution computed in time k4t in (2.5) has the same norm as the inital datum.

∥∥zk
∥∥2

X
=

∑

|µj |≤δ/4t

|aj |2 =
∥∥z0

∥∥2

X
, ∀ k. (2.10)

Further, since

zk + zk+1

2
=

1
2

∑

|µj |≤δ/4t

aje
ik4tλj

(
1 +

2 + iµj4t

2− iµj4t

)
Φj

=
∑

|µj |≤δ/4t

aje
ik4tλj

( 2
2− iµj4t

)
Φj ,

we get that for any k,
∥∥∥∥

zk + zk+1

2

∥∥∥∥
2

X

=
∑

|µj |≤δ/4t

|aj |2
∣∣∣ 2
2− iµj4t

∣∣∣
2

≥ 1

1 +
(

δ
2

)2

∥∥z0
∥∥2

X
. (2.11)
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Another important estimate in the class Cδ/4t is the following one :

4t ‖Aψ‖X ≤ δ ‖ψ‖X , ∀ψ ∈ Cδ/4t . (2.12)

Step 2: The resolvent estimate. Set χ ∈ H1(lR). We denote by χk = χ(k4t).
Let gk = χkzk, and

fk =
gk+1 − gk

4t
−A

(gk+1 + gk

2

)
. (2.13)

One can easily check that

fk =
χk+1 − χk

4t

zk+1 + zk

2
+

χk+1 + χk

2
zk+1 − zk

4t

−A
(χk+1 + χk

2
zk+1 + zk

2
+

χk+1 − χk

2
zk+1 − zk

2

)

=
χk+1 − χk

4t

(zk + zk+1

2
− 4t

4
A(zk+1 − zk)

)
. (2.14)

Especially, recalling (2.10) and (2.12), (2.14) implies

∥∥fk
∥∥2

X
≤

(χk+1 − χk

4t

)2 ∥∥z0
∥∥2

X

(
2 +

δ2

2

)
.

In particular, fk ∈ l2(4tZ;X).
Taking the Fourier transform of (2.13), for all τ ∈ (−π/4t, π/4t), we get

f̂(τ) = 4t
∑

k∈Z
fk exp(−ik4tτ)

= 4t
∑

k∈Z

(gk+1 − gk

4t
−A

(gk+1 + gk

2

))
exp(−ik4tτ)

= 4t
∑

k∈Z

(exp(i4tτ)− 1
4t

−A
(exp(i4tτ) + 1

2

))
gk exp(−ik4tτ)

=
(
i

2
4t

tan(
τ4t

2
)I −A

)
ĝ(τ) exp

(
i
τ4t

2

)
cos

(τ4t

2

)
.

We claim the following Lemma:

Lemma 2.5. The solution (zk) in (2.5) satisfy

2m24t
∑

k∈Z

(χk + χk+1

2

)2
∥∥∥∥B

(zk + zk+1

2

)∥∥∥∥
2

Y

≥ ∥∥z0
∥∥2

X

[
a14t

∑

k∈Z

(χk + χk+1

2

)2

− a24t
∑

k∈Z

(χk+1 − χk

4t

)2
]
, (2.15)
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with

a1 =
(
1− 1

β

)( 1
1 + δ2

4

)
,

a2 =
(β − 1

4

)
(4t)2 +

1
8
δ2m2C2

B + M2
[
1 + α +

δ2

4

(
1 +

1
α

)]
,

(2.16)

for any α > 0 and β > 1.

Proof. Applying the resolvent estimate (1.5) to the function

z(τ) = ĝ(τ) exp(i
τ4t

2
) cos(

τ4t

2
),

integrating on τ from −π/4t to π/4t, it holds

M2

∫ π/4t

−π/4t

∥∥∥f̂(τ)
∥∥∥

2

X
dτ + m2

∫ π/4t

−π/4t

‖Bz(τ)‖2Y dτ ≥
∫ π/4t

−π/4t

‖z(τ)‖2X dτ. (2.17)

Applying Parseval’s identity (2.7) to (2.17), and noticing that

z̃ =
gk + gk+1

2
,

we get

M24t
∑

k∈Z

∥∥fk
∥∥2

X
+m24t

∑

k∈Z

∥∥∥∥B
(gk + gk+1

2

)∥∥∥∥
2

Y

≥ 4t
∑

k∈Z

∥∥∥∥
gk + gk+1

2

∥∥∥∥
2

X

. (2.18)

Now we estimate the three terms in (2.18). First of all, since fk satisfies
(2.14), we get for any positive α

∥∥fk
∥∥2

X
≤

(χk+1 − χk

4t

)2 ∥∥z0
∥∥2

X

(
(1 + α) +

δ2

4

(
1 +

1
α

))
, (2.19)

where we used the inequality

‖a + b‖2 ≤ ‖a‖2
(
1 + α

)
+ ‖b‖2

(
1 +

1
α

)
.

Second, since

gk+1 + gk

2
=

χk+1 + χk

2
zk+1 + zk

2
+
4t

2
χk+1 − χk

4t

zk+1 − zk

2
, (2.20)

we deduce that
∥∥∥∥B

(gk+1 + gk

2

)∥∥∥∥
2

Y

≤ 2
(χk+1 + χk

2

)2
∥∥∥∥B

(zk+1 + zk

2

)∥∥∥∥
2

Y

+
(4t)2

2

(χk+1 − χk

4t

)2
∥∥∥∥B

(zk+1 − zk

2

)∥∥∥∥
2

Y

≤ 2
(χk+1 + χk

2

)2
∥∥∥∥B

(zk+1 + zk

2

)∥∥∥∥
2

Y

+
1
8
δ2C2

B

(χk+1 − χk

4t

)2 ∥∥z0
∥∥2

X
.

(2.21)



Observability of time discrete systems. 9

In (2.21) we use the fact that (recalling (2.1) and (2.12))
∥∥∥∥B

(zk+1 − zk

2

)∥∥∥∥
Y

=
∥∥∥∥4tBA

(zk+1 + zk

4

)∥∥∥∥
Y

≤ δCB

24t

∥∥z0
∥∥

X
.

Finally, for any β > 1, recalling (2.10), (2.11) and (2.20), we compute
∥∥∥∥

gk+1 + gk

2

∥∥∥∥
2

X

≥
(
1− 1

β

)(χk+1 + χk

2

)2
∥∥∥∥

zk+1 + zk

2

∥∥∥∥
2

X

−
(
(β − 1)

4t

2

)2(χk+1 − χk

4t

)2
∥∥∥∥

zk+1 − zk

2

∥∥∥∥
2

X

≥
(
1− 1

β

) 1
1 + ( δ

2 )2

(χk+1 + χk

2

)2 ∥∥z0
∥∥2

X

−
(
(β − 1)

4t

2

)2(χk+1 − χk

4t

)2 ∥∥z0
∥∥2

X
,

(2.22)

where we used

‖a + b‖2 ≥
(
1− 1

β

)
‖a‖2 −

(
β − 1

)
‖b‖2 .

Applying (2.19), (2.21) and (2.22) to (2.18), we complete the proof of Lemma
2.5.

Step 3: To the observability estimate. This part is aimed to derive from
Lemma 2.5 the observability estimate stated in Theorem 2.1 and to provide some
estimates on the optimal time Tδ.

First of all, let us recall the following classical Lemma on Rieman sums:

Lemma 2.6. Let χ(t) = φ(t/T ) with φ ∈ H2 ∩H1
0 (0, 1), extended by zero outside

(0, T ). Recalling that χk = χ(k4t), the following estimates hold:

4t
∑

k∈Z

(χk + χk+1

2

)2

≥ T ‖φ‖2L2(0,1) − 2T4t ‖φ‖L2(0,1)

∥∥∥φ̇
∥∥∥

L2(0,1)
;

4t
∑

k∈Z

(χk+1 − χk

4t

)2

≤ 1
T

∥∥∥φ̇
∥∥∥

2

L2(0,1)
+

2
T
4t

∥∥∥φ̇
∥∥∥

L2(0,1)

∥∥∥φ̈
∥∥∥

L2(0,1)
.

(2.23)

Sketch of the proof. It is easy to show that for all f(t) ∈ C1(0, T ), it holds

∣∣∣
∫ T

0

f(t)dt−4t

T/4t∑

k=0

f(k4t)
∣∣∣ ≤

T/4t∑

k=0

∫∫

[k4t,(k+1)4t]2
|ḟ(s)| ds dt

≤ 4t

∫ T

0

|ḟ | dt. (2.24)

Replacing f by φ2 we get the first line of (2.23). Similarly, the second line of (2.23)
holds by replacing f by |φ̇|2.
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Taking Lemma 2.5 and 2.6 into account, the coefficient of
∥∥z0

∥∥2

X
in (2.15)

tends to

kT,δ,α,β,φ =
(
1− 1

β

)( 1
1 + δ2

4

)
T ‖φ‖2L2(0,1)

−
(1

8
δ2m2C2

B + M2
[
1 + α +

δ2

4

(
1 +

1
α

)]) 1
T

∥∥∥φ̇
∥∥∥

2

L2(0,1)
,

when 4t → 0. Note that kT,δ,α,β,φ is an increasing function of T . Let us define
Tδ,α,β,φ as the unique positive solution of

kT,δ,α,β,φ = 0.

Then, for any time T > Tδ,α,β,φ, choosing a positive kT,δ such that

0 < kT,δ < kT,δ,α,β,φ,

there exists (4t)0 > 0 such that for any 4t < (4t)0, (2.2) holds.
Hence the optimal time Tδ of Theorem (2.1) satisfies for any α > 0, β > 1

and smooth function φ compactly supported in [0, 1]:

Tδ ≤

∥∥∥φ̇
∥∥∥

L2

‖φ‖L2

[ β

β − 1

(
1 +

δ2

4

)]1/2[1
8
δ2m2C2

B + M2
(
1 + α +

δ2

4
(1 +

1
α

)
)]1/2

.

We optimize in α, β and φ, by taking α = δ/2, β = ∞ and

φ(t) =
{

sin(πt), t ∈ (0, 1)
0, elsewhere, (2.25)

which is well-known to minimize the ratio∥∥∥φ̇
∥∥∥

L2

‖φ‖L2

.

For this choice of φ, this quantity equals π, and thus we recover the estimate (2.3).

This theorem already has many applications. Indeed, this roughly says that
for any continuous conservative system observable in finite time, there exists a
time semi-discretization which uniformly preserves the observability property in
finite time, provided the initial datum is filtered at a scale 1/4t. We will explain
later using formally some microlocal tools why this scale seems to be the right one.

3. More General Systems.

In this section, we deal with more general discretization processes. We assume that
the semi-discrete scheme has the form

zk+1 = T4tz
k, z0 = z0, (3.1)



Observability of time discrete systems. 11

where T4t is a linear operator which has the same eigenvectors as the operator A.
We also assume that the scheme is conservative. This implies that there exist real
numbers λj,4t such that

T4tφj = exp(iλj,4t4t)φj . (3.2)

Moreover, we assume that there is an explicit relation between λj,4t and µj under
the following form:

λj,4t =
1
4t

h(µj4t), (3.3)

where h is a smooth strictly increasing function satisfying:

|h(x)| ≤ π. (3.4)

This condition appears naturally in the application. Roughly speaking, it says that
we cannot hope to measure frequencies higher than π/4t with a mesh-size 4t. In
general, we also have that

h(x)
x

→x→0 1.

Indeed, this property is equivalent to say that at low frequencies, the solution
of (3.1) behaves similarly as the solution of (1.1). Note that the discretization
analyzed in Section 2 satisfies all these properties.

Theorem 3.1. Under assumptions (3.2), (3.3) and (3.4), for any δ > 0, there exists
a time Tδ such that for all T > Tδ, there exists a constant kT,δ > 0 such that for
all 4t small enough, any solution of (3.1) with initial value z0 ∈ Cδ/4t satisfies

kT,δ

∥∥z0
∥∥2

X
≤ 4t

T/4t∑

k=0

∥∥∥∥B
(zk + zk+1

2

)∥∥∥∥
2

Y

. (3.5)

Besides, we have the following estimate on Tδ:

T 2
δ < 2π2

[
2 tan2

(h(δ)
2

)
+ C2

Bδ2m2
(
1 + tan2

(h(δ)
2

))

+ 2M2
(

inf
|ω|≤δ

{∣∣∣
(
1 + tan2

(h(δ)
2

))
h′(ω)

∣∣∣
})−2(

1 + tan4
(h(δ)

2

))]
. (3.6)

Proof. The main idea is to use the previous result. First, we introduce an operator
A4t such that the solution of (3.1) coincides with the solution of the linear system

zk+1 − zk

4t
= A4t

(zk + zk+1

2

)
, z0 = z0. (3.7)

This can be done with the definition

A4tφj = k4t(µj)φj , (3.8)

where

k4t(ω) =
2
4t

tan
(h(ω4t)

2

)
. (3.9)
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Indeed, if
z0 =

∑
ajφj ,

then the solution of(3.1) writes as

zk =
∑

ajφj exp(iλjk4t) =
∑

ajφj exp(ih(µj4t)k)

and the definition of A4t follows naturally.

Then the result would be straightforward if we could prove the resolvent
estimate for A4t. We will see in the sequel that a weak form of the resolvent
estimate holds, and that this is actually sufficient to get the desired observability
inequality. Note that A4t coincides with A in the special case presented before in
Section 2.

Step 1: A weak form of the resolvent estimate. By hypothesis,

M2 ‖(A− iω)z‖2X + m2 ‖Bz‖2Y ≥ ‖z‖2X , z ∈ D(A), ω ∈ lR; (3.10)

For
z =

∑

j s.t. |µj |≤δ/4t

ajφj ,

one can easily check that

‖(A− iω1)z‖2X =
∑

|aj |2
(
µj − ω1

)2

and
‖(A4t − iω2)z‖2X =

∑
|aj |2

(
k4t(µj)− ω2

)2

.

Especially, for any ω1 ∈ lR, if
ω2 = k4t(ω1),

this last estimate takes the form

‖(A4t − iω2)z‖2X =
∑

|aj |2
(
k4t(µj)− k4t(ω1)

)2

with k4t as in (3.9). It follows that

‖(A4t − ik4t(ω1))z‖2X ≥
(

inf
|ω|≤sup{|ω1|,δ/4t}

{
|k′4t(ω)|

})2 ∑
|aj |2

(
µj − ω1

)2

.

But

k′4t(ω) =
(
1 + tan2

(h(ω4t)
2

))
h′(ω4t).

Hence, for any positive ε, setting

α4t,ε = k4t(δ + ε), Cδ,ε =
(

inf{k′4t(ω) | |ω| ≤ δ + ε}
)−1

, (3.11)

we get the following weak resolvent estimate:

C2
δ,εM

2
∥∥∥
(
A4t − iω

)
z
∥∥∥

2

X
+ m2 ‖Bz‖2Y ≥ ‖z‖2X ,

z ∈ Cδ/4t, ω ∈ [−α4t,ε, α4t,ε].
(3.12)
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Our purpose is now to show that this is enough to get the observability estimate.

Step 2: From the resolvent estimate (3.12) to the Observability inequality. We
copy the previous proof. Set χ a smooth function satisfying:

Supp(χ) ⊂ [0, T ], ‖χ‖L∞ ≤ 1.

Note χk = χ(k4t). Let gk = χkzk and

fk =
gk+1 − gk

4t
−A4t

(gk + gk+1

2

)
. (3.13)

As before, using the discrete Fourier transform, we get

f̂(τ) =
( 2i

4t
tan

(τ4t

2

)
−A4t

)
ĝ(τ) exp(i

τ4t

2
) cos

(τ4t

2

)
. (3.14)

So, for any τ such that

|τ | ≤ h(δ + ε)
4t

,

one can apply (3.12) :

C2
δ,εM

2
∥∥∥f̂(τ)

∥∥∥
2

X
+ m2

∥∥∥∥Bĝ(τ) exp(i
τ4t

2
) cos

(τ4t

2

)∥∥∥∥
2

Y

≥
∥∥∥∥ĝ(τ) exp(i

τ4t

2
) cos

(τ4t

2

)∥∥∥∥
2

X

. (3.15)

Integrating in τ ∈ (−π/4t, π/4t) and using Parseval’s identity, we get

C2
δ,εM

24t
∑ ∥∥fk

∥∥2

X
+ m24t

∑ ∥∥∥∥B
(gk + gk+1

2

)∥∥∥∥
2

Y

≥ 4t
∑ ∥∥∥∥

gk + gk+1

2

∥∥∥∥
2

X

− 1
2π

∫

|τ |>h(δ+ε)/4t

∥∥∥∥ĝ(τ) exp(i
τ4t

2
) cos

(τ4t

2

)∥∥∥∥
2

X

dτ. (3.16)

A decay estimate on ĝ. To use estimate (3.16), we have to study in detail
ĝ(τ) exp(i τ4t

2 ) cos
(

τ4t
2

)
, whose inverse Fourier transform is

gk + gk+1

2
=

χk + χk+1

2
zk + zk+1

2
+

(4t)2

4
χk+1 − χk

4t

zk+1 − zk

4t
. (3.17)

We recall the obvious relations:∥∥∥∥
zk + zk+1

2

∥∥∥∥
X

=
∥∥∥∥

z0 + z1

2

∥∥∥∥
X

,

∥∥∥∥
zk+1 − zk

4t

∥∥∥∥
X

=
∥∥∥∥

z0 + z1

2

∥∥∥∥
X

Setting

zk + zk+1

2
=

∑
ajφj exp(iλj(k + 1/2)4t) cos

(λj4t

2

)
,

bk =
χk + χk+1

2
, ck =

zk + zk+1

2
bk,
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one can check that

ĉ(τ) =
∑

j

ajφj exp(iλj4t/2) cos
(λj4t

2

)
b̂(τ − λj).

Besides,

|b̂(τ)| ≤ (4t)2

4 sin2
(

τ4t
2

)4t
∑

j

|∆4tb
k| ≤ (4t)2

4 sin2
(

τ4t
2

) |Supp(χ)|
∥∥∂2

ttχ
∥∥

L∞

It follows that for τ > h(δ + ε)/4t, setting βε = h(δ + ε)− h(δ) ,

‖ĉ(τ)‖2X ≤
∥∥∥∥

z0 + z1

2

∥∥∥∥
2

X

(
(4t)2

4 sin2
(

βε

2

) |Supp(χ)|∥∥∂2
ttχ

∥∥
L∞

)2

. (3.18)

Similarly, one can obtain that, if c2 denotes the second term in (3.17), that
is

ck
2 =

(4t)2

4
χk+1 − χk

4t

zk+1 − zk

4t
,

then its Fourier transform satisfies for τ > h(δ + ε),

‖ĉ2(τ)‖2X ≤
(4t

2

)4
∥∥∥∥

z1 − z0

4t

∥∥∥∥
2

X

(
(4t)2

4 sin2
(

βε

2

) |Supp(χ)|∥∥∂3
tttχ

∥∥
L∞

)2

.

It follows that the righthand side in (3.16) ( RHS in short) can be bounded from
below:

RHS ≥
(
4t

2

∑ (χk + χk+1

2

)2

− 1
4t

( (4t)2

4 sin2
(

βε

2

) |Supp(χ)|∥∥∂2
ttχ

∥∥
L∞

)2
)

∥∥z0 + z1
∥∥2

X

−
(

2(4t)3
∑ (χk+1 − χk

4t

)2

−
(4t

2

)4( (4t)2

4 sin2
(

β
2

) |Supp(χ)|∥∥∂3
tttχ

∥∥
L∞

)2
)∥∥∥∥

z1 − z0

4t

∥∥∥∥
2

X

. (3.19)

According to this inequality and copying the proof of the previous section, we
obtain the desired observability inequality. For completeness, we sketch the proof.

To the observability estimate. Using

fk =
(χk+1 − χk

4t

)(zk + zk+1

2
−

(4t

2

)2

A4t

(zk+1 − zk

4t

))
,
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one can check that

4t
∑ ∥∥fk

∥∥2

X
≤ 24t

∑ (χk+1 − χk

4t

)2
(∥∥∥∥

z0 + z1

2

∥∥∥∥
2

X

+ tan
(h(δ)

2

)2
∥∥∥∥

z1 − z0

2

∥∥∥∥
2

X

)
.

Besides,

4t
∑ ∥∥∥∥B

(gk + gk+1

2

)∥∥∥∥
2

Y

≤ 24t
∑ (χk + χk+1

2

)2
∥∥∥∥B

(zk + zk+1

2

)∥∥∥∥
2

Y

+ 24t
∑ (χk+1 − χk

4t

)2

CBδ2
∥∥z0

∥∥2

X
.

Using the explicit expansion of z, one can check that
∥∥∥ z1−z0

4t

∥∥∥
2

X
≤ tan2

(
h(δ)

2

) ∥∥∥ z0+z1

2

∥∥∥
2

X
,

∥∥∥ z0+z1

2

∥∥∥
2

X
≥ cos2

(
h(δ)

2

) ∥∥z0
∥∥2

X
.

It follows that we get

4t
∑ (χk + χk+1

2

)2
∥∥∥∥B

(zk + zk+1

2

)∥∥∥∥
2

Y

≥ C1

∥∥∥∥
z0 + z1

2

∥∥∥∥
2

X

≥ C1 cos2
(h(δ)

2

) ∥∥z0
∥∥2

X
,

where C1 depends on χ,4t and δ in such a way that for any δ, for any smooth
function φ with compact support, taking χT (t) = φ(t/T ) makes C1 blows up when
T →∞ uniformly in 4t. More precisely, one can compute its limit when 4t → 0:

C1(χ, δ, ε,4t) →4t→0
1
2

∫
|χ(t)|2 dt−

( ∫
|χ′(t)|2 dt

)[
2 tan2

(h(δ)
2

)

+ C2
Bδ2m2

(
1 + tan2

(h(δ)
2

))
+ 2M2C2

δ,ε

(
1 + tan4

(h(δ)
2

))]
.

Note that ε does not appear as a significant parameter. This parameter actually
enters only in the convergence speed of C1 when 4t → 0.
Then we can conclude from (3.20) by using smooth approximations of φ defined
in (2.25) and the continuity of the function h′ in δ that there exists a time

T 2
δ ≤ 2π2

[
2 tan2

(h(δ)
2

)
+ C2

Bδ2m2
(
1 + tan2

(h(δ)
2

))

+ 2M2C2
δ,ε=0

(
1 + tan4

(h(δ)
2

))]
,

such that the observability inequality holds for any T > Tδ for small enough 4t.
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Application. Let us present an application of the previous result to the so-called
fourth order Gauss method discretization of equation (1.1).

To begin with, we introduce the following discrete system:




κi = A
(
zk +4t

2∑

j=1

αijκi

)
, i = 1, 2,

zk+1 = zk +
4t

2
(κ1 + κ2),

z0 ∈ Cδ/4t given,
(αij) =

( 1
4

1
4 −

√
3

6
1
4 +

√
3

6
1
4

)
.

(3.20)

The case where µj4t ≥ 2
√

3 leads to instability [3]-[4], and then we will assume
from the beginning that

δ < 2
√

3.

From the previous section, we could use Theorem 3.1 as soon as the eigenvectors
of the continuous system (1.1) are eigenvectors for the semi-dicrete system (3.20)
as well. But if z0 = Φj , an easy computation shows that

z1 = exp(i`j4t)z0,

where

`j =
2
4t

arctan
( µj4t

2− (µj4t)2/6

)
. (3.21)

In other words,

`j4t = h(µj4t),

where

h(x) = 2 arctan
( x

2− x2/6

)
.

Then, a simple application of Theorem 3.1 gives :

Theorem 3.2. For any δ ∈ (0, 2
√

3), there exists a time Tδ > 0 such that for any
T > Tδ, there exists (4t)0 such that for all 4t < (4t)0, there exists a constant
kT,δ > 0, independent of 4t, such that the solutions of the system (3.20) satisfy

kT,δ

∥∥z0
∥∥2

X
≤ 4t

T/4t∑

k=0

∥∥Bzk
∥∥2

Y
, ∀ z0 ∈ Cδ/4t. (3.22)

Note that Theorem 3.1 also provides an estimate on Tδ by using (3.6). Indeed,
one can easily compute the function k4t in (3.9) and its derivative :

k4t(ω) =
ω

1− 1
12 (ω4t)2

.
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4. Second order systems

In this section we investigate the second order evolution equations occurring in
the study of vibrating systems. More precisely, let H be a Hilbert space endowed
with the norm ‖·‖ and let A0 : D(A0) → H be a self-adjoint positive operator with
compact resolvent. Consider the initial value problem:

ü(t) + A0u(t) = 0, (4.1)

u(0) = u0, u̇(0) = v0, (4.2)
which can be seen as a generic model for the free vibrations of elastic structures
such as strings, beams, membranes, plates or three-dimensional elastic bodies.

The energy of (4.1)

E(t) = ‖u̇(t)‖2 +
∥∥∥A

1
2
0 u(t)

∥∥∥
2

, (4.3)

is constant in time.
The output function y(t) is stated by

y(t) = B1u(t), or y(t) = B2u̇(t). (4.4)

In the sequel we will focus on the second case, that is y(t) = B2u̇(t), but our proof
works as well for y(t) = B1u(t).

To underline the link with the conservative system (1.1)-(1.2), we now trans-
form the second order model (4.1)–(4.4) into a first order one (1.1)–(1.2).

Setting v = u̇, equation (4.1) can be rewritten as

ż = Az, z =
(

u
v

)
, A =

(
0 I

−A0 0

)
, (4.5)

for which the energy space is defined by

X = D(A
1
2
0 )×H

and the domain of A satisfies

D(A) = D(A0)×D(A
1
2
0 ).

These two vector spaces are Hilbert spaces for the following norms:

‖z‖2X =
∥∥∥A

1
2
0 u

∥∥∥
2

+ ‖v‖2 , ‖z‖2D(A) = ‖A0u‖2 +
∥∥∥A

1
2
0 v

∥∥∥
2

It is easy to check that A is a skew adjoint operator with compact resolvent and
its spectrum is explicitly given by the spectrum of A0. Indeed, if we denote by a
sequence of non-negative numbers µ2

j the eigenvalues of A0, i.e.,

A0φj = µ2
jφj , j ∈ N∗,

with corresponding eigenvectors (φj), then the eigenvalues of A are ±iµj , with
corresponding eigenvectors

Φ±j =
1√
2

( ± 1
iµj

φj

φj

)
.
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Consequently, the admissible observation operator B is given by B = (0, B2),

which is assumed to belong to L(D(A
1
2
0 ), Y ). Therefore there exists a constant CB

such that
‖B2v‖Y ≤ CB

∥∥∥A
1
2
0 v

∥∥∥ , v ∈ D(A
1
2
0 ). (4.6)

In the sequel, we assume that the system (4.1)–(4.4) is observable.

Now we present the time discrete schemes we are interested in. For any 4t >
0, we consider the following time Newmark approximation scheme of the system
(4.1)–(4.2):





uk+1 + uk−1 − 2uk

(4t)2
+ A0

(
βuk+1 + (1− 2β)uk + βuk−1

)
= 0,

(u0 + u1

2
,
u1 − u0

4t

)
= (u0, v0) ∈ D(A

1
2
0 )×H,

(4.7)

where β is a positive number.
The energy of (4.7) given by

Ek =
1
2

∥∥∥∥A
1
2
0

(uk + uk+1

2

)∥∥∥∥
2

+
1
2

∥∥∥∥
uk+1 − uk

4t

∥∥∥∥
2

+ (4β − 1)
(4t)2

8

∥∥∥∥A
1
2
0

(uk+1 − uk

4t

)∥∥∥∥
2

, k ∈ Z, (4.8)

which is a discrete counterpart of the continuous energy (4.3), is constant. In view
of (4.8), we will assume in the sequel that β ≥ 1/4, for which system (4.7) is
unconditionally stable.

We assume that the output is given by the following discretization of (4.4)

yk = B2

(uk+1 − uk

4t

)
. (4.9)

Let us explain why the study of system (4.7)-(4.9) cannot be tackled from
Theorems 2.1 and 3.1. For this, we express this system as a first order one. Setting

zk =




uk + uk+1

2
uk+1 − uk

4t


 , A4t =

(
0 I

−A0

(
I + (4t)2(β − 1

4 )A0

)−1

0

)
,

system (4.7) can be rewritten as

zk+1 − zk

4t
= A4t

(zk + zk+1

2

)
, z0 =

(
u0

v0

)
. (4.10)

One can check that the eigenvectors of the operator A4t are

Φ±j,4t =
1√
2

( ± 1
iλj,4t

φj

φj

)
, λj,4t = µj

1√
1 + (β − 1/4)(4t)2µ2

j

. (4.11)
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It follows that this approximation scheme does not conserve the eigenvectors of the
continuous system, except in the case where β = 1/4, which actually corresponds
to the natural midpoint discretization already seen in Section 2. This is particularly
obvious when looking at system (4.7) as (4.10).

As before, for any s > 0, we define as in (1.10)

Cs = span {Φj : the corresponding iµj satisfies |µj | ≤ s}, (4.12)

Note that for any s > 0, the vector space Cs coincides with the space

C̃s,4t = span {Φj,4t : the corresponding

λj,4t = µj
1√

1 + (β − 1/4)(4t)2µ2
j

satisfies |µj | ≤ s}.

In other words, this space is stable under the actions of the discrete semi-groups
generated by A4t. It follows that taking the initial value in that space makes sense.

Once again, we claim that the semi-discrete system (4.7)-(4.9) is observable
when filtering in the class Cδ/4t:

Theorem 4.1. Let β ≥ 1/4 and δ > 0. There exists a time Tδ such that for all
T > Tδ, there exists a positive constant kT,δ, such that for 4t small enough, the
solution of (4.7) with initial datum (u0, v0) ∈ Cδ/4t satisfies

kT,δE
0 ≤ 4t

∑

k4t∈(0,T )

∥∥∥∥B2

(uk+1 − uk

4t

)∥∥∥∥
2

Y

. (4.13)

Remark 4.2. The assumption that B = (0 ;B2) is done only to simplify the
presentation, the theorem is still true when dealing with an observable admissible
operator B = (B1 ; 0), i.e. with the output function y(t) = B1u(t), see Theorem 4.6
below. However, we are not able to handle the case where the observable operator
B = (B1 ;B2) acts on the two components u and u̇, that is y(t) = B1u(t)+B2u̇(t),
except when β = 1/4, where Theorem 2.1 applies. This probably comes from
technical reason.

Before entering into the proof, we give some preliminaries properties on the
solutions of the Newmark approximation scheme (4.7).

Lemma 4.3. The solution of (4.7) can be expanded as

uk =
∑

j∈Z∗
aj exp(iωjk4t)φj , (4.14)

where

ωj =
2
4t

arctan

(
4tµj

2
√

1 + (β − 1/4)4t2µ2
j

)
, (4.15)

and the coefficients (aj)j∈Z∗ are determined by the initial data.
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Proof. It is sufficient to look for solutions of the form uk = exp(iωjk4t)φj . System
(4.7) is then equivalent to

[eiωj(k+1)4t + eiωj(k−1)4t − 2eiωjk4t

(4t)2
]
φj

+ A0

[
βeiωj(k+1)4t + (1− 2β)eiωjk4t + βeiωj(k−1)4t

]
φj = 0.

This gives that

− 4
(4t)2

sin2
(ωj4t

2

)
+ µ2

j

(
1− 4β sin2

(ωj4t

2

))
= 0.

This leads to

sin2
(ωj4t

2

)
(1 + βµ2

j (4t)2) =
µ2

j (4t)2

4
.

Thus we deduce that

tan2
(ωj4t

2

)
=

µ2
j (4t)2

4
1

1 + (β − 1/4)µ2
j (4t)2

by which we arrive at (4.15).

Besides, using the orthogonality of the eigenvectors, one can compute the
energy in terms of the coefficients (aj)

Ek =
∑

j>0

(
|aj |2 + |a−j |2

)
µ2

j

1 + (β − 1/4)µ2
j (4t)2

1 + βµ2
j (4t)2

.

This implies in particular that if the initial data is taken in Cδ/4t, the energy of
system (4.7) is equivalent to

Ē =
∑

j>0

(
|aj |2 + |a−j |2

)
µ2

j . (4.16)

Indeed, in this case, we get :
1

1 + βδ2
Ē ≤ Ēk ≤ Ē.

Proof of Theorem 4.1. Set δ > 0, (u0, v0) ∈ Cδ/4t, and let uk be the solution
of (4.7).

By assumption, the continuous system (A,B) is exactly observable, where
B has the particular form B = (0 ;B2). Hence, from (1.5) the resolvent estimate
holds true and takes the following form :

M2
( ∥∥∥A

1
2
0 (iωz1 − z2)

∥∥∥
2

+ ‖A0z1 + iωz2‖2
)

+ m2 ‖B2z2‖2Y ≥
∥∥∥A

1
2
0 z1

∥∥∥
2

+ ‖z2‖2 ,

∀ω ∈ lR, z =
(

z1

z2

)
∈ D(A), (4.17)
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for some constants M, m > 0.

We follow the proof given in Theorem 2.1. We split the proof into three parts.

Step 1: Fourier Transform estimates. Here we introduce the functions we will
use through the proof and we study their Fourier transform.

Set χ ∈ D(lR). We denote χk = χ(k4t). Let gk = χkuk and

fk =
gk+1 + gk−1 − 2gk

(4t)2
+ A0

(
βgk+1 + (1− 2β)gk + βgk−1

)
.

Taking (4.7) into account, we get that

fk =
1
4t2

(
χk+1 + χk−1 − 2χk

)(
uk + β(4t)2A0u

k
)

+
χk+1 − χk

4t

(uk+1 − uk

4t
+ β(4t)2A0

(uk+1 − uk

4t

))

+
χk − χk−1

4t

(uk − uk−1

4t
+ β(4t)2A0

(uk − uk−1

4t

))
. (4.18)

In particular, both f and g are in l2(4tZ,H) and then their Fourier transform is
well-defined and belong to L2(− π

4t ,
π
4t ). From the definition of fk we deduce

f̂(τ) =
(
− 4

(4t)2
sin2

(
τ4t
2

)

1− 4β sin2
(

τ4t
2

) + A0

)
ĝ(τ)

(
1− 4β sin2

(τ4t

2

))
.

Note that the symbol of the operator switches from hyperbolic type to elliptic one
when the sign of the term

1− 4β sin2
(τ4t

2

)

switches from positive to negative. Hence, we shall be careful in using the resolvent
estimate (4.17), which gives relevant estimates only in the hyperbolic range.

However, we claim that the frequencies involved in our problem actually are
in this range, that is

{τ s.t. 1− 4β sin2
(τ4t

2

)
> 0}.

More precisely, similarly as in the proof given in the previous section, the Fourier
transform of g is mainly concentrated in (−δ/4t, δ/4t).

Lemma 4.4. For any ε > 0, set

α(x) = 2 arcsin
( x

2
√

1 + βx2

)
, αε = α(δ+ε), γε = α(δ+ε)−α(δ). (4.19)
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Then, recalling the definition of Ē in (4.16), we have the tho following estimates:

1
2π

∫ π/4t

−π/4t

∥∥∥A
1
2
0 ĝ(τ)

∥∥∥
2

dτ ≤ 1
2π

∫ αε/4t

−αε/4t

∥∥∥A
1
2
0 ĝ(τ)

∥∥∥
2

dτ

+
αε

π4t

( 4t

sin(γε

2 )

)4

|Supp(χ)|2
∣∣∣d

2χ

dt2

∣∣∣
2

∞
Ē. (4.20)

1
2π

∫ π/4t

−π/4t

∥∥∥∥
2
4t

sin
(τ4t

2

)
ĝ(τ)

∥∥∥∥
2

dτ ≤ 1
2π

∫ αε/4t

−αε/4t

∥∥∥∥
2
4t

sin
(τ4t

2

)
ĝ(τ)

∥∥∥∥
2

dτ

+
αε

π4t

( 4t

sin(γε

2 )

)2

|Supp(χ)|2
∣∣∣d

2χ

dt2

∣∣∣
2

∞
Ē. (4.21)

Proof. Since the function uk is in l∞(4tZ,H), it belongs to S ′(4tZ,H), and then
its Fourier transform makes sense. Actually, using (4.14),

û(τ) =
∑

k s.t.|µk|<δ/4t

akδωk
(τ)φk,

and so

Supp(û) ⊂
[
− 2
4t

arcsin
( δ

2
√

1 + βδ2

)
,

2
4t

arcsin
( δ

2
√

1 + βδ2

)]
.

In particular, we can estimate ĝ by using

ĝ(τ) =
∫ π/4t

−π/4t

χ̂(τ − η)û(η)dη =
∑

k s.t.|µk|<δ/4t

akφkχ̂(τ − ωk).

Recalling the definitions αε and γε in (4.19), taking into account the above two
formulas, for |τ | ≥ αε/4t, we get

∥∥∥A
1
2
0 ĝ(τ)

∥∥∥
2

≤
∑

k s.t.|µk|<δ/4t

|ak|2|µk|2|χ̂(τ − ωk)|2

≤ sup
|ξ|>γε/4t

{
|χ̂(ξ)|2

}( ∑

k s.t.|µk|<δ/4t

|ak|2|µk|2
)
, (4.22)

On the other hand, since χ is smooth and compactly supported, one can use as
before (see (3.18)) that

|χ̂(τ)| ≤
( 4t

sin( τ4t
2 )

)2

|Supp(χ)|
∣∣∣d

2χ

dt2

∣∣∣
∞

. (4.23)

Integrating (4.22) on τ in the interval |τ | > αε/4t, taking into account (4.23), we
attain ∫

|τ |>αε/4t

∥∥∥A
1
2
0 ĝ(τ)

∥∥∥
2

dτ ≤ 2αε

4t

( 4t

sin(γε

2 )

)4

|Supp(χ)|2
∣∣∣d

2χ

dt2

∣∣∣
2

∞
Ē,
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which implies (4.20). Inequality (4.21) can be derived similarly and is left to the
reader.

Step 2: The resolvent estimate. Now we apply the resolvent estimate (4.17)
to the desired function f̂(τ). For τ such that

|τ | ≤ αε

4t
,

which satisfies

1 ≥ 1− 4β sin2
(τ4t

2

)
≥ 1

1 + β(δ + ε)2
, (4.24)

taking

ω(τ) =
2
4t

sin
(

τ4t
2

)
√

1− 4β sin2
(

τ4t
2

)

z1(τ) = ĝ(τ)
(
1− 4β sin2

(τ4t

2

))

z2(τ) = iω(τ)z1(τ)

into (4.17), it gives

M2
∥∥∥f̂(τ)

∥∥∥
2

+ m2 ‖iω(τ)B2z1(τ)‖2Y ≥
∥∥∥A

1
2
0 z1(τ)

∥∥∥
2

+ ‖iω(τ)z1(τ)‖2 . (4.25)

Using (4.24) and integrating in τ on [−π/4t, π/4t], we obtained that:

M2

∫ π/4t

−π/4t

∥∥∥f̂(τ)
∥∥∥

2

dτ +m2

∫ π/4t

−π/4t

∥∥∥∥B2

(
exp(i

τ4t

2
)

2
4t

sin
(τ4t

2

)
ĝ(τ)

)∥∥∥∥
2

Y

dτ

≥
( 1

1 + β(δ + ε)2
)2

∫ αε/4t

−αε/4t

∥∥∥A
1
2
0 ĝ(τ)

∥∥∥
2

dτ

+
1

1 + β(δ + ε)2

∫ αε/4t

−αε/4t

∥∥∥∥exp(i
τ4t

2
)

2
4t

sin
(τ4t

2

)
ĝ(τ)

∥∥∥∥
2

dτ.

Using the estimates (4.20) and (4.21), Parseval’s identity leads to

M24t
∑

k∈Z
∥∥fk

∥∥2 + m24t
∑

k∈Z
∥∥∥B2

(
gk+1−gk

4t

)∥∥∥
2

Y

≥
(

1
1+β(δ+ε)2

)2(
4t

∑
k∈Z

∥∥∥A
1
2
0 gk

∥∥∥
2

− (4t)3

sin4(γε/2)
|Supp(χ)|2

∣∣∣d2χ
dt2

∣∣∣
2

∞
Ē

)

+ 1
1+β(δ+ε)2

(
4t

∑
k∈Z

∥∥∥ gk+1−gk

4t

∥∥∥
2

− 4t
sin2(γε/2)

|Supp(χ)|2
∣∣∣d2χ

dt2

∣∣∣
2

∞
Ē

)
.

(4.26)

Step 3: To the observability inequality. The last part is very close to the
second step presented in Theorem 3.1. For completeness, we present however the
main steps.
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For the first term of (4.26), using the explicit expression of fk given in (4.18)
and the following remark

z =
∑

j s.t |µj |<δ/4t

ajφj =⇒
∥∥∥
(
I + β(4t)2A0

)
z
∥∥∥

2

≤ (1 + βδ)2 ‖z‖2 ,

we easily get that

4t
∑

k∈Z

∥∥fk
∥∥2 ≤ 6(1 + βδ2)4t

∑

k∈Z

(χk+1 − χk

4t

)2
∥∥∥∥

uk+1 − uk

4t

∥∥∥∥
2

+ 3(1 + βδ2)
∑

k∈Z

(χk+1 − 2χk + χk−1

4t2

)2 ∥∥uk
∥∥2

. (4.27)

For the second term of (4.26), we get

4t
∑

k∈Z

∥∥∥∥B2

(gk+1 − gk

4t

)∥∥∥∥
2

Y

≤ 24t
∑

k∈Z

(χk + χk+1

2

)2
∥∥∥∥B2

(uk+1 − uk

4t

)∥∥∥∥
2

Y

+ 24t
∑

k∈Z

(χk+1 − χk

4t

)2
∥∥∥∥B2

(uk+1 − uk

2

)∥∥∥∥
2

Y

≤ 24t
∑

k∈Z

(χk + χk+1

2

)2
∥∥∥∥B2

(uk+1 − uk

4t

)∥∥∥∥
2

Y

+ 2C2
B4t

∑

k∈Z

(χk+1 − χk

4t

)2 ∥∥∥A
1
2
0 (uk+1 + uk)

∥∥∥
2

. (4.28)

Besides,

4t
∑

k∈Z

∥∥∥A
1
2
0 gk

∥∥∥
2

= 4t
∑

k∈Z
|χk|2

∥∥∥A
1
2
0 uk

∥∥∥
2

(4.29)

and

4t
∑

k∈Z

∥∥∥∥
gk+1 − gk

4t

∥∥∥∥
2

≥ 1
2
4t

∑

k∈Z

(χk + χk+1

2

)2
∥∥∥∥

uk+1 − uk

4t

∥∥∥∥
2

− 24t
∑

k∈Z

(χk+1 − χk

4t

)2
∥∥∥∥

uk+1 + uk

2

∥∥∥∥
2

. (4.30)
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We also remark that

Ek ≤ 1
4

( ∥∥∥A
1
2
0 uk

∥∥∥
2

+
∥∥∥A

1
2
0 uk+1

∥∥∥
2 )

+
1
2

∥∥∥∥
uk+1 − uk

4t

∥∥∥∥
2 (

1 + (β − 1
4
)δ2

)
,

∥∥∥∥
uk + uk+1

2

∥∥∥∥
2

≤
∥∥∥A

− 1
2

0

∥∥∥
2

E0,

∥∥∥∥
uk+1 − uk

4t

∥∥∥∥
2

≤ E0,

∥∥uk
∥∥2 ≤

∥∥∥A
− 1

2
0

∥∥∥
2 ∑

k∈Z
µ2

k

(
|ak|2 + |a−k|2

)
≤

∥∥∥A
− 1

2
0

∥∥∥
2

(1 + βδ2)E0,

(4.31)

wher
∥∥∥A

− 1
2

0

∥∥∥ stands for the operator norm of A
− 1

2
0 from H into itself.

Putting (4.27), (4.28), (4.29) and (4.30) in (4.26) and using (4.31), we obtain:

2m24t
∑

k∈Z

(χk + χk+1

2

)2
∥∥∥∥B2

(uk+1 − uk

4t

)∥∥∥∥
2

Y

≥
( 1

1 + β(δ + ε)2
)2

4t
∑

k∈Z
|χk|2

∥∥∥A
1
2
0 uk

∥∥∥
2

+
1

2(1 + β(δ + ε)2)
4t

∑

k∈Z

(χk + χk+1

2

)2
∥∥∥∥

uk+1 − uk

4t

∥∥∥∥
2

− 2
1 + β(δ + ε)2

∥∥∥A
− 1

2
0

∥∥∥
2

E04t
∑

k∈Z

(χk+1 − χk

4t

)2

− 4C2
BE04t

∑

k∈Z

(χk+1 − χk

4t

)2

− 6(1 + βδ2)E04t
∑

k∈Z

(χk+1 − χk

4t

)2

− 3(1 + βδ2)2
∥∥∥A

− 1
2

0

∥∥∥
2

E04t
∑

k∈Z

(χk+1 − 2χk + χk−1

(4t)2
)2

− 4t

sin2(γε

2 )
(1 + βδ2)E0

(
1 +

( 4t

sin(γε

2 )

)2)
|Supp(χ)|2

∣∣∣d
2χ

dt2

∣∣∣
2

∞
. (4.32)

To conclude the proof, we now specify the function χ. We look for

χT (t) = φ(
t

T
),

where φ is a nonnegative smooth function satisfying:

Supp(φ) ⊂ (0, 4), φ(t) = 1 ∀t ∈ (1, 3).

With this choice,

|Supp(χ)|
∣∣∣d

2χ

dt2

∣∣∣
∞
≤ 4T

1
T 2

∣∣∣d
2φ

dt2

∣∣∣
∞

,
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and so it is bounded uniformly by Cφ/T when T → ∞. Putting this into (4.32)
we have

2m24t
∑

k4t∈(0,4T )

∥∥∥∥B2

(uk+1 − uk

4t

)∥∥∥∥
2

Y

≥
( 1

1 + β(δ + ε)2
)2

2TE0

−4t
∑

k∈Z

(χk+1 − χk

4t

)2

E0
( 2

1 + β(δ + ε)2

∥∥∥A
− 1

2
0

∥∥∥
2

+ 4C2
B + 6(1 + βδ2)

)

− 3(1 + βδ2)2
∥∥∥A

− 1
2

0

∥∥∥
2

E04t
∑

k∈Z

(χk+1 − 2χk + χk−1

4t2

)2

− 4t

sin2(γε

2 )
Cφ

T

2

(1 + βδ2)E0
(
1 +

( 4t

sin(γε

2 )

)2)
. (4.33)

But

4t
∑

k∈Z

(χk+1 − χk

4t

)2

→4t→0
1
T

∥∥∥φ̇
∥∥∥

2

L2

4t
∑

k∈Z

(χk+1 − 2χk + χk−1

4t2

)2

→4t→0
1

T 3

∥∥∥φ̈
∥∥∥

2

L2
.

(4.34)

Hence choosing T large enough, the right hand side of (4.33) is positive. More
precisely, if T > 4T ′δ,ε for some ε > 0, where T ′δ,ε is the solution of

( 1
1 + β(δ + ε)2

)2

4T − 1
T

∥∥∥φ̇
∥∥∥

2

L2

( 2
1 + β(δ + ε)2

∥∥∥A
− 1

2
0

∥∥∥
2

+ 4C2
B + 6(1 + βδ2)

)

− 3(1 + βδ2)2
∥∥∥A

− 1
2

0

∥∥∥
2 1

T 3

∥∥∥φ̈
∥∥∥

2

L2
= 0, (4.35)

for 4t small enough, there exists kT,δ such that

kT,δE
0 ≤ 4t

∑

k4t∈(0,T )

∥∥∥∥B0

(uk+1 − uk

4t

)∥∥∥∥
2

Y

. (4.36)

One can then optimize in ε and prove that the optimal time Tδ satisfies

Tδ ≤ 4T ′δ,ε=0. (4.37)

Remark 4.5. Note that we did not optimize the time estimate (4.37) only for
simplicity. However, one can try to optimize each Cauchy-Schwarz inequality, but
this would make the proof harder to read. Besides, the final result we would obtain
on the time estimate would have the same magnitude, and would not be sharp.
One could try, as an exercise, to slightly improve this time estimate as we did in
Section 2.

For sake of completeness, we also give the complete assumptions when dealing
with an observation operator

y(t) = B1u(t) and yk = B1u
k. (4.38)
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corresponding respectively to the continuous and the discrete outputs.

Theorem 4.6. Assume that B1 ∈ L(D(A0), Y ), and that the system (4.1)-(4.2) is
both admissible and observable with respect to the output (4.38).

Set δ > 0. Then there exists Tδ > 0 such that for any T > Tδ, there exists a
constant kT,δ > 0 such that for all 4t small enough, for any initial data in Cδ/4t,
the solution of the system (4.7) satisfies

kT,δE
0 ≤ 4t

∑

k4t∈(0,T )

∥∥B1u
k
∥∥2

Y
. (4.39)

Sketch of the proof. The proof is very similar to the previous one. Let us then
only point out the main differences.

Inequality (4.17) becomes

M2
( ∥∥∥A

1
2
0 (iωz1 − z2)

∥∥∥
2

+ ‖A0z1 + iωz2‖2
)

+ m2 ‖B1z1‖2Y ≥
∥∥∥A

1
2
0 z1

∥∥∥
2

+ ‖z2‖2 ,

∀ω ∈ lR, z =
(

z1

z2

)
∈ D(A), (4.40)

In the second step, with the same choice of z1, z2, ω, we obtain that for τ ≤ αε/4t,

m2

∥∥∥∥B1ĝ(τ)
(
1− 4β sin2

(τ4t

2

))∥∥∥∥
2

Y

≤ m2 ‖B1ĝ(τ)‖2Y .

And then, integrating this in τ ∈ (−π/4t, π/4t) and using Parseval’s identity,
this provides

m24t
∑

|χk|2 ∥∥B1u
k
∥∥2

Y

into (4.26). The rest of the proof is the same.

Applications. There are plenty of applications of the previous result. For instance,
we present an application to the boundary observability of the wave equation.

Consider a nonempty open bounded domain Ω ∈ lRd and Γ0 be an open
subset of ∂Ω. We consider the following initial boundary value problem:




utt −∆xu = 0, x ∈ Ω, t ≥ 0,

u(x, t) = 0, x ∈ ∂Ω, t ≥ 0,

u(x, 0) = u0, ut(x, 0) = v0, x ∈ Ω
(4.41)

with the output

y(t) =
∂u

∂ν

∣∣∣
Γ0

. (4.42)

This system is conservative and the energy of (4.41)

E(t) =
1
2

∫

Ω

[
|ut(t, x)|2 + |∇u(t, x)|2

]
dx, (4.43)

remains constant, i.e.
E(t) = E(0), ∀ t ∈ [0, T ]. (4.44)
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The boundary observability for the system is described as: For some constant
C = C(T, Ω,Γ0) > 0, solutions of (4.41) satisfy

E(0) ≤ C

∫ T

0

∫

Γ0

∣∣∣∂u

∂ν

∣∣∣
2

dΓ0dt, ∀ (u0, v0) ∈ H1
0 (Ω)× L2(Ω). (4.45)

Note that this inequality holds true for some triple (T, Ω,Γ0) satisfying Geometric
Optics Condition introduced in [1], which asserts that all rays of Geometric Optics
in Ω touches the sub-boundary Γ0 in a time T . In this case, (4.45) is established by
means of micro-local analysis tools (see [1]). From now, we assume this condition
to hold.

We then introduce the following time semi-discretization of (4.41):




uk+1 + uk−1 − 2uk

(4t)2
=∆x

(
βuk+1 + (1− 2β)uk + βuk−1

)
, x ∈ Ω, k ∈ Z

uk = 0, x ∈ ∂Ω, k ∈ Z
(u0 + u1

2
,
u1 − u0

4t

)
= (u0; v0) ∈ H1

0 (Ω)× L2(Ω),

(4.46)
where β is a given parameter satisfying β ≥ 1

4 .
The output functions yk are given by

yk =
∂uk

∂ν

∣∣∣
Γ0

. (4.47)

System (4.41)–(4.42) (or system (4.46)–(4.47)) can be written in form (4.1)–
(4.2) (or (4.7)) with observable (4.38) if we introduce the following notations:

H = L2(Ω), D(A0) = H2(Ω) ∩H1
0 (Ω), Y = L2(Γ0),

A0ϕ = −∆xϕ ∀ϕ ∈ D(A0),

B1ϕ =
∂ϕ

∂ν

∣∣∣
Γ0

, ϕ ∈ D(A0),

One can easily check that A0 is self-adjoint in H, positive and boundedly invertible
and

D(A
1
2
0 ) = H1

0 (Ω), D(A
1
2
0 )∗ = H−1(Ω).

Proposition 4.7. With the above notation, B1 ∈ L(D(A0), Y ) is an admissible
observation operator, i.e. for all T > 0 there exists a constant KT > 0, independent
of 4t, such that:

If u satisfies (4.41) then
∫ T

0

∫

Γ0

∣∣∣∂ϕ

∂ν

∣∣∣
2

dΓ0dt ≤ KT

(
‖u0‖2H1

0 (Ω) + ‖u1‖2L2(Ω)

)

for all (u0, v0) ∈ H1
0 (Ω)× L2(Ω).
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The above proposition is classical (see, for instance, p. 44 of [6]), so we skip
the proof.

Hence we are in the position to give the following theorem:

Theorem 4.8. Set β ≥ 1/4. For any δ > 0, system (4.46) is uniformly observable
with

(u0, v0) ∈ Cδ/4t.

More precisely, there exists Tδ, such that for any T > Tδ, there exists a positive
constant kT,δ independent of 4t, such that the solutions of system (4.46) satisfy

kT,δ

(
‖Ou0‖2 + ‖v0‖2

)
≤ 4t

T/4t∑

k=0

∫

Γ0

∣∣∣∂ϕk

∂ν

∣∣∣
2

dΓ0, (4.48)

for any (u0, v0) ∈ Cδ/4t.

Proof. The scheme proposed here comes from a Newmark discretization. Hence,
it is a direct consequence of Theorem 4.6, once we have checked that the in the
class Cδ/4t, the energy E0 is equivalent to the left hand side of (4.48):

1
2

(
‖Ou0‖2 + ‖v0‖2

)
≤ E0 ≤ 1

2

(
1 +

(
β − 1

4

)
δ2

)(
‖Ou0‖2 + ‖v0‖2

)
.

On this particular example, one can try to use microlocal tools to explain
the propagation of the waves in the semi-discrete level. Recall that for the wave
equation we may use the Geometric Control Condition [1], which says, roughly
speaking, that the optimal time of control is given by the time needed for all the
rays to meet Γ0. When discretizing in time the wave equation as in (4.7), the
symbol of the operator becomes (see for instance [7])

4
4t2

sin2
(τ4t

2

)
−

∣∣∣ξ
∣∣∣
2(

1− 4β sin2
(τ4t

2

))
.

As said before, this symbol is not hyperbolic in the whole range of frequency when
β ≥ 1/4. Hence we consider only the case where β = 1/4, that is when the symbol
is

4
4t2

tan2
(τ4t

2

)
−

∣∣∣ξ
∣∣∣
2

.

In this case, one can reasonably assume that the optimal time is given by the time
needed by all the rays to meet Γ0 as in the continuous case. But the bicharacteristic
derived from this hamiltonian are straight lines as in the continuous case, except
that their velocity is not 1 anymore. Indeed, one can prove that along the rays
corresponding to

∣∣∣ξ
∣∣∣ < δ/4t,

∣∣∣dx

dt

∣∣∣ =
1

1 + tan2( τ4t
2 )

≥ 1
1 + δ2

4

.
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It follows that we expect that the optimal observability time T ∗δ in the class Cδ/4t

is

T ∗δ = (1 +
δ2

4
)T ∗0 ,

where T0 is the optimal observability time for the continuous system. According
to this, the estimate Tδ given in (2.3) has the good growth in δ.

5. Fully discrete schemes.

In this section, we analyze the fully discrete approximation schemes of

ż = Az, z(0) = z0 ∈ X, (5.1)

where A is a skew adjoint operator in X with compact resolvent. The observation
is given by

y = Bz(t), (5.2)

where B ∈ L(D(A), Y ).
Besides, we assume that this system is exactly observable.

We assume that we have a sequence (Ah, Bh) of operators such that:
1. The limit operators (A0, B0) coincide with (A,B).
2. The operators Ah are skew adjoint in a sequence of Hilbert spaces Xh and

with compact resolvent.
3. The operators Bh are in L(D(Ah), Yh), where Yh are Hilbert spaces, and their

operator norms from D(Ah) to Yh are uniformly bounded by CB .
4. The sequence of operators (Ah, Bh) is uniformly admissible, that is for any

T , there exists a constant KT such that for any h small enough,
∫ T

0

∥∥Bh exp(tAh)z0
∥∥2

Yh
dt ≤ KT

∥∥z0
∥∥2

Xh
, (5.3)

where exp(tAh) stands for the semi group associated to the equation

ż = Ahz, z(0) = z0 ∈ Xh.

5. The sequence of operators (Ah, Bh) is uniformly observable, that is there
exists a time T ∗ such that for any T > T ∗, there exists a constant kT such
that for any h small enough,

kT

∥∥z0
∥∥2

Xh
≤

∫ T

0

‖Bh exp(tAh)z0‖2Yh
dt. (5.4)

The parameter h refers to the mesh size of the space semi-discrete approximation.

Remark 5.1. We might think that the pair (Ah, Bh) converge to (A,B) when
h → 0 and that the Hilbert spaces (Xh,D(Ah)) converge to (X,D(A)). This will
be the case in the applications, in the sense of the gamma convergence.
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Lemma 5.2. There exist two positive constants M and m such that for all h > 0,
for all ω ∈ lR,

M2 ‖(Ah − iω)z‖2Xh
+ m2 ‖Bhz‖2Yh

≥ ‖z‖2Xh
, z ∈ D(Ah). (5.5)

Proof. It is sufficient to remark that the constants entering in (5.5) depends only
on T ∗, KT and kT , see for instance [12]. Let us sketch the proof for completeness.

Fix h > 0 and ω ∈ lR. Set z0 ∈ D(Ah), and

z(t) = exp(tAh)z0, v(t) = z(t)− eiωtz0, f = (Ah − iω)z0.

Then

ż = exp(tAh)Ahz0 = exp(tAh)(iωz0 + f) = iωz(t) + exp(tAh)z0.

Hence we deduce that
v̇ = iωv + exp(tAh)f,

and thus

v(t) =
∫ t

0

eiω(t−s) exp(sAh)f ds.

But z(t) = v(t) + eiωtz0, and then
∫ T

0

‖Bhz(t)‖2Yh
dt ≤ 2T

∥∥Bhz0
∥∥2

Yh
+ 2

∫ T

0

∥∥∥∥
∫ t

0

eiω(t−s)Bh exp(sAh)f ds

∥∥∥∥
2

Yh

dt.

From Cauchy Schwarz’s formula, the second term can be handled as follows:
∫ T

0

∥∥∥∥
∫ t

0

eiω(t−s)Bh exp(sAh)f ds

∥∥∥∥
2

Yh

dt ≤
∫ T

0

t

∫ t

0

‖Bh exp(sAh)f‖2Yh
ds dt

≤ T 2

2

∫ T

0

‖Bh exp(sAh)f‖2Yh
ds.

Then, choosing T > T ∗, and using (5.3)–(5.4), we get

kT

∥∥z0
∥∥2

Xh
≤ 2T

∥∥Bhz0
∥∥2

Yh
+

T 2

2
KT ‖f‖2Xh

,

from we deduce (5.5).

Then, by remarking that in the proofs presented above, the time observ-
ability constants of the time-discrete approximation scheme only depends on CB ,
M , m, and the filtering parameter δ, we can derive observability results for fully
discretized approximations schemes, for instance :

Theorem 5.3. Consider a sequence of operators (Ah, Bh) as above, and let us con-
sider the schemes




zk+1 − zk

4t
= Ah

(zk+1 + zk

2

)
, in X, k ∈ Z,

z0 ∈ Xh.

(5.6)
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with the output function
yk = Bhzk, k ∈ Z. (5.7)

Define

C(h)
s = span {Φ(h)

j : the corresponding iµ
(h)
j ; satisfies |µ(h)

j | ≤ s}, (5.8)

where µ
(h)
j and Φ(h)

j denote the eigenvalue and the corresponding eigenvector of
Ah.

Set δ > 0. Then there exists Tδ such that for all T > Tδ, there exists a
positive constant kT,δ such that for all 4t and h small enough, the solution of
(5.6) satisfies

kT,δ

∥∥z0
∥∥2

Xh
≤ 4t

∑

k4t∈(0,T )

∥∥Bhzk
∥∥2

Yh
. (5.9)

This theorem does not need any new proof: it is a simple corollary of Theorem
2.1 and inequality (5.5). This provides a simple efficient way to prove uniform
observability results for fully discrete schemes as we will show in the applications
hereafter.

Roughly, if the sequence of space discrete operators (Ah, Bh) satisfies items 1
and 2, which are natural, one only needs to study the space semi-discrete system

ż = Ahz, y(t) = Bhz(t),

and prove (5.3) and (5.4) to obtain uniform observability estimates on the fully
discrete schemes (5.6)-(5.7).

Applications. Let us consider the wave equation in a 2-d square. More precisely, let
Ω = (0, π)× (0, π) ⊂ lR2. We consider the wave equation with Dirichlet boundary
conditions 




ü−∆xu = 0 in Ω× (0, T )
u = 0, on ∂Ω× (0, T )
u(x, 0) = u0(x), u̇(x, 0) = u1(x) in Ω.

(5.10)

In (5.10) ·̇ = ∂/∂t denotes partial derivation with respect to time and ∆x is the
Laplacian in the space variable x = (x1, x2) ∈ Ω. Moreover, the energy of (5.10)

E(t) =
1
2

∫

Ω

[
|u̇(x, t)|2 + |∇u(x, t)|2

]
dx, t ∈ lR

is constant.
Let Γ0 denote a subset of the boundary of Ω constituted by two consecutive

sides, for instance,

Γ0 = {(x1, π) : x1 ∈ (0, π)} ∪ {(π, x2) : x2 ∈ (0, π)} 4= Γ1 ∪ Γ2.

As in (4.42), the output function y(t) = Bu(t) is given by

Bu =
∂u

∂ν

∣∣∣
Γ0

=
d

dx2
u(x1, π)

∣∣∣
Γ1

+
d

dx1
(π, x2)

∣∣∣
Γ2

.
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It is by now well known (see [6] and the previous section) that there exists T > 0
and C > 0 such that

E(0) ≤ C

∫ T

0

∫

Γ0

∣∣∣∂u

∂ν

∣∣∣
2

dΓ0dt

holds for every finite-energy solution of (5.10).
let us consider the finite-difference semi-discretization of (5.10). The following

can be found in [16]. We introduce a finite difference approximation scheme.
Given J,K ∈ lN we set

h1 =
π

J + 1
, h2 =

π

K + 1
. (5.11)

We denote by ujk(t) the approximation of the solution u of (5.10) at the point
xjk = (jh1, kh2). The discrete schemes of (5.10) is as follows:





üjk − uj+1k + uj−1k − 2ujk

h2
1

− ujk+1 + ujk−1 − 2ujk

h2
2

= 0

0 < t < T, j = 1, · · · , J ; k = 1, · · · ,K

ujk = 0, 0 < t < T, j = 0, J + 1; k = 0,K + 1
ujk(0) = ujk,0, u̇jk(0) = ujk,1, j = 1, · · · , J ; k = 1, · · · ,K.

(5.12)

System (5.12) is a system of JK linear differential equations. Moreover, if we
denote the unknown

U(t) = (u11(t), u21(t), · · · , uJ1(t), · · · , u1K(t), u2K(t), · · · , uJK(t))T ,

then system (5.12) can be rewritten in vectorial form as follows
{

Ü(t) + AhU(t) = 0, 0 < t < T.

U(0) = Uh,0, U̇(0) = Uh,1,
(5.13)

where (Uh,0, Uh,1) = (ujk,0, ujk,1)1≤j≤J,1≤k≤K ∈ lR2JK are the initial datum and
the corresponding solution of (5.12) is given by (Uh, U̇h) = (ujk, u̇jk)1≤j≤J,1≤k≤K .
Note that the entries of Ah belonging to MJK(lR) may be easily deduced from
(5.12).

As a discretization of the output, we chose

(BhU)j =
ujK

h2
, j = 1 · · ·J, (5.14)

(BhU)J+k =
uJk

h1
, k = 1, · · ·K, (5.15)

The corresponding norm for the observation operator Bh is given by

‖BhU(t)‖2Yh
= h1

J∑

j=1

∣∣∣ujK(t)
h2

∣∣∣
2

+ h2

K∑

k=1

∣∣∣uJk(t)
h1

∣∣∣
2

.
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Besides, the energy of the system (5.13) is given by

Eh(t) =
h1h2

2

J∑

j=0

K∑

k=0

(
|u̇jk(t)|2+

∣∣∣uj+1k(t)− ujk(t)
h1

∣∣∣
2

+
∣∣∣ujk+1(t)− ujk(t)

h2

∣∣∣
2)

. (5.16)

As in the continuous case, this quantity is constant.

Eh(t) = Eh(0), ∀ 0 < t < T.

In order to prove the uniform observability of (5.13), we have to filter the high
frequencies. To do that we consider the eigenvalue problem associated with (5.13):

Ahϕ = λ2ϕ. (5.17)

As in the continuous case, the eigenvalues ∞λj,k,h1,h2 are simple and purely imag-
inary. Let us denote ϕj,k,h1,h2 the corresponding eigenvectors.

Let us now introduce the following classes of solutions of (5.13) for any 0 <
γ < 1:

Ĉγ(h) = span {ϕj,k,h1,h2 such that λj,k,h1,h2max(h1, h2) ≤ 2
√

γ}.
The following Lemma holds (see [16]):

Lemma 5.4. Let 0 < γ < 1. Then there exist Tγ such that for all T > Tγ there
exists k = kγ,T > 0 such that

kγ,T Eh(0) ≤
∫ T

0

‖BhU(t)‖2Yh
dt

holds for every solution of (5.13) in the class Ĉγ(h) and every h1, h2 small enough
satisfying

sup
∣∣∣h1

h2

∣∣∣ <

√
γ

4− γ
.

Now we present the time discrete schemes we are interested in. For any 4t >
0, we consider the following time Newmark approximation scheme of the system
(5.13):





Uk+1 + Uk−1 − 2Uk

(4t)2
+ Ah

(
βUk+1 + (1− 2β)Uk + βUk−1

)
= 0,

(U0 + U1

2
,
U1 − U0

4t

)
= (Uh,0, Uh,1),

(5.18)

with β ≥ 1/4.
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The energy of (5.18) given by

Ek =
1
2

∥∥∥∥A
1
2
h

(Uk + Uk+1

2

)∥∥∥∥
2

+
1
2

∥∥∥∥
Uk+1 − Uk

4t

∥∥∥∥
2

+ (4β − 1)
(4t)2

8

∥∥∥∥A
1
2
h

(Uk+1 − Uk

4t

)∥∥∥∥
2

, k ∈ Z (5.19)

which is a discrete counterpart of the time continuous energy (4.3) and remains
constant (see (4.8) as well).

The following theorem can be seen as a directly consequence of the Theorem
4.6:

Theorem 5.5. Set 0 < γ < 1. Assume that the mesh sizes h1, h2,4t goes to zero
such that

sup
∣∣∣h1

h2

∣∣∣ <

√
γ

4− γ
,

max{h1, h2}
4t

≤ τ, (5.20)

where τ is a positive constant.
Then, for any 0 < δ ≤ 2

√
γ/τ , there exist Tδ > 0 such that for any T > Tδ,

there exists kT,δ,γ > 0 such that the observability inequality

kT,δ,γ > 0Ek ≤ 4t
∑

k4t∈(0,T )

∥∥BhUk
∥∥2

Yh

holds for every solution of (5.18) in the class Ĉγ(h) for h1, h2,4t small enough
satisfying (5.20).

Proof. We are in the setting given before and thus Lemma 5.2 hold. Hence, to
apply Theorem 4.6, we only need to verify that Cδ/4t ⊂ Ĉγ(h). But

|λ| < δ

4t
≤ 2

√
γ

τ4t
≤ 2

√
γ

max{h1, h2} .

and the proof is over.

6. Further comments and open problems

1. The resolvent estimate seems to be adapted to work on the time-discrete
approximation schemes, as we have seen in this paper. However, although this
method is quite robust, we are not able to deal with observability inequality with
loss. Actually, this question is also open at the continuous level.

2. There are still some issues to analyze, even at the continuous level, to
recover the optimal time. To our knowledge, the time obtained by the resolvent
estimate is not optimal in general. Another spectral method is known, the so-
called wave packet method introduced in [11]. However, the result it provides is
always worse than before, especially on the time estimate. Indeed, the equivalence
between the wave packet estimate given in [11] and the observability inequality
(1.4) is obtained by using the equivalence on the resolvent estimate. However we
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conjecture that the wave packet method as exposed in [11] shall be more robust
and meaningful, but this would require the derivation of a more direct proof.

3. There are several different methods to derive uniform observability inequal-
ities for the systems (4.46). In [15], a discrete multiplier technique is established to
derive the uniform observability of the wave equations in a bounded domain. The
same order of filtering parameter δ/(4t) is attained but a smallness condition on
δ is imposed. Theorem 2.1 generalized this result to any δ > 0, as the dispersion
diagram in [15] suggested.
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This appendix is aimed to develop analternate proof to Theorem 3.1 based
on the wave packet method from [11] :

The exact observability property of system (1.1)-(1.2) is equivalent to a so-
called wave packet estimate. Let us define for ω ∈ lR and ε > 0

Jε(ω) = {m ∈ Λ such that |µm − ω| < ε}.




There exists ε0 > 0 and α > 0 such that for all n ∈ Λ

and for all z =
∑

m∈Jε0 (µn)

cmΦm : ‖Bz‖Y ≥ α ‖z‖X . (.1)

Appendix A. Wave packet estimates : Admissibility and
Observability.

A.1. Admissibility.

Let us assume that system (1.1)-(1.2) is admissible. Then there exists a positive
constant KT such that :

∫ T

0

‖y(t)‖2Y dt ≤ KT ‖z0‖2X ∀ z0 ∈ D(A). (A.1)

The goal of this section is to prove that this property can be read on the
wave packets as well.

Proposition A.1. System (1.1)-(1.2) is admissible if and only if




There exists r > 0 and D > 0 such that for all n ∈ Λ

and for all z =
∑

l∈Jr(µn)

clΦl : ‖Bz‖Y ≤ D ‖z‖X . (A.2)

Proof. We will prove separately the two implications by Ingham’s type arguments.

Assume that system (1.1)-(1.2) is admissible. We will need the existence of a
time T such that there exists a function m satisfying





m(t) ≤ 0, |t| ≥ T/2,
m(t) ≤ 1, |t| ≤ T/2,
m̂(τ) = 1, |τ | ≤ 1.

(A.3)

The existence of such time T and function m is postponed.
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Then, let us consider a wave packet z0 =
∑

l∈J1(µn) clΦl. Then the admissi-
bility gives

KT ‖z0‖2X ≥
∫ T

0

‖Bz(t)‖2Y dt

≥
∫

lR

m(t− T/2) ‖Bz(t)‖2Y dt

≥
∑

l1,l2∈J1(µn)2

m̂(µl1 − µl2) < al1BΦl1 , al2BΦl2 >Y

≥
∑

l1,l2∈J1(µn)2

< al1BΦl1 , al2BΦl2 >Y

≥ ‖Bz0‖2Y .

This concludes the proof of estimate (A.2).

Now we assume that estimate (A.2) holds for some r > 0 and D > 0. Set
z0 ∈ D(A), and expand z0 as

z0 =
∑

k∈Z
zk, zk =

∑

l∈Jr(2kr)

clΦl.

Here again, we shall assume the existence of a time T and a function M such that





M(t) ≥ 0, |t| ≥ T/2,
M(t) ≥ 1, |t| ≤ T/2,

Supp M̂ ⊆ (−2r, 2r).
(A.4)

Then

∫ T

0

‖Bz(t)‖2Y ≤
∫

lR

M(t− T/2) ‖Bz(t)‖2Y dt

≤
∑

k1,k2

∫

lR

M(t− T/2) < Bzk1(t), Bzk2(t) >Y dt.

But these scalar products vanishes most of the time. Indeed, if |k1 − k2| ≥ 2,

∫

lR

M(t− T/2) < Bzk1(t), Bzk2(t) >Y dt =
∑

(l1,l2)∈Jr(2k1r)×Jr(2k2r)

M̂(µl1 − µl2) < al1BΦl1 , al2BΦl2 >Y = 0
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from (A.4).This implies that
∫ T

0

‖Bz(t)‖2Y ≤
∫

lR

M(t− T/2)
∑

k

(
‖Bzk(t)‖2Y + 2< < Bzk(t), Bzk+1(t) >

)
dt

≤ 3
∫

lR

M(t− T/2)
∑

k

‖Bzk(t)‖2Y dt

≤ 3
∫

lR

M(t− T/2)
∑

k

‖Bzk(t)‖2Y dt

≤ 3D

∫

lR

M(t− T/2)
∑

k

‖zk(t)‖2X dt

≤ 3DM̂(0) ‖z0‖2X .

This closes the proof, since admissibility at time T is obviously equivalent to
admissibility in any time T̃ .

It follows that Proposition A.1 holds as soon as we have proved the existence
of the two functions m and M satisfying (A.3) and (A.4), which appears naturally
in many Ingham’s type theorem proofs, [5].

I think one possible function M can be found in Tucsnak’s book. For the
other one, i do not have a single clue, but i am really convinced it shall exist.

A.2. From the Wave Packet estimate (.1) to the Observability.

This subsection is devoted to prove the following proposition, which is a by-product
of the analysis of [11], as Marius Tucsnak pointed it out to us.

Proposition A.2. Assume that (.1) holds, that is :




There exists ε > 0 and α > 0 such that for all n ∈ Λ

and for all z =
∑

m∈Jε0 (µn)

cmΦm : ‖Bz‖Y ≥ α ‖z‖X .

Then the observability estimate (1.4) holds in a time T ∗ such that

T ∗ ≤ π

√
1
ε

2

+
K1

α2(1− exp(−1))

(
1 +

1
ε

)2

, (A.5)

where K1 is the admissibility constant corresponding to T = 1 in (1.3).

Proof. Let z ∈ D(A), ω ∈ lR. Denote by

V (ω, ε) = span
(
Φj such that |µj − ω| ≤ ε

)
.

Write
z = z1 + z2, z1 ∈ V (ω, ε), z2 ∈ V (ω, ε)∗.
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Using Cauchy Schwarz inequality, we get that for any η ∈ (0, 1)

‖Bz‖2Y ≥ (1− η) ‖Bz1‖2Y −
(1

η
− 1

)
‖Bz2‖2Y

≥ (1− η)α2 ‖z1‖2X −
(1

η
− 1

)
‖Bz2‖2Y

Besides,

‖Bz2‖Y ≤
∥∥B(A− iωI)−1(A− iωI)z2

∥∥
Y

≤ ∥∥B(A− iωI)−1
∥∥

L(V (ω,ε)∗,Y )
‖(A− iωI)z2‖X

We claim that the following lemma holds :

Lemma A.3. Let us define K(ω, ε) as

K(ω, ε) =
∥∥B(A− iωI)−1

∥∥
L(V (ω,ε)∗,Y )

.

Then for any ε > 0, K(ω, ε) is uniformly bounded in ω, that is

K(ε) = sup
ω∈lR

K(ω, ε) < ∞. (A.6)

Besides, the following estimate holds

K(ε) ≤
√

K1

1− exp(−1)

(
1 +

1
ε

)
, (A.7)

where K1 is the admissibility constant in (1.3).

Let us postpone the proof to the end of the section.
It follows that for all m,M ∈ lR2,

M2 ‖(A− iω)z‖2X + m2 ‖Bz‖2Y ≥ m2α2(1− η) ‖z1‖2X
+

(
M2 −m2

(1
η
− 1

)
K(ε)2

)
‖(A−∞ωI)z2‖2X

≥ m2α2(1− η) ‖z1‖2X + ε2
(
M2 −m2

(1
η
− 1

)
K(ε)2

)
‖z2‖2X

For all η ∈ (0, 1), one recover the resolvent estimate by solving

m2α2(1− η) = ε2
(
M2 −m2

(1
η
− 1

)
K(ε)2

)
= 1,

which leads to

m2
η =

1
α2(1− η)

, M2
η =

1
ε2

+
1

α2η
K(ε)2. (A.8)

Remember that from the resolvent estimate the estimate on the optimal time is
given by

T ∗ ≤ πM,
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and since the resolvent estimate holds for all η ∈ (0, 1) with (Mη,mη) as in (A.8),
it follows that the optimal time satisfies

T ∗ ≤ π

√
1
ε2

+
1
α2

K(ε)2. (A.9)

Hence the estimate (A.5) follows.

Proof of Lemma A.3. Note that i do not claim that the estimate given in
Lemma A.3 is sharp, and it would interesting to try to improsve this estimate !

Let us first notice this resolvent equality.

(A− iωI)− I = A− (1 + iω)I
(A− (1 + iω)I)−1(I − (A− iωI)−1) = (A− iωI)−1.

Hence

K(ω, ε) ≤ ∥∥B(A− (1 + iω)I)−1
∥∥

L(X,Y )

∥∥(I − (A− iωI)−1)
∥∥

L(V (ω,ε)∗,X)

Obviously ∥∥(I − (A− iωI)−1)
∥∥

L(V (ω,ε)∗,X)
≤ 1 +

1
ε

Hence we restrict ourselves to the study of∥∥B(A− (1 + iω)I)−1
∥∥

L(X,Y )
.

Let us remark that for all z =
∑

ajΦj ∈ X,

(A− (1 + iω)I)−1z =
∑ 1

i(µj − ω)− 1
ajΦj

=
∫ ∞

0

exp(−t)z(t) dt,

where z(t) is the solution of (1.1) with initial value z. This implies that

∥∥B(A− (1 + iω)I)−1z
∥∥2

Y
=

∥∥∥∥
∫ ∞

0

exp(−t)Bz(t) dt

∥∥∥∥
2

Y

≤
( ∫ ∞

0

exp(−t) dt
) ( ∫ ∞

0

exp(−t) ‖Bz(t)‖2Y dt
)

≤
∫ ∞

0

exp(−t) ‖Bz(t)‖2Y dt.

But using the admissibility of the operator, we obtain
∫ ∞

0

exp(−t) ‖Bz(t)‖2Y dt ≤
∑

k∈lN

exp(−k)
∫ k+1

k

‖Bz(t)‖2Y dt

≤
( ∑

k∈lN

exp(−k)
)
K1 ‖z‖2X

≤ K1

1− exp(−1)
‖z‖2X .



42 Sylvain Ervedoza, Chuang Zheng and Enrique Zuazua

The estimate (A.7) follows.

Appendix B. An alternate proof of Theorem 3.1.

Let us recall the setting of Section 3. We consider a scheme which can be read as

zk+1 = T4tz
k, z0 = z0, (B.1)

where T4t is a linear operator which has the same eigenvectors as the operator A.
We also assume that the scheme is conservative. This implies that there exist real
numbers λj,4t such that

T4tφj = exp(iλj,4t4t)φj . (B.2)

Moreover, we assume that there is an explicit relation between λj,4t and µj under
the following form:

λj,4t =
1
4t

h(µj4t), (B.3)

where h is a smooth strictly increasing function satisfying:

|h(x)| ≤ π. (B.4)

Again we introduce an operator A4t such that the solution of (3.1) coincides
with the solution of the linear system

zk+1 − zk

4t
= A4t

(zk + zk+1

2

)
, z0 = z0. (B.5)

This is done by the definition

A4tφj = k4t(µj)φj , (B.6)

where

k4t(ω) =
2
4t

tan
(h(ω4t)

2

)
. (B.7)

Set δ > 0. The main idea of this proof is to work on the continuous level, but
not on the continuous system (1.1), but rather on the continuous systems

ż = A4tz, z(0) = z0 ∈ Cδ/4t. (B.8)

with output y(t) = Bz(t) as before.
Our goal is to prove a uniform resolvent estimate similar as (1.5) for the

sequence of operator (A4t, B) and then to apply Theorem (2.1) to obtain the
desired observability estimate uniformly in 4t.

Note that we are very close to the mathematical setting presented in Section
5 to address the fully discrete problem. Hence we propose to obtain a uniform
resolvent estimate as in Section 5 and we only to check the hypothesis of Lemma
5.5.
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Lemma B.1. • Uniform continuity. For all 4t > 0,

‖B‖L(D(A4t)∩Cδ/4t,Y ) ≤ CB sup
|µj |≤δ/4t

{ µj

k4t(µj4t)

}
. (B.9)

• Uniform Admissibility. System (B.8) is uniformly admissible.
• Uniform Observability. System (B.8) is uniformly observable.

Proof. To prove the first item, we write, for z ∈ Cδ/4t, that

‖Bz‖Y ≤ CB ‖Az‖X

≤ CB

∥∥∥AA−1
4t

∥∥∥
L(X,X)

‖A4tz‖X ,

and the result follows.

The proof of the two others items is based on Lemma B.2:

Lemma B.2. For ω ∈ lR and ε > 0, set

J4t
ε (ω) = {m ∈ Λ such that |λm − ω| < ε},

where (λm) is the sequence of eigenvalues of A4t. We have the following Lemma:
Let

ε =
1

supµ4t≤δ{k′4t(µ)} ε0.

Then J4t
ε (λn) ⊂ Jε0(µn) if |µn| ≤ δ/4t.

Indeed, from the admissibility of the continuous system, we deduce that (A.2)
holds for (A,B). Then from Lemma B.2, we show that estimate (A.2) holds as
well, and finally we conclude from Proposition A.1 and the estimates given on the
admissibility constants KT in(A.1) that this implies the uniform admissibility.

For the last item, we use Proposition A.2. First, since (A,B) is observable,
(.1) hols for B on the eigenvectors of A. From Lemma B.2, it is obvious that (.1)
holds uniformly in 4t by choosing ε small enough. Besides, the estimates given
in (A.8) prove that the resolvent estimate holds uniformly, and therefore that
(A4t, B) are uniformly observable in a finite time, on which we have the estimate
(A.5).

Using Section 5 and the theorems therein provides the result. Note however
that this proof is longer than the one presented in Section 3 and is based on the
main result Theorem 2.1 as well. Actually, this gives a longer path than via the
resolvent estimate to prove (3.12).
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Facultad de Ciencias,
Universidad Autónoma de Madrid,
28049 Madrid,
Spain.
e-mail: chuang.zheng@uam.es

Enrique Zuazua
Departamento de Matemáticas,
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