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1 Introduction

Nowadays one of the most popular models of artificial
neural networks is the so-called Hopfield-type neural net-
work which is described by time continuous functional dif-
ferential equations with time delays ([1–3]). Meanwhile, im-
pulsive effect exists in a wide variety of evolutionary pro-
cesses in which states are changed abruptly at certain mo-
ments of time, involving such fields as medicine and biology,
economics, mechanics, electronics and telecommunications,
etc. The stability of such systems has been intensively stud-
ied in the literature (see [4–6] and the references therein).

On the other hand, controllability plays a central role
throughout the history of modern control theory and engi-
neering, together with the properties such as observability,
stability, quadratic optimal control, pole assignment, struc-
tural decomposition and observer design, etc. There are
amount of results related to the controllability properties of
evolution processes characterizing by impulses and delay ef-
fects (see, for instance, [7–14]).

By applying Schauder’s fixed point theorem, Li et al.
([11]) studied the sufficient condition of the controllability
property of impulsive functional differential systems with fi-
nite delay. Moreover, Chang ([14]) extended the result with
infinite delay. However, none of them considered the specific
impact of the impulsive process and the consequent controls.

Our goal in this paper is to study in detail the influence
of the impulsive controls. We are interested in the follow-
ing Hopfield impulsive neural network systems with infinite
delay:

dx(t)

dt
= −Ax(t) +B

∫ 0

−∞
dv(θ)f(x(t+ θ))

+ Cu(t), t 6= tk, t ∈ [t0, b] = J,

∆x(tk) = Dku(tk)x(t−k ), k = 1, 2, · · · , ρ,

xt0(θ) = φ(θ), θ ∈ (−∞, 0],

(1)

where x(t) ∈ Rn is the state variable, u(t) ∈ Rm is the
control input, A,B,C are time-invariant matrices, v(θ) :
(−∞, 0] → Rn is a bounded variation kernel function
and without loss of generality, v(θ) is normalized such that
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∫ 0

−∞ |dv(θ)| =
∫ 0

−∞

√∑n
i,j=1(dvij(θ))2 = 1, f : B →

Rn. ∆x(tk) = x(t+k ) − x(t−k ) denotes the jump of x at
time tk. Dku(tk) = (dkiju(tk))n×n with dkij : Rm → R
for i, j = 1, · · · , n, k = 1, 2, · · · , ρ, and remark that if
k = 1, 2, · · · , ρ − 1, dkij = 0, i 6= j. The histories xt(θ) :
(−∞, 0] → Rn with xt(θ) = x(t + θ) for any θ ≤ 0, is a
component of an abstract phase space B, which will be in-
troduced in Section 2.

As we will show in Section 3, by considering the influ-
ence of the impulsive controls, we present a weaker suf-
ficient condition by which one can provide the control-
lability of neural networks with infinite delay, even the
Kalman rank condition ([14]) does not hold.

The rest of the paper is organized as follows. By using
the technique in [15], we introduce an abstract space B in
Section 2. In Section 3, we establish a controllability result
for mild solution of the system (1) based on Schauder’s fixed
point theorem. Finally, an example is presented to illustrate
our result in Section 4.

2 Preliminaries

In this section, we shall introduce some basic definitions,
notations and lemmas which are used throughout this paper.

we introduce a phase space B,which has been used in [15]
and is modified in [16]. Note that B is a linear function space
mapping (−∞, 0] into Rn and endowed with a semi-norm
| · |B. We assume that B satisfies the following two axioms:

(A) If x : (−∞, b] → Rn, b > 0, is such that xt0 ∈ B
and x(t) is piecewise continuous in [t0, b], then for every
t ∈ [t0, b], the following conditions hold:

(i) xt is in B.
(ii) |xt|B ≤ k1(t − t0) sup

t0≤s≤t
|x(s)| + M(t − t0)|φ|B,

where k1,M : [0,+∞) → (0,+∞), k1 is continuous, M
is locally bounded, that is, for any β ∈ [0,∞) there exists a
neighbourhood U of β such that

sup
t∈U

⋂
[0,∞)

M(t) <∞.

and k1,M are independent of x.
(B) The space B is complete.

Remark 2.1 Note that two examples of the phase space B
has been provided in [16] to provide the existence of such
space. Moreover, an example is also given in Section 4.



Now, we consider the space

B′ = {x : (−∞, b]→ Rn | xk ∈ C(Jk,Rn) and there

exist x(t+k ) and x(t−k ) with x(t−k ) = x(tk),

xt0 = φ ∈ B, |φ|B <∞, k = 0, 1, · · · , ρ},

where xk is the restriction of x to Jk = (tk, tk+1], k =
0, 1, · · · , ρ. Set |x|B′ be a semi-norm in B′ defined by

|x|B′ = |φ|B + sup{|x(s)| : s ∈ [t0, b]}, x ∈ B′.

To set the framework for our main controllability result,
we will first use the following definitions.

Definition 2.1 A function x : (−∞, b] → Rn is called a
mild solution of the problem (1) if xt0(θ) = φ(θ) ∈ B on
(−∞, 0]; x(t+k )− x(t−k ) = Dku(tk)x(t−k ), k = 1, 2, · · · , ρ;
the restriction of x(t) to the interval Jk = (tk, tk+1](k =
0, 1, · · · , ρ) is continuous and the following integral equa-
tion:

x(t) =

k∏
j=1

(I +Dju(tj))e
−A(t−t0)φ(0) +

k∑
m=1

k∏
j=m

(I

+Dju(tj))

∫ tm

tm−1

e−A(t−s)[B

∫ 0

−∞
dv(θ)f(x(s+ θ))

+ Cu(s)]ds+

∫ t

tk

e−A(t−s)[B

∫ 0

−∞
dv(θ)f(x(s+ θ))

+ Cu(s)]ds.

is satisfied.

Remark 2.2 Compared to the knowing definition of the
mild solution in the existing results (see, for instance, Def
2.1 in [5]), the impulsive controls Dju appear on the first
two items of the right hand side and will play a constructive
role in the proof of the controllability.

Definition 2.2 The system (1) is said to be exactly control-
lable on the interval J if for every initial function φ ∈ B and
x1 ∈ Rn, there exists a control u ∈ L2(J,Rm) such that the
mild solution x(t) of (1) satisfies x(b) = x1.

Let us list the following hypotheses:
(H1) : There exists positive constants M1,M2,M3,M4

such that |e−At| ≤ M1, |B| ≤ M2, |C| ≤
M3, sup

1≤k≤m
|Dku(tk)| ≤M4 when t > t0.

(H2) : f : B → Rn is continuous, there exists a, d ∈
R+, γ ∈ [0, 1) such that |f(φ)| ≤ a+ d|φ|γB, φ ∈ B.

3 Controllability result

In this section, we will present and prove our main results.

Theorem 3.1 Suppose that (H1)− (H2) are satisfied. Then
the system (1) is exactly controllable on J provided that
x(tρ) 6= 0.

Remark 3.1 Note that (1) is exactly controllable even that
A,C does not satisfy the Kalman rank condition. This is
due to the fact that the last impulsive controls (at time t = tρ)
can change the state of the system provided that x(tρ) 6= 0.
Indeed, let x(tρ) = 0 and B = 0, the impulsive control on

time t = tρ does not affect the system and the last impulsive
processing of system (1) is exactly controllable in time b if
and only if A,C satisfy the Kalman rank condition.

Let us first consider the one-step impulsive functional dif-
ferential systems with infinite delay:

dx(t)

dt
= −Ax(t) +B

∫ 0

−∞
dv(θ)f(x(t+ θ))

+ Cu(t), t ∈ J,

∆x(t0) = Du(t0)x(t0),

xt0(θ) = φ(θ), θ ∈ (−∞, 0].

(2)

From Definition 2.1, we obtain the mild solution of (2) is
given by

x(t) = e−A(t−t0)(I +Du(t0))φ(0) +

∫ t

t0

e−A(t−s)

× [B

∫ 0

−∞
dv(θ)f(x(s+ θ)) + Cu(s)]ds, t ∈ J,

xt0(θ) = φ(θ), θ ∈ (−∞, 0].

To examine conditions of exact controllability of (2), we
suppose that the final state xf ∈ Rn, and the final time
b > t0. Then exact controllability implies that for any given
φ(θ) ∈ B, there exists u(t0) and u(t), t ∈ (t0, b] such that

xf = x(b) = e−A(b−t0)(I +Du(t0))φ(0) +

∫ b

t0

e−A(b−s)

× [B

∫ 0

−∞
dv(θ)f(x(s+ θ)) + Cu(s)]ds.

Lemma 3.1 Suppose that (H1) − (H2) are satisfied. Then
the system (2) is exactly controllable on J provided that
x(t0) = φ(0) 6= 0.

Proof: First the n× n matrix W̃ is defined by

W̃ =

∫ b

t0

e−A(b−s)CCT e−A
T (b−s)ds.

According to the rank of matrix W̃ , the proof is split into
three cases:
Case1. Assume that W̃ is invertible, i.e. rank[W̃ ] = n,

and there exists a positive M5 such that |W̃−1| ≤ M5 when
t ≥ t0.

Then given any n× 1 vectors xf , φ(0), choose

u(t) = CT e−A
T (b−t)W̃−1[xf − e−A(b−t0)(I +Du(t0))

× φ(0)−
∫ b

t0

e−A(b−s)B

∫ 0

−∞
dv(θ)f(x(s+ θ))ds],

t ∈ J.

It shall be shown that when using this control the operator Γ
defined by

(Γx)(t) =



e−A(t−t0)(I +Du(t0))φ(0)

+

∫ t

t0

e−A(t−s)[B

∫ 0

−∞
dv(θ)

×f(x(s+ θ)) + Cu(s)]ds, t ∈ J,

φ(t), t ∈ (−∞, t0].



has a fixed point. This fixed point is then a mild solution
of the system (2). Clearly, x(b) = (Γx)(b) = xf , which
implies that the system is exactly controllable.

For φ ∈ B, we define φ̌ by

φ̌(t) =

{
e−A(t−t0)(I +Du(t0))φ(0), t ∈ J,

φ(t), t ∈ (−∞, t0],

then φ̌ ∈ B′. Let

x(t) = y(t) + φ̌(t), −∞ < t ≤ b.

It is easy to see that y satisfies yt0(θ) = 0, θ ∈ (−∞, 0] and

y(t) =

∫ t

t0

e−A(t−s)B

∫ 0

−∞
dv(θ)f(y(s+ θ)

+ φ̌(s+ θ))ds+

∫ t

t0

e−A(t−η)CCT e−A
T (b−η)

× W̃−1[xf − e−A(b−t0)(I +Du(t0))φ(0)

−
∫ b

t0

e−A(b−s)B

∫ 0

−∞
dv(θ)f(y(s+ θ)

+ φ̌(s+ θ))ds]dη,

if and only if x satisfies

x(t) =e−A(t−t0)(I +Du(t0))φ(0) +

∫ t

t0

e−A(t−s)B

×
∫ 0

−∞
dv(θ)f(x(s+ θ))ds+

∫ t

t0

e−A(t−η)

× CCT e−A
T (b−η)W̃−1[xf − e−A(b−t0)

× (I +Du(t0))φ(0)−
∫ b

t0

e−A(b−s)B

×
∫ 0

−∞
dv(θ)f(x(s+ θ))ds]dη,

and xt(θ) = φ(θ), θ ∈ (−∞, 0].
Define B′′ = {y ∈ B′ | yt0 = 0 ∈ B}. For any y ∈ B′′,

|y|B′ = |yt0 |B + sup{|y(s)|, s ∈ [t0, b]}
= sup{|y(s)|, s ∈ [t0, b]},

thus (B′′, | · |B′) is a Banach space.
Set A(η) = {y ∈ B′′ | |y|B′ ≤ η} for some η > 0. Then

for any y ∈ A(η), from the axioms of B, we have

|yt + φ̌t|B ≤ k1(t− t0) sup
t0≤s≤b

|y(s) + φ̌(s)|

+M(t− t0)|yt0 + φ̌t0 |B
≤ k1(t− t0)[ sup

t0≤s≤b
|y(s)|+ sup

t0≤s≤b
|φ̌(s)|]

+M(t− t0)[|yt0 |B + |φ̌t0 |B]

≤ k1(t− t0)[η +M1(1 +M4)|φ(0)|]
+M(t− t0)|φ(t)|B = q′′, t ∈ J.

(3)

Let ϕ : B′′ → B′′ be an operator defined by (ϕy)(t) =
0, t ∈ (−∞, t0] and

(ϕy)(t) =

∫ t

t0

e−A(t−s)B

∫ 0

−∞
dv(θ)f(y(s+ θ) + φ̌(s

+ θ))ds+

∫ t

t0

e−A(t−η)CCT e−A
T (b−η)W̃−1[xf

− e−A(b−t0)(I +Du(t0))φ(0)−
∫ b

t0

e−A(b−s)B

×
∫ 0

−∞
dv(θ)f(y(s+ θ) + φ̌(s+ θ))ds]dη.

Obviously the operator Γ has a fixed point is equivalent to ϕ
has one. So it turns out to prove that ϕ has a fixed point. The
proof will be given in several steps.
Step 1. ϕ(A(η)) ⊂ A(η) for some η > 0.
If this is not true, then for each positive number η > 0,

there exists a function yη(t) ∈ A(η), but ϕ(yη(t)) /∈ A(η),
i.e. |ϕ(yη(t))| > η for some t ∈ J. However, on the other
hand, we have from (H1), (H2) and (3),

η < |ϕ(yη(t))| ≤M1M2(b− t0)(a+ d(q′′)γ) + (b− t0)

× (M1M3)2M5[|xf |+M1(1 +M4)

× |φ(0)|] + (b− t0)(M1M3)2M5[M1

×M2(b− t0)(a+ d(q′′)γ)]

= (1 + (b− t0)(M1M3)2M5)[M1M2(b

− t0)(a+ d(q′′)γ)] + (b− t0)(M1M3)2

×M5[|xf |+M1(1 +M4)|φ(0)|].

Dividing both sides by η and noting that

q′′ = k1(t− t0)[η +M1(1 +M4)|φ(0)|]
+M(t− t0)|φ(t)|B →∞(η →∞),

we obtain

lim
η→∞

inf
a+ d(q′′)γ

η

= lim
η→∞

inf(
a+ d(q′′)γ

q′′
× q′′

η
)

= d inf
t0≤t≤b

k1(t− t0) lim
η→∞

inf(
1

(q′′)1−γ
) = 0.

Thus, we have 1 < 0. This is a contradiction. Hence for
some positive number η > 0, ϕ(A(η)) ⊂ A(η).
Step 2. ϕ : B′′ → B′′ is continuous.
Let {y(n)}∞0 ⊂ B′′, with y(n) → y ∈ B′′. In view of

(H2), we have

|ϕy(n) − ϕy|B′

= sup
t∈J
|
∫ t

t0

e−A(t−s)B

∫ 0

−∞
dv(θ)[f(y(n)s

+ φ̌s)− f(ys + φ̌s)]ds+

∫ t

t0

e−A(t−η)C

× CT e−A
T (b−η)W̃−1{−

∫ b

t0

e−A(b−s)B



×
∫ 0

−∞
dv(θ)[f(y(n)s + φ̌s)− f(ys + φ̌s)]ds}dη|

≤M1M2(b− t0)|
∫ 0

−∞
dv(θ)(f(y(n)s

+ φ̌s)− f(ys + φ̌s))ds|+ (M1M3)2M5

× (b− t0)2M1M2|
∫ 0

−∞
dv(θ)f(y(n)s

+ φ̌s)− f(ys + φ̌s)ds| → 0.

Thus, ϕ is continuous.
Step 3. ϕ maps A(η) into an equicontinuous family.
Let y ∈ A(η), τ1, τ2 ∈ J. Then t0 < τ1 < τ2 ≤ b, in view

of (H1), (H2) and (3), we have

|(ϕy)(τ1)− (ϕy)(τ2)|B′

≤ sup
t∈J
|
∫ τ1

t0

e−A(τ1−s)B

∫ 0

−∞
dv(θ)f(y(s+ θ) + φ̌(s

+ θ))ds+

∫ τ1

t0

e−A(τ1−η)CCT e−A
T (b−η)W̃−1[xf

− e−A(b−t0)(I +Du(t0))φ(0)−
∫ b

t0

e−A(b−s)B

∫ 0

−∞

× dv(θ)f(y(s+ θ) + φ̌(s+ θ))ds]dη −
∫ τ2

t0

e−A(τ2−s)

×B
∫ 0

−∞
dv(θ)f(y(s+ θ) + φ̌(s+ θ))ds

−
∫ τ2

t0

e−A(τ2−η)CCT e−A
T (b−η)W̃−1[xf − e−A(b−t0)

× (I +Du(t0))φ(0)−
∫ b

t0

e−A(b−s)B

∫ 0

−∞
dv(θ)

× f(y(s+ θ) + φ̌(s+ θ))ds]dη|

≤
∫ τ1

t0

|e−A(τ1−s) − e−A(τ2−s)||B|
∫ 0

−∞
|dv(θ)|

× (a+ d(q′′)γ)ds+

∫ τ1

t0

|e−A(τ1−η) − e−A(τ2−η)||C|2

× |e−A
T (b−η)||W̃−1|[|xf |+M1(1 +M4)|φ(0)|+M1

×M2

∫ b

t0

∫ 0

−∞
|dv(θ)|(a+ d(q′′)γ)ds]dη

+

∫ τ2

τ1

|e−A(τ2−s)||B|
∫ 0

−∞
|dv(θ)|(a+ d(q′′)γ)ds

+

∫ τ2

τ1

|e−A(τ2−η)||C|2|e−A
T (b−η)||W̃−1|[|xf |

+M1(1 +M4)|φ(0)|+M1M2

∫ b

t0

|B|

×
∫ 0

−∞
|dv(θ)|(a+ d(q′′)γ)ds]dη.

The right-hand side is independent of y ∈ A(η) and tends to
zero as τ1− τ2 → 0. Thus, ϕ maps A(η) into an equicontin-
uous family. The equicontinuities for the cases τ1 < τ2 ≤ t0
and τ1 ≤ t0 < τ2 are obvious.

So, by Steps 1 − 3 together with the Arzela-Ascoli the-
orem, we can conclude that ϕ : A(η) → A(η) is com-
pletely continuous. As a consequence of Schauder’s fixed

theorem, we deduce that ϕ has a fixed point ȳ ∈ A(η). Let
x̄(t) = ȳ(t) + φ̌(t), t ∈ (−∞, b]. Then x̄(t) is a fixed point
of the operator Γ which is a mild solution of the problem (1).
Case2. Suppose that W̃ is not invertible and the

rank is d (0 ≤ d < n), it is easy to see that
rank[C,AC, · · · , An−1C] = d. Then there exists an n× n
invertible matrix S such that the matrices Ã = S−1AS, B̃ =
S−1B, C̃ = S−1C have the block structure given by

Ã =

[
A1 A2

0 A3

]
, B̃ =

[
B1

B2

]
, C̃ =

[
C1

0

]
,

whereA1, A2, A3, B1, B2 andC1 are, respectively, d×d, d×
(n−d), (n−d)×(n−d), d×n, (n−d)×n and d×mmatrices.
See [13]. Thus with the change of variable x = Sy, the
system (2) is transformed into

dy1(t)

dt
= −A1y1(t)−A2y2(t) +B1

∫ 0

−∞
dv(θ)

× f(Sy(s+ θ)) + C1u(t), t ∈ J,
dy2(t)

dt
= −A3y2(t) +B2

∫ 0

−∞
dv(θ)f(Sy(s

+ θ)), t ∈ J,

y1(t+0 ) = N11y1(t−0 ) +N12y2(t−0 ),

y2(t+0 ) = N21y1(t−0 ) +N22y2(t−0 ),

yt0(θ) = S−1φ(θ), θ ∈ (−∞, 0].

(4)

whereN11, N12, N21, N22 are, respectively, d×d, d×(n−
d), (n− d)× d and(n− d)× (n− d) matrices such that

S−1[I +Du(t0)]S =

[
N11 N12

N21 N22

]
.

From Definition 2.1 and system (4), we obtain

y2(t) = e−A3(t−t0)(N21y1(t−0 ) +N22y2(t−0 ))

+

∫ t

t0

e−A3(t−s)B2

∫ 0

−∞
dv(θ)f(Sy(s+ θ))ds,

y1(t) = e−A1(t−t0)(N11y1(t−0 ) +N12y2(t−0 ))

+

∫ t

t0

e−A1(t−s)[B1

∫ 0

−∞
dv(θ)f(Sy(s+ θ))

−A2y2(s) + C1u(s)]ds,
(5)

for t0 ≤ t ≤ b. Exact controllability implies for any given
initial state φ(θ) ∈ B, there exists u(t0) and u(t)(t ∈ (t0, b])
such that

y2(b) = e−A3(b−t0)(N21y1(t−0 ) +N22y2(t−0 ))

+

∫ b

t0

e−A3(b−s)B2

∫ 0

−∞
dv(θ)f(Sy(s+ θ))ds,

(6)
y1(b) = e−A1(b−t0)(N11y1(t−0 ) +N12y2(t−0 ))

+

∫ b

t0

e−A1(b−s)[B1

∫ 0

−∞
dv(θ)f(Sy(s+ θ))

−A2y2(s) + C1u(s)]ds.

(7)

According to (6) we obtain

y2(b)−
∫ b

t0

e−A3(b−s)B2

∫ 0

−∞
dv(θ)f(Sy(s+ θ))ds

= e−A3(b−t0)(N21y1(t−0 ) +N22y2(t−0 ))



⇔ eA3(b−t0)[y2(b)−
∫ b

t0

e−A3(b−s)B2

∫ 0

−∞
dv(θ)

× f(Sy(s+ θ))ds]

= N21y1(t−0 ) +N22y2(t−0 ).

Therefore, we can choose appropriate impulsive control
matrix Du(t0) to hold the above equation.

In order to discuss the exact controllability of (7), we de-
fine the n× n constant matrix as

V =

∫ b

t0

e−A1(b−s)C1C
T
1 e
−AT1 (b−s)ds.

It’s easy to know the matrix V is invertible, and now we
assume that there exists a positive constant M ′5 such that
|V −1| ≤M ′5.

For any given d× 1 vector y1(b), in view of (7), let

u(t) = CT1 e
−AT1 (b−t)V −1{y1(b)− e−A1(b−t0)(N11y1(t−0 )

+N12y2(t−0 ))−
∫ b

t0

e−A1(b−s){B1

∫ 0

−∞
dv(θ)f(S

× y(s+ θ))−A2[eA3(b−s)(y2(b)−
∫ b

t0

e−A3(b−ξ)

×B2

∫ 0

−∞
dv(θ)f(Sy(η + θ)))dξ +

∫ s

t0

e−A3(s−η)

×B2

∫ 0

−∞
dv(θ)f(Sy(η + θ))dη)]}ds}.

In the subsequent, in view of (H1), (H2) and Schauder’s
fixed point theorem, we can use the similar method of Case
1 to obtain the controllability of system (2). This finishes the
proof.

To examine conditions of exact controllability of system
(1), we transform the system (1) into

dx(t)

dt
= −Ax(t) +B

∫ 0

−∞
dv(θ)f(x(t+ θ))

+ Cu(t), t ∈ [tρ, b],

x(t+ρ )− x(t−ρ ) = Dρu(tρ)x(t−ρ ),

xtρ(θ) = φ̃(θ), θ ∈ (−∞, 0],

(8)

where

φ̃(θ) =



k∏
j=1

(I +Dju(tj))e
−A(t−t0)φ(0) +

k∑
i=1

k∏
j=i

(I

+Dju(tj))

∫ ti

ti−1

e−A(t−s)[B

∫ 0

−∞
dv(θ)

×f(x(s+ θ)) + Cu(s)]ds+

∫ t

tk

e−A(t−s)

×[B

∫ 0

−∞
dv(θ)f(x(s+ θ)) + Cu(s)]ds,

k = 1, 2, · · · , ρ− 1, t ∈ (t0, tρ],

φ(t), t ∈ (−∞, t0],

where u(t) ∈ L2([t0, tρ],Rm) is chosen arbitrarily. It is
easy to see that discussing the controllability of system (1) is
equivalent to considering the exact controllability of system
(2). As an immediate result of Lemma 3.1, we can obtain
Theorem 3.1.

4 An example

In this section, we shall give an example to illustrate our
result. Consider the following second-order nonlinear func-
tional differential equations of the form:

dx(t)

dt
= −Ax(t) +B

∫ 0

−∞
dv(θ)f(x(t+ θ))

+ Cu(t), t 6= tk, t ∈ [t0, b] = J,

x(t+k )− x(t−k ) = Dku(tk)x(t−k ), k = 1, 2,

xt0(θ) = φ(θ), θ ∈ (−∞, 0],

(9)

where φ(t) = (φ1(t), φ2(t))T ,

A =

[
−1 0
0 −1

]
, B =

[
1 1
0 0

]
, C =

[
1
0

]
,

D1u(t1) =

[
2 0
0 3

]
, D2u(t2) =

[
d11u(t2) d12u(t2)
d21u(t2) d22u(t2)

]
.

Set a space of piecewise continuous functions. For any
r ∈ R, let

B ={φ : (−∞, 0]→ Rn| φ is piecewise continuous,

and for any θ, φ(θ) is locally bounded, erθφ(θ)

→ a limit as θ → −∞},

and let
|φ|B = sup

−∞≤θ≤0
erθ|φ|,

it’s easy to see that (B, | · |B) is a Banach space.
(a) It’s easy to see that x : (−∞, b] → Rn, b > 0, is

such that xt0 := φ ∈ B and x(t) is piecewise continuous in
[t0, b], xt is in B.

(b) There exists continuous function k1(β) = sup
−β≤θ≤0

erθ

and locally bounded function M(β) = e−rβ satisfy |xt|B ≤
k1(t− t0) sup

t0≤s≤t
|x(s)|+M(t− t0)|φ|B. Indeed,

|xt|B ≤ max{ sup
−(t−t0)≤θ≤0

erθ|xt(θ)|, sup
θ≤−(t−t0)

erθ|xt(θ)|}

≤ sup
−(t−t0)≤θ≤0

erθ|xt(θ)|+ sup
θ≤−(t−t0)

erθ|xt(θ)|

≤ sup
−(t−t0)≤θ≤0

erθ sup
t0≤s≤t

|x(s)|+ e−r(t−t0) sup
θ≤0

erθ

× |xt0(θ)|
= k1(t− t0) sup

t0≤s≤t
|x(s)|+M(t− t0)|φ|B.

(c) In (H2), let activation function f(x(t + θ)) =
(erθx(t + θ))3, r ∈ R, γ ∈ [0, 1), we know it’s a contin-
uous function such that

|f(x(t+ θ))| = [(e3rθx3(t+ θ))2]
1
2

≤ [ sup
−∞≤θ≤0

((erγθxγ(t+ θ)))2 · (er(3−γ)θ

× x(3−γ)(t+ θ)))2]
1
2

:= d[(|x(t+ θ)|B)2γ ]
1
2 = d|x(t+ θ)|γB,

where a = 0, d = sup
−∞≤θ≤0

|er(3−γ)θx(3−γ)(t+ θ)|.



(d) In (H1), A,B,C,Dku(tk) are constant matrixes.
(e) Choose bounded variation kernel matrix

v(θ) =

[ √
2
2 e

θ 0

0
√
2
2 e

θ

]
.

Using the method of variation of constants, we can receive
part of the solution of system (9):

x2(t2) = 4et2−t0φ2(0),

x1(t2) = 3et2−t0φ1(0) +
3
√

2

2

∫ t1

t0

et2−s
∫ 0

−∞
(x(t

+ θ))2e(1+3r)θ[x1(s+ θ) + x2(s+ θ)]dθds

+ 3

∫ t1

t0

et2−su(s)ds+

√
2

2

∫ t2

t1

et2−s
∫ 0

−∞

× (x(t+ θ))2e(1+3r)θ[x1(s+ θ) + x2(s

+ θ)]dθds+

∫ t2

t1

et2−su(s)ds,

then for any given φ(θ) ∈ B, we can let u(t) = u1(t), t ∈
[t0, t2] to get x1(t2) 6= 0, x(t2) 6= 0. By the method of vari-
ation of constants, x(t2) and D2u(t2), we receive

x2(b) = eb−t2 [d21u(t2)x1(t2) + d22u(t2)x2(t2)], (10)

and

x1(b) = eb−t2 [d11u(t2)x1(t2) + d12u(t2)x2(t2)]

+

√
2

2

∫ b

t2

eb−s
∫ 0

−∞
(x(t+ θ))2e(1+3r)θ

× [x1(s+ θ) + x2(s+ θ)]dθds

+

∫ b

t2

eb−su(s)ds.

(11)

In Eq. (10), since x1(t2) 6= 0, we can take d22u(t2) = 0

and obtain d21u(t2) = et2−bx2(b)
x1(t2)

;

In Eq. (11), we can choose d11u(t2) = 0, d12u(t2) = 0,
and receive

x1(b) =

√
2

2

∫ b

t2

eb−s
∫ 0

−∞
(x(t+ θ))2e(1+3r)θ[x1(s+ θ)

+ x2(s+ θ)]dθds+

∫ b

t2

eb−su(s)ds.

Therefore, we can choose

u(t) =



u1(t), t ∈ [t0, t2]

eb−t[

∫ b

t2

(eb−s)2ds]−1{x1(b)−
√

2

2

∫ b

t2

eb−s

×
∫ 0

−∞
(x(t+ θ))2e(1+3r)θ[x1(s+ θ)

+ x2(s+ θ)]dθds}, t ∈ [t2, b],

and get to know system (9) is exactly controllable.

5 Conclusion

In this paper, we establish a sufficient condition for the
controllability of system (1) by introducing the impulsive
controls and the abstract space B. The result is given by
the fixed point method and by choosing an appropriate func-
tional space B (as in Section 2). Compared to the exist-
ing results, Theorem 3.1 is weaker due to the fact that the
Kalman rank condition is removed from the assumptions.
Finally, we present an example and shows that the impulsive
controls can play the key role in the control process.
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