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Abstract. The incompressible Boussinesq equations serve as an important model in geophysics as well as in the study of Rayleigh–Bénard convection. One generalization is to replace the standard Laplacian operator by a fractional Laplacian operator, namely $(−Δ)^{α/2}$ in the velocity equation and $(−Δ)^{β/2}$ in the temperature equation. This paper is concerned with the two-dimensional (2D) incompressible Boussinesq equations with critical dissipation ($α+β=1$) or supercritical dissipation ($α+β<1$). We prove two main results. This first one establishes the global-in-time existence of classical solutions to the critical Boussinesq equations with $α+β=1$ and $0.7692 \approx 10^{13} < α < 1$. The second one proves the eventual regularity of Leray–Hopf type weak solutions to the Boussinesq equations with supercritical dissipation $α+β<1$ and $0.7692 \approx 10^{13} < α < 1$.
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1. Introduction

The Boussinesq equations model geophysical flows such as atmospheric fronts and oceanic circulation, and play an important role in the study of Rayleigh–Bénard convection (see, e.g., [41,46] and references therein). This paper is concerned with the following initial-value problem for the 2D incompressible Boussinesq equations with fractional dissipation

\[
\begin{aligned}
\partial_t u + (u \cdot \nabla) u + \Lambda^α u + \nabla p &= \theta e_2, \\
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^β \theta &= 0, \\
\nabla \cdot u &= 0, \\
u(x,0) &= u_0(x), \quad \theta(x,0) = \theta_0(x),
\end{aligned}
\]

(1.1)

where $u: \mathbb{R}^2 \times [0, \infty) \to \mathbb{R}^2$ denotes the velocity, $p: \mathbb{R}^2 \times [0, \infty) \to \mathbb{R}$ the pressure and $\theta: \mathbb{R}^2 \times [0, \infty) \to \mathbb{R}$ the temperature, $e_2 = (0, 1)$, and $α, β \in [0, 2]$ are real parameters. In addition, $Λ:= (−Δ)^{1/2}$ denotes the Zygmund operator and the fractional Laplacian operator $Λ^α$ is defined through the Fourier transform,

\[\hat{Λ}^α f(ξ) = |ξ|^α \hat{f}(ξ).\]
We make the convention that by $\alpha = 0$ we mean that there is no dissipation in the velocity equation, and similarly $\beta = 0$ means that there is no dissipation in the temperature equation.

The Boussinesq equations are also mathematically significant. The global regularity problem for the 2D Boussinesq equations has attracted considerable attention and progress has been made. The global regularity for the initial value problem (1.1) with $\alpha = 2$ and $\beta = 0$ or $\beta = 2$ and $\alpha = 0$ was established by Chae [6] and by Hou and Li [30]. Further progress in this direction was made by Hmidi, Keraani, and Rousset [28, 29], who established the global well-posedness result for the initial value problem (1.1) with $\alpha = 1$ and $\beta = 0$ or $\beta = 1$ and $\alpha = 0$. More general critical cases $\alpha + \beta = 1$ were examined by by Jiu, Miao, Wu, and Zhang [31], who were able to obtain the global regularity for the general critical case $0.9132 \approx 23 - \sqrt{145}/12 < \alpha < 1$ and $\beta = 1 - \alpha$. A very recent work of Stefanov and Wu [50] improved [31] by allowing $\alpha$ to vary in a bigger interval, $0.798103 \approx \sqrt{1777 - 23}/24 < \alpha < 1$ and $\beta = 1 - \alpha$. We remark that even in the subcritical ranges, namely $\alpha + \beta > 1$, it is not trivial to prove the global regularity of the initial value problem (1.1), as demonstrated by the papers dealing with the subcritical cases (see, e.g., [43, 57, 59–63]).

The global regularity for the Boussinesq equations with supercritical dissipation is currently open. To understand the regularity problem for the supercritical regime, Jiu, Wu and Yang [32] recently studied the regularity of weak solutions to the initial value problem (1.1) when $\alpha$ and $\beta$ are in the supercritical range. They obtained the eventual regularity for $(\alpha, \beta)$ in the supercritical range $\alpha + \beta < 1$ and $0.9132 \approx 23 - \sqrt{145}/12 < \alpha < 1$. Finally we mention that many other results on the 2D incompressible Boussinesq equations have been obtained (see, e.g., [1, 2, 5, 9, 22, 34, 39, 40, 55, 56]).

This paper obtains two main results. The first establishes the global regularity for the critical Boussinesq equations with $\alpha + \beta = 1$ and $0.7692 \approx 10/13 < \alpha < 1$. This result allows $\alpha$ in a slightly bigger range than in [50]. More precisely, the following result holds.

**Theorem 1.1.** Let $0.7692 \approx 10/13 < \alpha < 1$ and $\alpha + \beta = 1$. Assume that $(u_0, \theta_0) \in H^s(R^2) \times H^s(R^2)$ for $s > 2$, and $\nabla \cdot u_0 = 0$, then the system (1.1) admits a unique global solution such that, for any given $T > 0$

$$u \in C([0,T]; H^s(R^2)) \cap L^2([0,T]; H^{s+\frac{\alpha}{2}}(R^2)),$$

$$\theta \in C([0,T]; H^s(R^2)) \cap L^2([0,T]; H^{s+\frac{\beta}{2}}(R^2))$$

Let us briefly give the explanation about the improvement in Theorem 1.1 was made possible compared with the previous work [50]. The following three components are made the improvement is possible: the first one is to establish a bound on $G$ in the space $L^\infty_t L^p_x$ (see Lemma 3.2); the second one is to establish a redefined result (see Lemma 2.5); the last one is to make use of the Hölder estimates of the advection fractional-diffusion equation (see lemmas 2.3 and 2.4).

The second main result proves the eventual regularity of weak solutions to the 2D Boussinesq equation (1.1) with $\alpha$ and $\beta$ in a supercritical regime. This result improves the result of Jiu, Wu, and Yang [32] by allowing $\alpha$ in a bigger range. More precisely, we have the following theorem.

**Theorem 1.2.** Consider the initial value problem (1.1) with $\alpha + \beta < 1$. Assume either

$$\frac{4}{5} < \alpha < 1, \quad \beta < 1 - \alpha$$
or
\[
0.7692 \approx \frac{10}{13} < \alpha \leq \frac{4}{5}, \quad \frac{-3(3\alpha - 2) + \sqrt{\alpha^2 - 204\alpha + 164}}{8} < \beta < 1 - \alpha.
\]
Assume that \((u_0, \theta_0) \in H^s(\mathbb{R}^2) \times H^s(\mathbb{R}^2)\) for \(s > 2\), and \(\nabla \cdot u_0 = 0\). Let \((u, \theta)\) be a global Leray–Hopf weak solution of the initial value problem (1.1). Then there exist \(\hat{T} > 0\) such that \((u, \theta)\) is actually a classical solution on \([\hat{T}, +\infty)\).

The proof of Theorem 1.2 relies on the following key proposition, which assesses the eventual regularity of weak solutions to a generalized surface quasi-geostrophic (SQG) equation.

**Proposition 1.1.** Consider the following initial-value problem
\[
\begin{aligned}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^\beta \theta &= 0, \\
u = u_G + u_\theta, \quad u_\theta &= -\nabla \perp \Lambda^{\alpha - 2 - \alpha} \partial_{x_1} \theta, \\
\theta(x,0) &= \theta_0(x),
\end{aligned}
\tag{1.2}
\]
with \(\alpha > 0, \beta > 0\) and \(\alpha + \beta < 1\). Suppose that \(u_G\) satisfies for any \(T > 0\)
\[
\sup_{0 \leq t \leq T} \|u_G(t)\|_{C^{1-\mu}} \leq C(T) < \infty, \quad 0 \leq \mu < \beta.
\tag{1.3}
\]
Assume \(\theta_0 \in H^s(\mathbb{R}^2)\) for some \(s > 2\) and let \(\theta\) be a corresponding global weak solution of problem (1.2). Then there exists \(\hat{T} > 0\), more precisely,
\[
\hat{T} = C_1 \gamma^{\frac{1 - \alpha}{1 - \alpha - \beta}} \|\theta_0\|_{L^\infty}^{-\frac{\beta}{1 - \alpha - \beta}},
\]
such that \(\theta \in L^\infty(\hat{T}, \infty), C^\gamma(\mathbb{R}^2))\) for some \(1 - \alpha - \beta < \gamma < 1 - \alpha\),
\[
[\theta(t)]_{C^\gamma} \leq C_2 \gamma^{-\frac{\gamma - \beta}{1 - \alpha - \beta}} \|\theta_0\|_{L^\infty}^{-\frac{\gamma + \alpha + \beta - 1}{1 - \alpha - \beta}},
\]
where \(C_1\) and \(C_2\) are constants depending on \(\alpha\) and \(\beta\), and \([\theta(t)]_{C^\gamma}\) denotes the homogeneous \(C^\gamma\)-norm of \(\theta\). Furthermore, \(\theta\) belongs to \(L^\infty(\hat{T}, \infty) \times C^{1,\zeta}(\mathbb{R}^2))\) for some \(\zeta > 0\).

Proposition 1.1 is proven via the approach of pointwise inequality for fractional Laplacian following [16,17,21]. The details are given at the begin of Section 5.

The present paper is structured as follows. Section 2 states some analytic tools and preliminary results to be used in the subsequent sections. The proof of Theorem 1.1 is presented in Section 3. Section 4 establishes some \(a priori\) estimates for Boussinesq equations (1.1) with \(\alpha + \beta < 1\). Section 5 is devoted to the proof of Proposition 1.1 and Theorem 1.2. Finally, we state an eventual regularity and a global regularity type result for a generalized surface quasi-geostrophic type equation in the appendix. In addition, the proof of Lemma 2.5 is also provided in the appendix.

**2. Preliminaries**

This section serves as a preparation. It provides the definition of the Littlewood–Paley decomposition, Besov spaces, and related inequalities, and several estimates to be used in the subsequent sections.

Materials on the Littlewood–Paley theory and Besov spaces can be found in many papers and books (see, e.g., [3, 42, 47]). Let \((\chi, \varphi)\) be a couple of smooth functions
with values in $[0,1]$ such that $\chi \in C_0^\infty(\mathbb{R}^n)$ is supported in the ball $B := \{ \xi \in \mathbb{R}^n, |\xi| \leq \frac{4}{3} \}$, $\varphi \in C_0^\infty(\mathbb{R}^n)$ in the annulus $C := \{ \xi \in \mathbb{R}^n, \frac{4}{3} \leq |\xi| \leq \frac{5}{3} \}$ satisfying

$$\chi(\xi) + \sum_{j \in \mathbb{N}} \varphi(2^{-j} \xi) = 1, \quad \forall \xi \in \mathbb{R}^n; \quad \sum_{j \in \mathbb{Z}} \varphi(2^{-j} \xi) = 1, \quad \forall \xi \in \mathbb{R}^n \setminus \{0\}.$$ 

For every $u \in S'$ (tempered distributions) we define the non-homogeneous Littlewood–Paley operators as follows:

$$\Delta_j u = 0 \text{ for } j \leq -2; \quad \Delta_{-1} u = \chi(D) u = \mathcal{F}^{-1}(\chi(\xi) \hat{u}(\xi)), \quad \Delta_j u = \varphi(2^{-j} D) u = \mathcal{F}^{-1}(\varphi(2^{-j} \xi) \hat{u}(\xi)), \quad \forall j \in \mathbb{N}. $$

Meanwhile, we define the homogeneous dyadic blocks as

$$\hat{\Delta}_j u = \varphi(2^{-j} D) u = \mathcal{F}^{-1}(\varphi(2^{-j} \xi) \hat{u}(\xi)), \quad \forall j \in \mathbb{Z}. $$

We now recall the definitions of homogeneous and inhomogeneous Besov spaces defined via the dyadic decomposition.

**Definition 2.1.** Let $s \in \mathbb{R}, (p,r) \in [1, +\infty]^2$. The homogeneous Besov space $\dot{B}^s_{p,r}$ and inhomogeneous Besov space $B^s_{p,r}$ are defined as a space of $f \in S' (\mathbb{R}^n)$ such that

$$\dot{B}^s_{p,r} = \{ f \in S' (\mathbb{R}^n), \| f \|_{\dot{B}^s_{p,r}} < \infty \}, \quad B^s_{p,r} = \{ f \in S' (\mathbb{R}^n), \| f \|_{B^s_{p,r}} < \infty \},$$

where

$$\| f \|_{\dot{B}^s_{p,r}} = \left\{ \begin{array}{ll}
\left( \sum_{j \in \mathbb{Z}} 2^{jr} \| \Delta_j f \|_{L^p}^r \right)^{\frac{1}{r}}, & r < \infty, \\
\sup_{j \in \mathbb{Z}} 2^j \| \Delta_j f \|_{L^p}, & r = \infty,
\end{array} \right.$$

and

$$\| f \|_{B^s_{p,r}} = \left\{ \begin{array}{ll}
\left( \sum_{j \geq -1} 2^{jr} \| \Delta_j f \|_{L^p}^r \right)^{\frac{1}{r}}, & r < \infty, \\
\sup_{j \geq -1} 2^j \| \Delta_j f \|_{L^p}, & r = \infty.
\end{array} \right.$$ 

For $s > 0, (p,r) \in [1, +\infty]^2$, we have the following fact

$$\| f \|_{B^s_{p,r}} \approx \| f \|_{L^p} + \| f \|_{\dot{B}^s_{p,r}}.$$ 

Moreover, Besov space $B^s_{\infty,\infty}$ with $0 < s < 1$ is equivalent to the classical Hölder space $C^s$ (see, e.g., [3]), namely

$$\| f \|_{B^s_{\infty,\infty}} \approx \| f \|_{C^s}, \quad \| f \|_{C^s} := \| f \|_{L^\infty} + \sup_{x \neq y} \frac{|f(x) - f(y)|}{|x - y|^s}. $$

The Besov spaces $\dot{B}^s_{p,r}$ and $B^s_{p,r}$ with $0 < s < 1$ and $1 \leq p, q, r \leq \infty$ can be equivalently defined by the norms

$$\| f \|_{\dot{B}^s_{p,r}} = \left( \int_{\mathbb{R}^n} \| f(x + \cdot) - f(\cdot) \|_{L^p}^r \frac{dx}{|x|^{n + sr}} \right)^{\frac{1}{r}}, \quad \| f \|_{B^s_{p,r}} = \left( \int_{\mathbb{R}^n} \frac{dx}{|x|^{n + sr}} \right)^{\frac{1}{r}} \| f \|_{L^p}^r.$$
\[ \|f\|_{L^p} = \left( \int_{\mathbb{R}^n} |f(x,.)|^p |x|^{n+sr} \, dx \right)^{\frac{1}{p}}. \]

For the case \( r = \infty \), the expressions are interpreted in the normal way. The following embedding relations will also be used,

\[ \begin{align*}
B^{s_1}_{p,r_1} & \hookrightarrow B^{s_2}_{p,r_2}, \quad s_1 > s_2, \\
B^{s}_{p,\min\{p,2\}} & \hookrightarrow W^{s,p} \hookrightarrow B^{s}_{p,\max\{p,2\}}, \quad 1 < p < \infty, \\
B^{s_1}_{p_1,r_1} & \hookrightarrow B^{s_2}_{p_2,r_2}, \quad s_1 - \frac{d}{p_1} = s_2 - \frac{d}{p_2}, \quad 1 \leq p_1 \leq p_2, 1 \leq r_1 \leq r_2 \leq \infty.
\end{align*} \]

We want to point out that at some point that the definitions of the spaces are given in \( \mathbb{R}^2 \) since the definitions are first stated in \( \mathbb{R}^n \). We will also need the following commutator estimate.

**Lemma 2.1** (see \([50]\)). Assume that \( \frac{1}{2} < \alpha < 1 \) and \( 1 < p_2, p_3 < \infty, \ 1 < p_1 \leq \infty \) with

\[ \frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1. \]

Then for \( 0 \leq s_1 < 1 - \alpha \) and \( s_1 + s_2 > 1 - \alpha \), the following holds true:

\[ \left( \int_{\mathbb{R}^2} F[\mathcal{R}_\alpha, u_G \cdot \nabla] \theta \, dx \right) \leq C \| \mathcal{A}^{s_1} \theta \|_{L^{p_1}} \| F \|_{W^{s_2,p_2}} \| G \|_{L^{p_3}}. \]

Similarly, for \( 0 \leq s_1 < 1 - \alpha \) and \( s_1 + s_2 > 2 - 2\alpha \), the following holds true:

\[ \left( \int_{\mathbb{R}^2} F[\mathcal{R}_\alpha, u_{\theta G} \cdot \nabla] \nabla H \, dx \right) \leq C \| \mathcal{A}^{s_1} \theta \|_{L^{p_1}} \| F \|_{W^{s_2,p_2}} \| H \|_{L^{p_3}}. \]

Here and in sequel, \( \mathcal{R}_\alpha := \partial_x^\alpha \Delta^{-1}G \), \( u_{\theta G} := \nabla \Delta^{-1} \mathcal{R}_\alpha \theta \), and the standard commutator notation \([A,f]g = A(fg) - f(Ag)\).

The next lemma will be used frequently. For the reader’s convenience, a proof for this lemma is also provided.

**Lemma 2.2.** Let \( 2 < m < \infty \) and \( 0 < s < 1 \), then the following holds true:

\[ \| \mathcal{A}^s (|f|^{m-2}f) \|_{L^p} \leq C \| f \|_{B^{s,p}} \| f \|_{L^{r(m-2)}}. \]

\[ \| |f|^{m-2}f \|_{W^{s,p}} \leq C \| f \|_{B^{s,p}} \| f \|_{L^{r(m-2)}}. \]

where \( p,q,r \in (1,\infty)^3 \) such that \( \frac{1}{p} = \frac{1}{q} + \frac{1}{r} \).

**Proof.** For \( 0 < s < 1 \), we make use of the following characterization of \( \dot{W}^{s,p} \) (see, e.g., \([3,47]\))

\[ \| \mathcal{A}^s (|f|^{m-2}f) \|_{L^p}^p \approx \int_{\mathbb{R}^2} \| |f|^{m-2}f(x,.) - |f|^{m-2}f(.) \|_{L^p}^p \, dx. \]

Applying the simple inequality

\[ \|a|^{m-2}a - |b|^{m-2}b\| \leq C(m) |a - b|(|a|^{m-2} + |b|^{m-2}) \]
and Hölder’s inequality, we have
\[
\|f|^{m-2}f(x+\cdot) - f|^{m-2}f(\cdot)\|_{L^p} \leq C\|f(x+\cdot) - f(\cdot)\|_{L^r}\|f|^{m-2}\|_{L^r}.
\]

Thus, it follows from the characterization of Besov space that
\[
\|\Lambda^s(|f|^{m-2}f)\|_{L^p} \leq C \int_{\mathbb{R}^2} \|f(x+\cdot) - f(\cdot)\|_{L^r}^{(m-2)p} \|f\|_{L^r} dx
\]
\[
\leq C\|\Lambda^s(|f|^{m-2}f)\|_{L^p} \leq C\|f\|_{L^r}^{(m-2)p} \|f\|_{B^{s,p}_r}.
\]

The Hölder inequality directly gives
\[
\|f|^{m-2}f\|_{L^p} \leq C\|f\|_{L^r}\|f|^{m-2}\|_{L^r} = C\|f\|_{L^r}\|f|^{m-2}\|_{L^r}.
\]

This concludes the proof. \(\square\)

We shall also use the following two lemmas (see [11, 19, 48, 49]).

**Lemma 2.3.** Consider the following advection fractional-diffusion equation with \(0 < \beta < 1\) in \(\mathbb{R}^n\):
\[
\begin{align*}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^\beta \theta &= 0, \\
\nabla \cdot u &= 0, \\
\theta(x, 0) &= \theta_0(x).
\end{align*}
\]

Let \(T > 0\) be given. Suppose that the \(\theta\) is bounded and the drift \(u\) satisfying \(u(t) \in C^{1-\beta}\) for any \(t \in [0, T]\). Assume \(\theta \in L^\infty((0, T], L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n))\) with initial data \(\theta_0 \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n).\) Then the solution \(\theta\) is Hölder continuous for any positive time \(0 < t \leq T.\) Moreover, it holds
\[
\|\theta\|_{L^\infty((0, T]; C^\ell(\mathbb{R}^n))} \leq C\|\theta_0\|_{L^\infty},
\]
where the constant \(C\) and \(\ell > 0\) depend on \(\beta\) and \(\|u\|_{C^{1-\beta}}\) only.

**Lemma 2.4.** Consider the following advection fractional-diffusion equation with \(0 < \beta < 1\) in \(\mathbb{R}^n\):
\[
\begin{align*}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^\beta \theta &= 0, \\
\nabla \cdot u &= 0, \\
\theta(x, 0) &= \theta_0(x).
\end{align*}
\]

Let \(T > 0\) be given and \(u\) be a vector field in \(L^\infty((0, T], C^{1-\beta+\zeta}(\mathbb{R}^n))\) for any \(\zeta \in (0, \beta),\) then any bounded solution \(\theta\) in \((0, T] \times \mathbb{R}^n\) actually belongs to space \(C^{1,\zeta}.\) Moreover, it holds
\[
\|\theta\|_{L^\infty((0, T], C^{1,\zeta}(\mathbb{R}^n))} \leq C\|\theta_0\|_{L^\infty([0, T] \times \mathbb{R}^n)},
\]
where the constant \(C\) depends on \(\beta\) and \(\|u\|_{C^{1-\beta+\zeta}}\) only.
The following lemma is inspired by [31, Proposition 7.1]. We give the detailed proof in the Appendix A.

**Lemma 2.5.** Consider the advection fractional-diffusion equation (3.5), namely
\[
\partial_t G + (u \cdot \nabla) G + \Lambda^\alpha G = [\mathcal{R}_\alpha, u \cdot \nabla] \theta + \Lambda^\beta \partial_{x_1} \theta.
\] (2.6)

Let \( \alpha + \beta \leq 1 \) with \( \frac{1}{2} < \alpha < 1 \). Suppose \( G \) admits the following bound
\[
\sup_{0 \leq t \leq T} \| G(t) \|_{L^q} < \infty, \quad q > \frac{2}{\alpha} \quad (\text{we may assume } q < \frac{2}{1-\alpha}),
\]
for any given \( T > 0 \), then for any \( 0 < s \leq 3\alpha - 2 \), it holds
\[
\sup_{0 \leq t \leq T} \| G(t) \|_{B^{s}_{r,\infty}} < \infty,
\]
where \( r \) is given by
\[
\frac{2}{2\alpha - 1} < r \leq \frac{2q}{2 - (1 - \alpha)q}.
\]

We remark that Lemma 2.5 improves [31, Proposition 7.1] in two ways: on the one hand, we relax the condition \( q > \frac{2}{2\alpha - 1} \) to \( q > \frac{2}{\alpha} \); one the other hand, we can take \( r = \frac{2q}{2 - (1 - \alpha)q} > q \).

### 3. The proof of Theorem 1.1

This section proves Theorem 1.1. Since the local existence result for (1.1) is standard (see, e.g., [41]), we only provide the global *a priori* estimates.

Basic energy estimates show that \((u, \theta)\) of problem (1.1) obeys the global bounds
\[
\|\theta(t)\|_{L^2}^2 + \int_0^t \|\Lambda^\frac{\beta}{2} \theta(\tau)\|_{L^2}^2 \, d\tau \leq \|\theta_0\|_{L^2}, \quad \|\theta(t)\|_{L^p} \leq \|\theta_0\|_{L^p}, \quad \forall p \in [1, \infty], \quad (3.1)
\]
and
\[
\|u(t)\|_{L^2}^2 + \int_0^t \|\Lambda^\frac{\beta}{2} u(\tau)\|_{L^2}^2 \, d\tau \leq C(t, u_0, \theta_0). \quad (3.2)
\]

Now we apply operator curl to the first equation in problem (1.1) to obtain the following vorticity \( w = \nabla \times u \) equation
\[
\partial_t w + (u \cdot \nabla) w + \Lambda^\alpha w = \partial_{x_1} \theta. \quad (3.3)
\]

However, the “vortex stretching” term \( \partial_{x_1} \theta \) appears to prevent us from proving any global bound for \( w \). To circumvent this difficulty, a natural idea would be to eliminate \( \partial_{x_1} \theta \) from the vorticity equation. To this end, we generalize the idea of Hmidi, Keraani, and Rousset [28, 29] to introduce a new quantity. More precisely, we set \( \mathcal{R}_\alpha \) as
\[
\mathcal{R}_\alpha := \partial_{x_1} \Lambda^{-\alpha},
\]
apply \( \mathcal{R}_\alpha \) to the \( \theta \) equation in problem (1.1)
\[
\partial_t \mathcal{R}_\alpha \theta + (u \cdot \nabla) \mathcal{R}_\alpha \theta = -[\mathcal{R}_\alpha, u \cdot \nabla] \theta - \Lambda^{\beta - \alpha} \partial_{x_1} \theta, \quad (3.4)
\]
and combine with Equation (3.3) to obtain that
\[ G = \omega - R_\alpha \theta \]

satisfies
\[ \partial_t G + (u \cdot \nabla)G + \Lambda^\alpha G = [R_\alpha, u \cdot \nabla] \theta + \Lambda^{\alpha - \beta} \partial_1 \theta. \quad (3.5) \]

Moreover, as in [50], the velocity \( u \) can be rewritten as
\[ u = \nabla^\perp \Delta^{-1} \omega = \nabla^\perp \Delta^{-1} (G + R_\alpha \theta) = \nabla^\perp \Delta^{-1} G + \nabla^\perp \Delta^{-1} R_\alpha \theta := u_G + u_\theta. \quad (3.6) \]

We need the following global \emph{a priori} bound of \( L^2 \) norm for \( G \). When \( \alpha > \frac{3}{4} \) and \( \beta > 4 - 5\alpha \), the proof is similar to [50, Lemma 2.7].

**Lemma 3.1.** Assume \( \alpha > 0 \), \( \beta > 0 \) and \( \alpha + \beta \leq 1 \) and consider the initial-value problem (1.1). If \( \alpha > \frac{3}{4} \) and \( \beta > 4 - 5\alpha \), then, for any corresponding solution \((u, \theta)\) of the problem (1.1), there exist some constant \( C \) such that for any \( T > 0 \),
\[ \| G(t) \|^2_{L^2} + \int_0^T \| \Lambda^{\frac{\alpha}{2}} G(\tau) \|^2_{L^2} d\tau \leq C < \infty \quad (3.7) \]

for any \( t \in [0, T] \).

Next we establish the following global \emph{a priori} bound for \( \| G(t) \|_{L^m} \).

**Lemma 3.2.** Assume that \((u_0, \theta_0)\) satisfies the assumptions stated in Theorem 1.2. Let \( \frac{3}{4} < \alpha < 1 \) and \( \alpha + \beta = 1 \). For any \( m \) satisfying
\[ 2 < m < \min \left\{ \frac{8}{2 - \alpha}, \frac{1}{1 - \alpha}, \frac{10 - 9\alpha - 4\alpha^2}{m} \right\}, \quad (10 - 9\alpha - 4\alpha^2)m < 8(1 - \alpha), \quad (3.8) \]
or equivalently
\[ 2 < m < m_0, \quad m_0 = \begin{cases} \frac{8(1 - \alpha)}{10 - 9\alpha - 4\alpha^2}, & \frac{3}{4} < \alpha \leq \frac{7 + \sqrt{145}}{24}, \\ \frac{1}{1 - \alpha}, & \frac{7 + \sqrt{145}}{24} < \alpha \leq \frac{6}{7}, \\ \frac{8}{2 - \alpha}, & \frac{6}{7} < \alpha < 1, \end{cases} \quad (3.9) \]

\( G \) admits the following global bound for any \( 0 \leq t \leq T \),
\[ \| G(t) \|^m_{L^m} + \int_0^T \| G(\tau) \|^m_{\epsilon^\gamma L^{2\gamma}_x} d\tau \leq C(T, u_0, \theta_0) < \infty. \quad (3.10) \]

**Proof.** We start with the Gagliardo–Nirenberg inequality (see [26,50])
\[ \| \Lambda^{\alpha \beta} \theta \|_{L^{\frac{1}{\gamma}}_x L^{\frac{4}{\gamma}}_t} \leq C \| \Lambda^{\frac{\alpha}{2}} \theta \|_{L^2_x L^2_t} \| \theta \|_{L^{\frac{1}{\gamma}}_x L^{\frac{4}{\gamma}}_t}, \quad 0 < \gamma < \frac{1}{2}. \quad (3.11) \]

Multiplying Equation (3.5) by \( |G|^{m-2} G \) and integrating over \( \mathbb{R}^2 \) yields
\[
\frac{1}{m} \frac{d}{dt} \|G(t)\|_{L^m}^m + \int_{\mathbb{R}^2} (\Lambda^\alpha G)|G|^{m-2}G \, dx \\
= \int_{\mathbb{R}^2} \Lambda^{\beta-\alpha} \partial_{x_1} \theta |G|^{m-2}G \, dx + \int_{\mathbb{R}^2} [\mathcal{R}_\alpha, u_\theta \cdot \nabla] \theta |G|^{m-2}G \, dx \\
+ \int_{\mathbb{R}^2} [\mathcal{R}_\alpha, u_\theta \cdot \nabla] \theta |G|^{m-2}G \, dx.
\] (3.12)

By the maximum principle (see [20]) and the Sobolev embedding, the dissipative term has the lower bound
\[
\int_{\mathbb{R}^2} (\Lambda^\alpha G)|G|^{m-2}G \, dx \geq \bar{C} \|\Lambda^\frac{\alpha}{2} G\|_{L^2}^2 \geq \bar{C} \|G\|_{L^2}^m,
\] (3.13)

where \(\bar{C} > 0\) is an absolute constant. By the Hölder inequality and Equation (2.5)
\[
\left| \int_{\mathbb{R}^2} \Lambda^{\beta-\alpha} \partial_{x_1} \theta |G|^{m-2}G \, dx \right| \leq C \|\Lambda^{\gamma \beta} \theta\|_{L^\frac{1}{\gamma}} \|\Lambda^{1-\alpha+(1-\gamma)\beta} (|G|^{m-2}G)\|_{L^{\frac{1}{1-\gamma}}} \\
\leq C \|\Lambda^{\gamma \beta} \theta\|_{L^\frac{1}{\gamma}} \|G\|_{B_{2, \frac{1}{1-\gamma}}^{1-\alpha+(1-\gamma)\beta}} \|G\|_{L^\frac{2(m-2)}{2(m-2)}}^{m-2}.
\] (3.14)

We use the embedding inequality
\[
H^\frac{\alpha}{2} \hookrightarrow B_{2, \frac{1}{1-\gamma}}^s, \quad s < \frac{\alpha}{2}.
\] (3.16)

Consequently, for
\[
1 - \alpha + (1-\gamma)\beta < \frac{\alpha}{2} \quad \text{or} \quad \gamma > \frac{2\beta + 2 - 3\alpha}{2\beta},
\] (3.15)

we have
\[
\left| \int_{\mathbb{R}^2} \Lambda^{\beta-\alpha} \partial_{x_1} \theta |G|^{m-2}G \, dx \right| \leq C \|\Lambda^{\gamma \beta} \theta\|_{L^\frac{1}{\gamma}} \|G\|_{H^\frac{\alpha}{2}} \|G\|_{L^\frac{2(m-2)}{2(m-2)}}^{m-2}.
\] (3.16)

To deal with the second term of the r.h.s. of the inequality (3.12), we choose \(s_1 = \gamma / \beta\) and \(s_2\) satisfying
\[
2 - 2\alpha - \gamma \beta < s_2 < \frac{\alpha}{2}.
\] (3.17)

Notice that such \(s_2\) exists as long as
\[
2 - 2\alpha - \gamma \beta < \frac{\alpha}{2}.
\] (3.18)

Then, by Lemma 2.1, Lemma 2.2, and the embedding inequality (3.14)
\[
\left| \int_{\mathbb{R}^2} [\mathcal{R}_\alpha, u_\theta \cdot \nabla] \theta |G|^{m-2}G \, dx \right| \\
\leq C \|\Lambda^{\gamma \beta} \theta\|_{L^\frac{1}{\gamma}} \|\theta\|_{L^\infty} \|G\|_{L^\frac{2(m-2)}{2(m-2)}}^{m-2}
\leq C \|\Lambda^{\gamma \beta} \theta\|_{L^\frac{1}{\gamma}} \|\theta_0\|_{L^\infty} \|G\|_{B_{2, \frac{1}{1-\gamma}}^{2(m-2)}} \|G\|_{L^\frac{2(m-2)}{2(m-2)}}^{m-2}
\leq C \|\Lambda^{\gamma \beta} \theta\|_{L^\frac{1}{\gamma}} \|G\|_{H^\frac{\alpha}{2}} \|G\|_{L^\frac{2(m-2)}{2(m-2)}}^{m-2}.
\] (3.18)
To estimate the third term of the r.h.s. of the inequality (3.12), we take $\delta > 0$ to be sufficiently small, say

$$\delta = \frac{4\alpha - 3}{100}$$

and

$$s_2 = 1 - \alpha + \delta.$$ 

For $m - 1 < q < \infty$ and $\frac{1}{p} + \frac{1}{q} = 1$, we apply Lemma 2.1 and Lemma 2.2 to obtain

$$\left| \int_{\mathbb{R}^d} [\mathcal{R}_\alpha, u_G \cdot \nabla] \theta \eta |G|^{m-2} G \, dx \right| \leq C \|G\|_{L^q} \|\theta\|_{L^p} \|G\|^{m-2} \|G\|_{W^{s_2,\frac{d}{q}}} \quad (q > m - 1).$$

We further require $q > \frac{4(m-1)}{3\alpha - 2\delta}$ to obtain the following interpolation inequality

$$\|G\|_{H^{p-\alpha + \delta + \frac{2(m-1)}{q}}} \leq C \|G\|^{1-\mu}_{L^2} \|G\|_H^\mu, \quad \mu = \frac{-2\alpha + 2\delta + \frac{4(m-1)}{q}}{\alpha} \in (0, 1).$$

Therefore, for $\frac{4(m-1)}{3\alpha - 2\delta} < q < 2(m - 1)$, one can conclude that

$$\left| \int_{\mathbb{R}^d} [\mathcal{R}_\alpha, u_G \cdot \nabla] \theta \eta |G|^{m-2} G \, dx \right| \leq C \|\theta_0\|_{L^p} \|G\|^{m-2} \|G\|_{H^{s_2,\frac{d}{q}}}.$$ 

Substituting the estimates (3.13), (3.16), (3.18), and (3.20) into the inequality (3.12), we find

$$\frac{d}{dt} \|G(t)\|_{L^m} + \|G\|_{L^{2m}}^{\frac{m}{2m-n}} \leq C \|\Lambda^{\gamma} \theta\|_{L^{\frac{3}{\gamma}}} \|G\|_{H^{\frac{3}{2}}} \|G\|^{m-2} \|G\|_{L^{2m}} L^{2(m-2)} + C \|G\|_{L^q} \|G\|_H^\mu . \quad (3.21)$$

It follows from the Gagliardo–Nirenberg inequalities that

$$\|G\|_{L^{2(m-2)}} \leq C \|G\|^{1-\lambda_1}_{L^m} \|G\|_{L^{2m}}^{\lambda_1}, \quad \lambda_1 = \frac{(1+2\gamma)m - 4}{\alpha(m-2)}, \quad (3.22)$$
\[ \|G\|_{L^\tau} \leq C \|G\|^{1-\lambda_2}_{L^m} \|G\|^{\lambda_2}_{L^{2m}} \quad ; \quad \lambda_2 = \frac{2-\frac{m}{q}}{\alpha}. \] (3.23)

In order for \( \lambda_1, \lambda_2 \in (0,1) \), we impose the following restrictions

\[ \frac{4-m}{2m} \leq \gamma \leq \frac{m-(2-\alpha)(m-2)}{2m} \quad ; \quad m \leq q \leq \frac{2m}{2-\alpha}. \] (3.24)

In view of the inequalities (3.22) and (3.23), we obtain

\[ C\|\Lambda^{\gamma_\theta}\|_{L^\frac{1}{\tau}} \|G\|_{H^\frac{\mu}{2}} \|G\|^{m-2}_{L^{2m/2}} \]
\[ \leq C\|\Lambda^{\gamma_\theta}\|_{L^\frac{1}{\tau}} \|G\|_{H^\frac{\mu}{2}} \|G\|_{L^{2m}}^{(m-2)(1-\lambda_1)} \|G\|_{L^{2m}}^{(m-2)\lambda_1} \]
\[ \leq \tilde{C} \|G\|_{L^{2m}}^{m-1} + C(\|\Lambda^{\gamma_\theta}\|_{L^\frac{1}{\tau}} \|G\|_{H^\frac{\mu}{2}}) \|G\|_{L^{m}}^{m-(m-2)\lambda_1} \|G\|_{L^{m}}^{m(1-\lambda_1)\lambda_2}, \] (3.25)

\[ C\|G\|_{L^\tau}^{m-1} \|G\|_{H^\frac{\mu}{2}} \]
\[ \leq C\|G\|_{L^{2m}}^{m-1} \|G\|_{H^\frac{\mu}{2}} \|G\|_{L^{2m}}^{(m-2)(1-\lambda_1)\lambda_2} \|G\|_{L^{2m}}^{(m-2)\lambda_1} \|G\|_{L^{m}}^{(m-1)(1-\lambda_2)} \|G\|_{L^{m}}^{m-1} \|G\|_{L^{m}}^{(m-1)\lambda_2}, \] (3.26)

Inserting the estimates (3.25) and (3.26) into the inequality (3.21), it holds that

\[ \frac{d}{dt} \|G(t)\|_{L^m}^{m} + \|G\|_{L^{2m}}^{m} \leq C(\|\Lambda^{\gamma_\theta}\|_{L^\frac{1}{\tau}} \|G\|_{H^\frac{\mu}{2}}) \|G\|_{L^{m}}^{m-(m-2)\lambda_1} \|G\|_{L^{m}}^{m(1-\lambda_1)\lambda_2} \|G\|_{L^{m}}^{m(1-\lambda_2)} \|G\|_{L^{m}}^{m-1} \|G\|_{L^{m}}^{(m-1)\lambda_2}, \] (3.27)

It is easy to check that

\[ \frac{m(m-2)(1-\lambda_1)}{m-(m-2)\lambda_1} \leq m, \quad \frac{m(m-1)(1-\lambda_2)}{m-(m-1)\lambda_2} \leq m, \]

and for \( m \) satisfying inequality (3.8)

\[ \frac{m\mu}{m-(m-1)\lambda_2} \leq 2 \quad (\text{due to } m < \frac{1}{1-\alpha}). \]

We choose \( \gamma \in (0, \frac{1}{2}) \) such that

\[ \gamma \leq \frac{8-(2-\alpha)m}{2m(2+\alpha)} \quad (\text{due to } m < \frac{8}{2-\alpha}). \] (3.28)

Later we explain why such \( \gamma \) can be selected. Then, for \( \gamma \) satisfying the condition (3.28), we have

\[ \frac{m}{m-(m-2)\lambda_1} \leq \frac{2}{2\gamma+1}. \]

In summary, by Lemma 3.1 we have obtained

\[ \frac{d}{dt} \|G(t)\|_{L^m}^{m} + \|G\|_{L^{2m}}^{m} \leq C\left(1 + \|\Lambda^{\gamma_\theta}\|_{L^\frac{1}{\tau}} + \|G\|_{H^\frac{\mu}{2}}\right) \|G\|_{L^{m}}^{m}(1 + \|G\|_{L^{m}}^{m}). \] (3.29)
Gronwall’s inequality then implies the desired result.

To complete the proof, we explain that \( q \) and \( \gamma \) can be selected to satisfy all the restrictions stated above. The number \( q \) should satisfy

\[
\max \left\{ \frac{4(m-1)}{3\alpha - 2\delta}, m \right\} < q < \min \left\{ \frac{2(m-1)}{2-\alpha}, \frac{2m}{2-\alpha} \right\}.
\]

Direct computations yield that the number \( q \) can be fixed if we select \( \delta < \frac{3\alpha - 2}{2} \). Putting all the restrictions (3.15), (3.17), (3.24), (3.28), and \( 0 < \gamma < \frac{1}{2} \) on \( \gamma \), we have

\[
\underline{B}(\alpha) < \gamma < \overline{B}(\alpha),
\]  

where

\[
\underline{B}(\alpha) = \max \left\{ 0, \frac{2\beta + 2 - 3\alpha}{2\beta}, \frac{4 - 5\alpha}{2\beta}, \frac{4 - m}{2m} \right\},
\]

\[
\overline{B}(\alpha) = \min \left\{ \frac{1}{2}, \frac{1 - \alpha}{\beta}, \frac{m - (2 - \alpha)(m - 2)}{2m}, \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)} \right\}.
\]

Inserting \( \beta = 1 - \alpha \) into \( \underline{B}(\alpha) \) and \( \overline{B}(\alpha) \), the restriction on \( \gamma \) reduces to

\[
\max \left\{ 0, \frac{4 - 5\alpha}{2(1 - \alpha)}, \frac{4 - m}{2m} \right\} < \gamma < \min \left\{ \frac{1}{2}, \frac{m - (2 - \alpha)(m - 2)}{2m}, \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)} \right\}.
\]

Moreover, the number \( m \) should obey

\[
2 < m < \min \left\{ \frac{8}{2 - \alpha}, \frac{2}{2 - 2\alpha + \delta} \right\}.
\]

Due to the arbitrariness of \( \delta > 0 \), it gives

\[
2 < m < \min \left\{ \frac{8}{2 - \alpha}, \frac{1}{1 - \alpha} \right\}.
\]

Invoking direct computation yields that for \( m > 2 \)

\[
\frac{1}{2} \geq \frac{m - (2 - \alpha)(m - 2)}{2m} \geq \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)}.
\]

As a consequence of the above fact, the condition (3.30) reduces to

\[
\max \left\{ 0, \frac{4 - 5\alpha}{2(1 - \alpha)}, \frac{4 - m}{2m} \right\} < \gamma < \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)}.
\]

It is easy to check that the \( \gamma \) would work if the following restrictions are met

\[
\frac{4 - 5\alpha}{2(1 - \alpha)} < \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)}, \quad \frac{4 - m}{2m} < \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)},
\]

which leads to

\[
(10 - 9\alpha - 4\alpha^2)m < 8(1 - \alpha).
\]

This ends the proof of Lemma 3.2.
We are ready to prove Theorem 1.1.

Proof. (Proof of Theorem 1.1.) The proof follows from the idea in [31]. It consists of two steps. The first step shows that $u_G \in C^\sigma$ with $\sigma > \alpha = 1 - \beta$. The second step is to conclude the desired result by invoking the recent progress on the generalized critical surface quasi-geostrophic equation. We then conclude the global regularity of our solution once the regularity of $\theta$ is known. Now we present the details.

According to Lemma 2.5, if $G$ satisfies
\[ \sup_{0 \leq t \leq T} \| G(t) \|_{L^m} \leq C \quad \text{for some } m > \frac{2}{\alpha}, \] (3.33)
then $G$ can be shown to satisfy
\[ \sup_{0 \leq t \leq T} \| G(t) \|_{B^{3\alpha - 2}_{\infty, \infty}} \leq C(T, u_0, \theta_0) < \infty, \quad \tilde{r}_0 = \frac{2m}{2 - (1 - \alpha)m}, \] (3.34)
By Lemma 3.2, we indeed have obtained
\[ \sup_{0 \leq t \leq T} \| G(t) \|_{L^m} \leq C \quad \text{for any } 2 < m < m_0. \] (3.35)
It is worthwhile to notice that for $\alpha > \frac{3}{4}$, we have
\[ \frac{8}{2 - \alpha} > \frac{2}{\alpha}, \quad \frac{1}{1 - \alpha} > \frac{2}{\alpha}. \]
On the other hand, for $\frac{3}{4} < \alpha \leq \frac{7 + \sqrt{145}}{24}$, we need the restriction
\[ \frac{8(1 - \alpha)}{10 - 9\alpha - 4\alpha^2} = m_0 > m > \frac{2}{\alpha}, \]
which leads to the requirement
\[ \alpha > \frac{10}{13} \approx 0.7692. \]
As a consequence, for $m > \frac{2}{\alpha}$ and $\sigma = 2\alpha - \frac{2}{m} > \alpha$, we have
\[
\| u_G \|_{C^\sigma} = \| \nabla^\perp \Delta^{-1} G \|_{C^\sigma} \\
\approx \| \nabla^\perp \Delta^{-1} G \|_{B^0_{\infty, \infty}} \quad (0 < \sigma < 1) \\
\leq C \| G \|_{L^2} + C \| G \|_{B^{2\alpha - 1}_{\infty, \infty}} \\
\leq C \| G \|_{L^2} + C \| G \|_{B^{3\alpha - 2}_{\tilde{r}_0, \infty}} \quad \left( \tilde{r}_0 = \frac{2m}{2 - (1 - \alpha)m} \right) \\
\leq C(T, u_0, \theta_0) < \infty.
\] (3.36)
This yields the global $C^\sigma$ bound on $u_G$. Therefore, according to the bound $\| \theta(t) \|_{L^\infty} \leq \| \theta_0 \|_{L^\infty}$ and the properties of Besov spaces, we can conclude
\[
\| u_\theta \|_{C^\alpha} = \| \nabla^\perp \Delta^{-1} R_\alpha \theta \|_{C^\alpha} \\
\approx \| \nabla^\perp \Delta^{-1} R_\alpha \theta \|_{B^\alpha_{\infty, \infty}} \\
\leq C \| \theta \|_{L^2} + C \| \theta \|_{B^0_{\infty, \infty}}
\]
\[ \leq C \| \theta \|_{L^2} + C \| \theta \|_{L^\infty} \]
\[ \leq C(T, u_0, \theta_0) < \infty. \]

Combining the above two bounds shows
\[ \| u \|_{C^\alpha} \leq \| u_G \|_{C^\alpha} + \| u_\theta \|_{C^\alpha} \leq C(T, u_0, \theta_0) < \infty, \quad \alpha = 1 - \beta. \]

We now return to the equation of \( \theta \) and treat it as a generalized critical surface quasi-geostrophic (SQG) type equation
\[
\begin{aligned}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^\beta \theta &= 0,
\quad u = u_G + u_\theta, \quad u_\theta = -\nabla \perp \Lambda^{-2-\alpha} \partial_{x_1} \theta.
\end{aligned}
\]

(3.37)

By Lemma 2.3, \( \theta \) is Hölder continuous, namely \( \| \theta \|_{C^{\eta}} < \infty \) for some \( \eta > 0 \), which, in turn, implies
\[ \| u_\theta \|_{C^{\alpha + \eta}} = \| \nabla \perp \Lambda^{-2-\alpha} \partial_{x_1} \theta \|_{C^{\alpha + \eta}} \leq C \| \theta \|_{L^2} + C \| \theta \|_{C^{\eta}} \leq C(T, u_0, \theta_0) < \infty. \]

Moreover, it follows from the inequality (3.36) that
\[ \| u_G \|_{C^\sigma} \leq C(T, u_0, \theta_0) < \infty, \quad \sigma > \alpha = 1 - \beta. \]

Therefore,
\[ \| u \|_{C^\rho} \leq C(T, u_0, \theta_0) < \infty, \quad \rho = \min \{ \alpha + \eta, \sigma \} > \alpha = 1 - \beta, \]

which, together with Lemma 2.4, implies that \( \theta \) becomes immediately differentiable. In particular, we have
\[
\begin{aligned}
\int_0^T \| \nabla \theta(t) \|_{L^\infty} dt &\leq C(T, u_0, \theta_0) < \infty,
\end{aligned}
\]

(3.38)

and
\[ \| \omega(t) \|_{L^\infty} \leq \| \omega_0 \|_{L^\infty} + \int_0^T \| \nabla \theta(\tau) \|_{L^\infty} d\tau < \infty. \]

(3.39)

Then the inequalities (3.38) and (3.39) imply \( (u, \theta) \) is the desired classical solution. This completes the proof of Theorem 1.1.

4. \textit{A priori} estimates for Boussinesq Equation (1.1) with \( \alpha + \beta < 1 \)

Our next goal is to prove Theorem 1.2, namely the eventual regularity for the supercritical case \( \alpha + \beta < 1 \). This section serves as a preparation. We establish \textit{a priori} bound for \( u_G \). We need to distinguish two cases, namely \( \alpha > \frac{4}{5} \) and \( \alpha \leq \frac{4}{5} \).

We note that Lemma 3.1 works for both the critical case and the supercritical case \( \alpha + \beta \leq 1 \). Next we establish a global \textit{a priori} bound for \( \| G \|_{L^5} \) when \( \alpha + \beta < 1 \) with \( \alpha > \frac{4}{5} \).

**Lemma 4.1.** Consider Equation (1.1) with \( \alpha + \beta < 1 \) and \( \alpha > \frac{4}{5} \). Then,
\[
\| G(t) \|_{L^5}^5 + \int_0^t \| G(\tau) \|_{L^{10/3}}^5 d\tau \leq C(T) < \infty,
\]

(4.1)
\[
\sup_{0 \leq t \leq T} \|G(t)\|_{B^{3\alpha-2}_{\infty, \infty}} \leq C(T) < \infty,
\]
(4.2)

and
\[
\sup_{0 \leq t \leq T} \|u_G\|_{\text{Lip}} \leq C(T) < \infty.
\]
(4.3)

**Proof.** As in the proof of Lemma 3.2, the inequality (3.29) remains valid as long as
\[
2 < m < \min\left\{ \frac{8}{2 - \alpha}, \frac{2}{2 - 2\alpha + \delta} \right\},
\]
(4.4)

where
\[
B(\alpha) = \max\left\{ 0, \frac{2\beta + 3\alpha}{2\beta}, \frac{4 - 5\alpha}{2\beta}, \frac{4 - m}{2m} \right\} = \max\left\{ 0, \frac{4 - 5\alpha}{2\beta}, \frac{4 - m}{2m} \right\},
\]
and
\[
\overline{B}(\alpha) = \min\left\{ \frac{1}{2}, \frac{1 - \alpha}{\beta}, \frac{m - (2 - \alpha)(m - 2)}{2m}, \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)} \right\} = \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)},
\]
due to \(\frac{1 - \alpha}{\beta} \geq \frac{m - (2 - \alpha)(m - 2)}{2m} \geq \frac{8 - (2 - \alpha)m}{2m(2 + \alpha)} \) and \(\beta < 1 - \alpha\). Therefore, \(\gamma\) satisfying condition (4.4) can be selected if
\[
\max\left\{ 0, \frac{m(4 - 5\alpha)(2 + \alpha)}{8 - (2 - \alpha)m} \right\} < \beta < 1 - \alpha.
\]
(4.5)

Now for the case \(\alpha > \frac{4}{5}\) and \(\alpha + \beta < 1\), we choose \(m = 5\). As a result, the differential inequality (3.27) becomes
\[
\frac{d}{dt} \|G(t)\|_{L^5}^5 + \|G\|_{L^{\infty}}^{\frac{10}{2m}} \leq C(1 + \|\Lambda^{\gamma \beta} \theta\|_{L^{\frac{1}{\gamma}}}^\frac{1}{\gamma} + \|G\|_{H^{\frac{2}{2m}}}^2) (1 + \|G\|_{L^5}^5),
\]
(4.6)

which, by Gronwall’s inequality, implies
\[
\|G(t)\|_{L^5}^5 + \int_0^T \|G(\tau)\|_{L^{\infty}}^{\frac{10}{2m}} \, d\tau \leq C < \infty.
\]
(4.7)

The inequality (4.2) is a direct consequence of Lemma 2.5, and the inequality (4.3) follows from the inequality (4.2). In fact, by the Besov embedding and the inequality (4.2),
\[
\|\nabla u_G\|_{L^\infty} \leq C \|\nabla \nabla^{\perp} \Delta^{-1} G\|_{L^\infty} \leq C \|G\|_{B^{3\alpha-2}_{\infty, \infty}} \leq C.
\]

This yields the global Lipschitz bound on \(u_G\). \(\square\)

When \(\alpha \leq \frac{4}{5}\), the following global bound for \(u_G\) can be established.

**Lemma 4.2.** Consider Equation (1.1) with the supercritical indices \(\alpha + \beta < 1\) and \(\alpha \leq \frac{4}{5}\). Then for any \(m\) satisfying
\[
2 < m < \bar{m}_0, \quad \bar{m}_0 := \min\left\{ \frac{1}{1 - \alpha}, \frac{8}{2 - \alpha}, \frac{8\beta}{(4 - 5\alpha)(2 + \alpha) + (2 - \alpha)\beta} \right\},
\]

we have

\[ \|G(t)\|_{L^m}^m + \int_0^t \|G(\tau)\|_{L^{2m}}^m d\tau \leq C(T) < \infty. \quad (4.8) \]

In addition, if \( \frac{2}{\alpha} < m < \tilde{m}_0 \), then

\[ \sup_{0 \leq t \leq T} \|G(t)\|_{B^{3\alpha-2}_{\tilde{r}_0, \infty}} \leq C(T) < \infty, \quad \tilde{r}_0 = \frac{2m}{2 - (1 - \alpha)m}. \quad (4.9) \]

As a consequence, for \( \beta \) satisfying

\[ \frac{-3(3\alpha - 2) + \sqrt{\alpha^2 - 204\alpha + 164}}{8} < \beta < 1 - \alpha, \quad (4.10) \]

(of course, it requires \( \alpha > \frac{10}{13} \approx 0.7692 \)), it holds

\[ \sup_{0 \leq t \leq T} \|u_G\|_{C^{1-\mu}} \leq C(T) < \infty, \quad 0 < \mu < \beta. \quad (4.11) \]

**Proof.** The proof of the inequality (4.8) is very similar to that of Lemma 3.2. We remark that the constraint

\[ m < \frac{8\beta}{(4 - 5\alpha)(2 + \alpha) + (2 - \alpha)\beta} \]

follows from condition (4.5), namely

\[ \frac{m(4 - 5\alpha)(2 + \alpha)}{8 - (2 - \alpha)m} < \beta < 1 - \alpha. \]

The inequality (4.9) follows from the inequality (4.8) and Lemma 2.5, and the inequality (4.11) is a consequence of the inequality (4.9) and the constraint imposed on \( \beta \). More precisely, for \( \beta \) satisfying the inequality (4.10), we have

\[ \frac{2}{2\alpha - 1 + \beta} < \frac{8\beta}{(4 - 5\alpha)(2 + \alpha) + (2 - \alpha)\beta}, \]

and then we can choose \( m \) satisfying

\[ \frac{2}{2\alpha - 1 + \beta} < m < \frac{8\beta}{(4 - 5\alpha)(2 + \alpha) + (2 - \alpha)\beta}. \]

Set \( \mu = \frac{2}{m} - 2\alpha + 1 \), clearly \( \mu < \beta \). Then

\[ \|u_G\|_{C^{1-\mu}} \approx \|u_G\|_{B^{1-\mu}_{\infty, \infty}} \]

\[ = \|\nabla^\perp \Delta^{-1} G\|_{B^{1-\mu}_{\infty, \infty}} \]

\[ \leq C\|G\|_{L^2} + C\|G\|_{B^{3\alpha-2}_{\tilde{r}_0, \infty}}, \quad \tilde{r}_0 = \frac{2m}{2 - (1 - \alpha)m} \]

\[ \leq C(T). \quad (4.12) \]
Due to the restrictions
\[
\frac{2}{2\alpha - 1 + \beta} < \min \left\{ \frac{1}{1 - \alpha'}, \frac{8}{2 - \alpha} \right\},
\]
we need
\[
\beta > 3 - 4\alpha.
\] (4.13)

Therefore, \( \beta \) should satisfy
\[
\max \left\{ -3(3\alpha - 2) + \sqrt{\alpha^2 - 204\alpha + 164} \right\} < \beta < 1 - \alpha.
\] (4.14)

Observing the restriction \( \alpha > \frac{3}{4} \), the final restriction on \( \beta \) is
\[
\frac{-3(3\alpha - 2) + \sqrt{\alpha^2 - 204\alpha + 164}}{8} < \beta < 1 - \alpha,
\] (4.15)

which would work as long as \( \alpha > \frac{10}{13} \approx 0.7692 \). The proof of Lemma 4.2 is complete.

5. The proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. In order to achieving this goal, we first need to establish Proposition 1.1. We consider the difference
\[
\delta_h \theta(x, t) = \theta(x + h, t) - \theta(x, t).
\]

We will use the pointwise equality (see, e.g., [17, 20])
\[
2f(x)\Lambda^\beta f(x) = \Lambda^\beta [f^2(x)] + D_\beta [f](x), \quad 0 < \beta < 2,
\]
where
\[
D_\beta [f](x) = C(\beta) \text{p.v.} \int_{\mathbb{R}^2} \frac{[f(x) - f(x + y)]^2}{|y|^{2+\beta}} dy.
\]

Following [16], we have
\[
\mathcal{L}(\delta_h \theta)^2 + D_\beta [\delta_h \theta] = 0, \quad (5.1)
\]
where \( \mathcal{L} \) denotes the differential operator
\[
\mathcal{L} = \partial_t + u \cdot \nabla_x + (\delta_h u) \cdot \nabla_h + \Lambda^\beta.
\]

Similarly as in [21], for
\[
v(x, t; h) = \frac{\delta_h \theta(x, t)}{(\xi^2(t) + |h|^2)^2},
\]
and for any bounded differentiable function \( \xi : [0, \infty) \mapsto [0, \infty) \), we have
\[
\mathcal{L}v^2 + \frac{D_\beta [\delta_h \theta]}{(\xi^2 + |h|^2)^\gamma} = 2\gamma |\xi| \frac{\xi}{\xi^2 + |h|^2} v^2 - 2\gamma \frac{h \cdot \delta_h u}{\xi^2 + |h|^2} v^2
\]
\[
\leq 2\gamma |\xi| \frac{\xi}{\xi^2 + |h|^2} v^2 + 2\gamma \frac{|h| |\delta_h u|}{\xi^2 + |h|^2} v^2, \quad (5.2)
\]
where $\delta_h u = \nabla^\perp \Lambda^{-1-\alpha} \delta_h \theta$. It is worthwhile to state that when $\xi(t)=0$, $\|v\|_{L^\infty_{x,h}}$ is equivalent to the H"older seminorm $|\theta(t)|_{C^\gamma} := \sup_{x \neq y} \frac{|\theta(x) - \theta(y)|}{|x-y|^{\gamma}}$.

Parallel to Lemma 3.1 in [21], we have the following lower bound on $D_\beta[\delta_h \theta](x)$.

**Lemma 5.1.** Let $0 < \beta < 1$ and $0 < \gamma < 1$. Then there exists a positive constant $C_1 = C_1(\beta, \gamma) \geq 1$ such that

$$D_\beta[\delta_h \theta](x) \geq \frac{1}{C_1 |h|^{\beta}} \left[ \frac{\|v(x;h)\|}{\|v\|_{L^\infty_{x,h}}} \right]^{\frac{\beta}{\gamma}} (v(x;h))^2. \quad (5.3)$$

**Proof.** Let $\chi$ be a smooth radially cutoff function that vanishes on $|x| \leq 1$ and is identically 1 for $|x| \geq 2$ and such that $|\chi'| \leq 2$. For $R \geq 4|h|$, we can conclude

$$D_\beta[\delta_h \theta](x) \geq C(\beta) \int_{\mathbb{R}^2} \frac{[\delta_h \theta(x) - \delta_h \theta(x+y)]^2}{|y|^{2+\beta}} \chi\left(\frac{|y|}{R}\right) dy$$

$$\geq C(\beta)|\delta_h \theta(x)|^2 \int_{\mathbb{R}^2} \frac{1}{|y|^{2+\beta}} \chi\left(\frac{|y|}{R}\right) dy - 2C(\beta)|\delta_h \theta(x)| \int_{\mathbb{R}^2} \frac{\delta_h \theta(x+y)}{|y|^{2+\beta}} \chi\left(\frac{|y|}{R}\right) dy$$

$$\geq C(\beta)|\delta_h \theta(x)|^2 \int_{|y| \geq R} \frac{2}{|y|^{2+\beta}} \chi\left(\frac{|y|}{R}\right) dy$$

$$\geq C(\beta)|\delta_h \theta(x)|^2 \int_{|y| \geq R} \frac{2}{|y|^{\beta}} \chi\left(\frac{|y|}{R}\right) dy$$

$$\geq C(\beta)|\delta_h \theta(x)|^2 \int_{|y| \geq R} \frac{2}{|y|^{3+\beta}} \chi\left(\frac{|y|}{R}\right) dy$$

$$\geq C(\beta)|\delta_h \theta(x)|^2 \int_{|y| \geq R} \frac{2}{|y|^{3+\beta}} \chi\left(\frac{|y|}{R}\right) dy$$

where we have used the following fact, for $|y| \geq \frac{3}{4} R$,

$$|\delta_h \left(\chi\left(\frac{|y|}{R}\right)\right)| \leq C|h| \left(\frac{1}{|y|^{3+\beta}} + \frac{|\chi'||y|}{R} \right) I_{\{4|y| \leq 2R\}} \leq \frac{C|h|}{|y|^{3+\beta}}.$$

Now we take $R$ as

$$R = \left[ \frac{8C \|v\|_{L^\infty_{x,h}}}{\|v(x;h)\|} \right]^{\frac{1}{\gamma}} \ 	ext{if} \ |h| \geq 4|h|.$$

Then, we easily obtain

$$2C(\beta)|h| |\delta_h \theta(x)||v|_{L^\infty_{x,h}} \left( \frac{\xi^\gamma}{R^{1+\beta}} + \frac{1}{R^{1+\beta-\gamma}} \right)$$

$$\leq \frac{2C(\beta)|h| |\delta_h \theta(x)||v|_{L^\infty_{x,h}}}{R^{\beta}} \left( \frac{\xi^\gamma}{8C \|v\|^0_{L^\infty_{x,h}}} + \frac{1}{8C |h|^{1-\gamma} \|v\|_{L^\infty_{x,h}}} \right)$$

$$\leq \frac{2C(\beta)|h| |\delta_h \theta(x)||v|_{L^\infty_{x,h}}}{R^{\beta}} \left( \frac{\xi^\gamma}{8C \|v\|^0_{L^\infty_{x,h}}} + \frac{1}{8C |h|^{1-\gamma} \|v\|_{L^\infty_{x,h}}} \right)$$

$$\leq \frac{C(\beta)|h| |\delta_h \theta(x)||v|_{L^\infty_{x,h}}}{4R^{\beta}} \left( \frac{\xi^\gamma}{|h|^{\gamma}} + \frac{|h|^\gamma}{|v|_{L^\infty_{x,h}}} \right)$$

$$\leq \frac{C(\beta)|h| |\delta_h \theta(x)||v|_{L^\infty_{x,h}}}{4R^{\beta}} \left( \frac{\xi^\gamma}{|h|^{\gamma}} + \frac{|h|^\gamma}{|v|_{L^\infty_{x,h}}} \right)$$
\[
\leq \frac{C(\beta)|h|\|\delta_h \theta(x)\|_{L^\infty_{x,h}}}{2R^\beta} \left(\frac{\xi^2 + |h|^2}{}\right)^{\frac{\beta}{2}} \frac{\|v(x;h)\|}{|h|} \|v\|_{L^\infty_{x,h}}
\]

\[
\leq C(\beta) \frac{|\delta_h \theta(x)|^2}{2R^\beta}.
\tag{5.5}
\]

Combining the inequalities (5.4) and (5.5), we immediately have

\[
D_\beta [\delta_h \theta](x) \geq C(\beta) \left[\frac{|\delta_h \theta(x)|^2}{C_1|h|^\beta} \left[\frac{\|v(x;h)\|}{\|v\|_{L^\infty_{x,h}}}\right]^{\frac{\beta}{2}}\right],
\]

where

\[
C_1 = \frac{2(8C)^{\frac{\beta}{2}}}{C(\beta)}.
\tag{5.6}
\]

This completes the proof of Lemma 5.1.

We select a suitable \(\xi = \xi(t)\) to serve our purpose.

**Lemma 5.2.** Let \(0 < \beta < 1\) and \(0 < \gamma < 1\). For \(\xi_0 > 0\) sufficiently large (to be fixed later), we define

\[
\xi(t) = \begin{cases} 
\left[\xi_0 - \frac{\beta}{16C_1 \gamma} t\right]^{\frac{\beta}{2}}, & \text{if } 0 \leq t \leq \hat{T}, \\
0, & \text{if } \hat{T} \leq t < \infty,
\end{cases}
\]

where \(C_1\) is as in Equation (5.6) and \(\hat{T} = \frac{16C_1 \gamma \xi_0^\beta}{\beta}\). Equivalently, \(\xi(t)\) satisfies the following ordinary differential equation

\[
\dot{\xi}(t) = -\frac{1}{16C_1 \gamma} \xi^{1-\beta}(t), \quad \xi(0) = \xi_0 > 0.
\tag{5.7}
\]

Moreover, the following inequality holds

\[
2\gamma |\dot{\xi}| \xi \xi^2 + |h|^2 v^2 \leq \frac{1}{8C_1|h|^\beta} v^2.
\tag{5.8}
\]

**Proof.** Simple calculations allow us to show

\[
2\gamma |\dot{\xi}| \xi \xi^2 + |h|^2 v^2 \leq \frac{\xi^{2-\beta}}{8C_1(\xi^2 + |h|^2)} v^2 \leq \left(\frac{\xi^2 + |h|^2}{8C_1(\xi^2 + |h|^2)}\right)^{\frac{\beta}{2}} v^2 \leq \frac{1}{8C_1|h|^\beta} v^2.
\]

This completes the proof.

The following lemma provides an estimate for \(\delta_h u\).

**Lemma 5.3.** Let \(\alpha + \gamma < 1\) and \(\rho \geq 4|h|\) be arbitrarily fixed. Then,

\[
|\delta_h u(x)| \leq C \left(\rho^{\alpha+\beta} [D_\beta [\delta_h \theta](x)]^{\frac{1}{2}} + |h||v|_{L^\infty_{x,h}} \left[\frac{1}{\rho^{1-\alpha-\gamma}} + \frac{\xi^\gamma}{\rho^{1-\alpha}}\right]\right) + C(T)|h|^{1-\mu}.
\tag{5.9}
\]

**Proof.** Recall Equation (A.1)2, namely

\[
u = u_G + u_\theta, \quad u_\theta = -\nabla^\perp_1 \Lambda^{-2-\alpha} \partial_1 \theta.
\]
As a consequence of the result on [51, p.73],

\[ u_\theta = -\mathcal{F}^{-1}\left(\frac{\xi^\perp}{|\xi|^{2+\alpha}}\right)*\partial_1 \theta \]

\[ = -\mathcal{F}^{-1}\left(\frac{\xi^\perp}{|\xi|^{1+2-(1-\alpha)}}\right)*\partial_1 \theta \]

\[ = C(\alpha) \frac{x^\perp}{|x|^{2-\alpha}}*\partial_1 \theta \]

\[ = C(\alpha) \int_{\mathbb{R}^2} \frac{(x-y)^\perp}{|x-y|^{2-\alpha}} \partial_1 \theta(y) \, dy, \quad (5.10) \]

where * stands for the convolution symbol. By using that the kernel of \( x^\perp \) has zero average on the unit sphere, it then gives

\[ \delta_h u_\theta = C(\alpha) \int_{\mathbb{R}^2} \frac{(x-y)^\perp}{|x-y|^{2-\alpha}} (\delta_h \partial_{y_1} \theta)(y) \, dy \]

\[ = C(\alpha) \int_{\mathbb{R}^2} \frac{(x-y)^\perp}{|x-y|^{2-\alpha}} \partial_{y_1} (\delta_h \theta)(y) \, dy \]

\[ = C(\alpha) \int_{\mathbb{R}^2} \frac{(x-y)^\perp}{|x-y|^{2-\alpha}} \partial_{y_1} [(\delta_h \theta)(y) - (\delta_h \theta)(x)] \, dy \]

\[ = C(\alpha) \int_{\mathbb{R}^2} \partial_{y_1} \left( \frac{(x-y)^\perp}{|x-y|^{2-\alpha}} \right) [\delta_h \theta(y) - \delta_h \theta(x)] \, dy \]

\[ = C(\alpha) \int_{\mathbb{R}^2} \partial_{y_1} \left( \frac{y^\perp}{|y|^{2-\alpha}} \right) [\delta_h \theta(x+y) - \delta_h \theta(x)] \, dy \]

\[ = \delta_h u_{\theta}^{(in)} + \delta_h u_{\theta}^{(out)}, \quad (5.11) \]

where

\[ \delta_h u_{\theta}^{(in)} = C(\alpha) \int_{\mathbb{R}^2} \partial_{y_1} \left( \frac{y^\perp}{|y|^{2-\alpha}} \right) \left[ 1 - \chi\left(\frac{|y|}{\rho}\right) \right] (\delta_h \theta(x+y) - \delta_h \theta(x)) \, dy, \]

\[ \delta_h u_{\theta}^{(out)} = C(\alpha) \int_{\mathbb{R}^2} \partial_{y_1} \left( \frac{y^\perp}{|y|^{2-\alpha}} \right) \chi\left(\frac{|y|}{\rho}\right) (\delta_h \theta(x+y) - \delta_h \theta(x)) \, dy. \]

Thanks to Equation (1.3), one has

\[ |\delta_h u_G| \leq \|u_G\|_{C^{1-\mu}} |h|^{1-\mu} \leq C(T)|h|^{1-\mu}. \]

It thus follows from Young’s inequality that

\[ |\delta_h u_{\theta}^{(in)}| \leq C(\alpha) \int_{|y| \leq \rho} \frac{1}{|y|^{2-\alpha}} |\delta_h \theta(x+y) - \delta_h \theta(x)| \, dy \]

\[ \leq C(\alpha) \left( \int_{|y| \leq \rho} \frac{1}{|y|^{2-2\alpha-\beta}} \, dy \right)^{\frac{1}{2}} \left( \int_{|y| \leq \rho} \frac{(\delta_h \theta(x+y) - \delta_h \theta(x))^2}{|y|^{2+\beta}} \, dy \right)^{\frac{1}{2}} \]

\[ \leq C \rho^{\alpha+\frac{\beta}{2}} \left[ D_\beta [\delta_h \theta] (x) \right]^{\frac{1}{2}}. \quad (5.12) \]

Finally, direct calculation yields, for \( \rho \geq 4|h| \),

\[ |\delta_h u_{\theta}^{(out)}| \leq C(\alpha) \int_{|y| \geq \frac{4}{\rho}} \delta_h \left( \partial_{y_1} \left( \frac{y^\perp}{|y|^{2-\alpha}} \right) \chi\left(\frac{|y|}{\rho}\right) \right) (\theta(x+y) - \theta(x)) \, dy \]
Lemma 5.4. Let
\[ \text{Then there exists some constant } C \]
\[
\text{Direct calculations show that for } \|v\|_{L^\infty_{x,h}} \leq M, \text{ we obtain Equation (5.9). The proof of Lemma 5.3 is completed.} \]

The following lemma provides an upper bound for the term involving \( \delta_h u \) under the condition \( \|v\|_{L^\infty_{x,h}} \leq M. \)

**Lemma 5.4.** Let \( 1 - \alpha - \beta < \gamma < 1 - \alpha \) with \( 0 < \alpha, \beta < 1 \), and assume that
\[
\|v\|_{L^\infty_{x,h}} \leq M := \frac{4\|\theta_0\|_{L^\infty}}{\xi_0^\gamma}.
\]

Then there exists some constant \( C_2 = C_2(\beta, \gamma) \geq 1 \) such that if
\[
\xi_0 = (C_2\|\theta_0\|_{L^\infty})^{\frac{1}{1-\alpha-\beta}},
\]
then
\[
2\gamma \frac{|h|}{\xi^2 + |h|^2} \frac{|\delta_h u|}{v^2} \leq \frac{D_\beta|\delta_h \theta|(x)}{2(\xi^2 + |h|^2)^\gamma} + \frac{1}{8C_1|h|^\beta} v^2
\]
for any \( |h| \leq \min\{\xi_0, (16C_1C(T))^{-\frac{1}{\gamma-\alpha}}\}. \)

**Proof.** By Young’s inequality and Equation (5.9),
\[
2\gamma \frac{|h|}{\xi^2 + |h|^2} \frac{|\delta_h u|}{v^2} \leq \frac{C_2\gamma|h|}{\xi^2 + |h|^2} \left( \rho^{\alpha + \frac{\beta}{2}} [D_\beta|\delta_h \theta|(x)] \right)^{\frac{1}{2}} + \|v\|_{L^\infty_{x,h}} \left[ \frac{1}{\rho^{1-\alpha-\gamma}} + \xi^\gamma \right] v^2 + C(T) \frac{|h|^{2-\mu}}{\xi^2 + |h|^2} v^2
\]
\[
\leq \frac{D_\beta|\delta_h \theta|(x)}{2(\xi^2 + |h|^2)^\gamma} + \frac{C_1|h|^2}{\xi^2 + |h|^2} \left( \frac{\gamma v^2}{(\xi^2 + |h|^2)^{1-\gamma}} \rho^{2\alpha + \beta} + \frac{\|v\|_{L^\infty_{x,h}}}{\rho^{1-\alpha-\gamma}} + \frac{\|v\|_{L^\infty_{x,h}}}{\rho^{1-\alpha}} \right) v^2
\]
\[
+ C(T) \frac{|h|^{2-\mu}}{\xi^2 + |h|^2} v^2.
\]

Now we take
\[
\rho = 4(\xi^2 + |h|^2)^{\frac{1}{\gamma}}.
\]

Direct calculations show that for \( |h| \leq \xi_0, \)
\[
\frac{\gamma v^2}{(\xi^2 + |h|^2)^{1-\gamma}} \rho^{2\alpha + \beta} = \frac{4^{2\alpha + \beta} v^2}{(\xi^2 + |h|^2)^{1-\gamma}} (\xi^2 + |h|^2)^{2\alpha + \beta}
\]
\[ \frac{1}{\xi_0^\gamma} \left( \xi^2 + |h|^2 \right)^{\frac{2\alpha + 2\beta + 2\gamma - 2}{2}} \leq C \frac{\theta_0}{\xi_0^\gamma} \left( \xi^2 + |h|^2 \right)^{\frac{2\alpha + 2\beta + 2\gamma - 2}{2}} \]

where we have used the fact
\[ 1 - \alpha - \beta < \gamma < 1 - \alpha \Rightarrow 2\gamma > 2\alpha + 2\beta + 2\gamma - 2 > 0. \]

Therefore,
\[
\frac{\|v\|_{L^\infty}}{\rho^{1-\alpha-\gamma}} + \frac{\|v\|_{L^\infty}}{\rho^{1-\alpha}} \leq \frac{4\|\theta_0\|_{L^\infty}}{\xi_0^\gamma} \left( \xi^2 + |h|^2 \right)^{\frac{\alpha + \gamma - 1 + \beta}{2}} + \frac{4\|\theta_0\|_{L^\infty}}{\xi_0^\gamma} \left( \xi^2 + |h|^2 \right)^{\frac{\alpha + \gamma - 1 + \beta}{2}} \]

where the following fact has also been applied
\[ 1 - \alpha - \beta < \gamma < 1 - \alpha \Rightarrow \gamma > \alpha + \gamma - 1 + \beta > 0. \]

Substituting the inequalities (5.16) and (5.17) into the inequality (5.15), we obtain the estimate
\[
2\gamma \frac{|h|}{\xi^2 + |h|^2} |\delta_h u|^2 \leq \frac{D_0 |\delta_h \theta(x)|}{2(\xi^2 + |h|^2)^{\gamma}} + C\gamma \left\{ \frac{\|\theta_0\|_{L^\infty}^2}{\xi_0^{2 - 2\alpha - 2\beta}} \frac{1}{|h|^\beta} + \frac{\|\theta_0\|_{L^\infty}}{\xi_0^{1 - \alpha - \beta}} \right\} v^2 \\
+ C(T) \frac{1}{\xi^2 + |h|^2} |v|^2 \leq \frac{D_0 |\delta_h \theta(x)|}{2(\xi^2 + |h|^2)^{\gamma}} + C(T) |v|^2 + C\gamma \left\{ \frac{\|\theta_0\|_{L^\infty}^2}{\xi_0^{2 - 2\alpha - 2\beta}} + \frac{\|\theta_0\|_{L^\infty}}{\xi_0^{1 - \alpha - \beta}} \right\} \frac{1}{|h|^\beta} |v|^2 \leq \frac{D_0 |\delta_h \theta(x)|}{2(\xi^2 + |h|^2)^{\gamma}} + \frac{1}{8C_1 |h|^\beta} |v|^2. \]

Here we have used the following conditions
\[
C\gamma \left\{ \frac{\|\theta_0\|_{L^\infty}^2}{\xi_0^{2 - 2\alpha - 2\beta}} + \frac{\|\theta_0\|_{L^\infty}}{\xi_0^{1 - \alpha - \beta}} \right\} \leq \frac{1}{16C_1}, \quad \frac{C(T)}{|h|^\mu} \leq \frac{1}{16C_1 |h|^\beta}. \]
The first condition is fulfilled if we select \( \xi_0 \) large enough. In fact, it is sufficient to choose \( \xi_0 \) as
\[
\xi_0 = (C_2 \| \theta_0 \|_{L^\infty})^{\frac{1}{1-\alpha-\beta}},
\]
where \( C_2 = 48CC_1\gamma \). The second condition can be guaranteed by the assumption \( |h| \leq (16C_1C(T))^{-\frac{1}{\alpha-\beta}} \). This completes the proof of Lemma 5.4. \( \square \)

**Proof.** (Proof of Proposition 1.1.) By the definition of \( v \),
\[
\|v(0)\|_{L^\infty_{x,h}} \leq \frac{2\|\theta_0\|_{L^\infty}}{\xi_0^2} = \frac{M}{2}.
\]
Define
\[
T_0 = \sup \{ t \geq 0 : \|v(s)\|_{L^\infty_{x,h}} < M, \forall s \in [0, t] \}.
\]

\( T_0 \) is the first time for which \( \|v(s)\|_{L^\infty_{x,h}} \) reaches the value \( M \). We claim that \( T_0 = +\infty \). First, \( T_0 > 0 \) due to the continuity of \( \|v(t)\|_{L^\infty_{x,h}} \) in time variable \( t \). Note that the continuity of \( v \) with respect to variable \( x \) and \( h \) and \( |v(x,t)| \to 0 \) as \( |x| \to \infty \), there exist \( (\bar{x}, \bar{h}) \) such that
\[
|v(\bar{x}, T_0; \bar{h})| = \|v(\bar{x}, T_0; \bar{h})\|_{L^\infty_{x,h}} = M.
\]
The value \( \bar{h} \) satisfies \( |\bar{h}| \leq \xi_0 \). Indeed, for any \( |h| \geq \xi_0 \), we have
\[
|v(x,t; h)| \leq \frac{2\|\theta_0\|_{L^\infty}}{|h|^\gamma} \leq \frac{2\|\theta_0\|_{L^\infty}}{\xi_0^\gamma} = \frac{M}{2}.
\]
By Lemmas 5.1 and 5.4, we can conclude that for any \( t \in (0, T_0) \)
\[
\mathcal{L}v^2 + \frac{D_\beta[h, \theta]}{(\xi^2 + |h|^2)^\gamma} \leq \frac{1}{4C_1|h|^\beta} v^2 + \frac{D_\beta[h, \theta](x)}{2(\xi^2 + |h|^2)^\gamma}, \quad |h| \leq \xi_0.
\]
Making use of the lower bound established in Lemma 5.1, we see that
\[
\mathcal{L}v^2 + \frac{1}{4C_1|h|^\beta} \left( \left[ \frac{|v(x; h)|}{\|v\|_{L^\infty_{x,h}}} \right]^{\frac{\beta}{\gamma}} - 1 \right) v^2 + \frac{1}{4C_1|h|^\beta} \left[ \frac{|v(x; h)|}{\|v\|_{L^\infty_{x,h}}} \right]^{\frac{\beta}{\gamma}} v^2 \leq 0,
\]
for any \( |h| \leq \xi_0 \). Let \( \varepsilon \) be small enough such that
\[
\|v(s)\|_{L^\infty_{x,h}} \geq \frac{M}{2}, \forall s \in [T_0 - \varepsilon, T_0).
\]
Let \( (\bar{x}, \bar{h}) = (\bar{x}(s), \bar{h}(s)) \) be the point at which \( v^2 \) attains its maximum value of \( M^2 \). At this point, we have
\[
\partial_x v^2 = \partial_h v^2 = 0, \Lambda^3 v^2 \geq 0.
\]
Therefore, Equation (5.20) yields
\[
(\partial_s v^2)(\bar{x}, s; \bar{h}) + \frac{M^2}{16C_1\xi_0^\beta} \leq \mathcal{L}v^2(\bar{x}, s; \bar{h}) + \frac{1}{4C_1|h|^\beta} v^2(\bar{x}, s; \bar{h}) \leq 0,
\]
which implies

$$(\partial_s v^2)\langle x,s;\tilde{h}\rangle \leq -\frac{M^2}{16C_1\xi_0^\beta}, \quad \forall s \in [T_0 - \varepsilon, T_0).$$

Following an argument in [16, Appendix B], one may show that for almost every $s$ in $s \in [T_0 - \varepsilon, T_0)$ we have

$$\frac{d}{ds}\|v(s)\|_{L^\infty_{x,h}}^2 \leq (\partial_s v^2)\langle x,s;\tilde{h}\rangle \leq -\frac{M^2}{16C_1\xi_0^\beta}.$$  

Consequently, we get $\|v(T_0)\|_{L^\infty_{x,h}} < M$, which leads to a contradiction. As a result, we thus conclude $T_0 = +\infty$. In fact, notice that the selected $\xi_0$ as in Equation (5.19), the value $\hat{T}$ can be formulated as

$$\hat{T} = \frac{16C_1\gamma\xi_0^\beta}{\beta} = \frac{16C_1\gamma}{\beta} (48CC_{1\gamma}\|\theta_0\|_{L^\infty})^{\frac{\beta}{1-\alpha-\beta}} = C_{5\gamma}^{\frac{1-\alpha-\beta}{1-\alpha-\beta}} \|\theta_0\|_{L^\infty}^{\frac{\beta}{1-\alpha-\beta}},$$

where the constant $C_5 = C_{5}(\alpha, \beta) \geq 1$. Since $\xi(t) \equiv 0$ for all $t \geq \hat{T}$, the Hölder seminorm of $\theta$ can be bounded by

$$[\theta(t)]_C^\gamma = \|v(t)\|_{L^\infty_{x,h}} \leq M = \frac{4\|\theta_0\|_{L^\infty}}{\xi_0^\gamma} \leq C_{5\gamma}^{\frac{1-\alpha-\beta}{1-\alpha-\beta}} \|\theta_0\|_{L^\infty}^{\frac{\beta}{1-\alpha-\beta}}.$$  

As a special consequence,

$$\|u_\theta\|_{C_{\gamma+\alpha}} = \|\nabla^\perp \Lambda^{2-\alpha} \partial_x \theta\|_{C_{\gamma+\alpha}} \leq C\|\theta\|_{L^2} + C\|\theta\|_{C_{\gamma}} \leq C < \infty,$$

where $\gamma > 1 - \alpha - \beta \Rightarrow \gamma + \alpha > 1 - \beta$. Recall the condition on $u_G$,

$$\|u_G\|_{C^{1-\mu}} \leq C(T) < \infty, \quad \mu < \beta \Rightarrow 1 - \mu > 1 - \beta.$$

Therefore,

$$\|u\|_{C_s} \leq C(T) < \infty, \quad \text{for some } s > 1 - \beta,$$

which together with Lemma 2.4 implies that the solution $\theta \in L^\infty([\hat{T}, \infty), C^{1,\zeta}(\mathbb{R}^2))$ for some $\zeta > 0$. This completes the proof of Proposition 1.1.  

With Proposition 1.1 at our disposal, we are now ready to prove Theorem 1.2. To begin with, the global existence of a weak solution of the system (1.1) can be easily obtained (see for example [32, 41]). Thus it is sufficient to show that weak solutions of system (3.37) are eventually regular.

**Proof. (Proof of Theorem 1.2.)** By Lemma 4.1, for $\alpha > \frac{4}{5}$ and $\alpha + \beta < 1$,

$$\sup_{0 \leq t \leq T} \|u_G(t)\|_{\text{Lip}} \leq C < \infty.$$  

By Lemma 4.2, for

$$0.7692 \approx 0.13 < \alpha \leq \frac{4}{5}, \quad -3(3\alpha - 2) + \sqrt{\alpha^2 - 204\alpha + 164} > \frac{8}{\beta < 1 - \alpha},$$

which together with Lemma 2.4 implies that the solution $\theta \in L^\infty([\hat{T}, \infty), C^{1,\zeta}(\mathbb{R}^2))$ for some $\zeta > 0$. This completes the proof of Proposition 1.1.  

With Proposition 1.1 at our disposal, we are now ready to prove Theorem 1.2. To begin with, the global existence of a weak solution of the system (1.1) can be easily obtained (see for example [32, 41]). Thus it is sufficient to show that weak solutions of system (3.37) are eventually regular.
we obtain
\[
\sup_{0 \leq t \leq T} \|u_G\|_{C^{1-\mu}} \leq C < \infty, \quad 0 < \mu < \beta.
\]

Proposition 1.1 then implies that there exists \( \hat{T} \) such that
\[
\theta \in L^\infty([\hat{T}, \infty) \times C^{1,\zeta}(\mathbb{R}^2))
\]
for some \( \zeta > 0 \). In particular,
\[
\nabla \theta \in L^\infty([\hat{T}, \infty) \times L^\infty(\mathbb{R}^2)),
\]
which especially implies \((u, \theta)\) is a classical solution on \([\hat{T}, \infty)\). Thus, we complete the proof of Theorem 1.2.

\[ \square \]

**Appendix A. Proof of eventual regularity for generalized surface quasi-geostrophic type equations and Lemma 2.5.** This appendix serves two main purposes. The first is to state an eventual regularity result and a global regularity type result for a generalized surface quasi-geostrophic (SQG) equation following [16,21]. These results for the generalized SQG equation may be useful for future study. The last one is to present the proof of Lemma 2.5.

We first state the eventual regularity result and a global regularity type result for the generalized SQG type equation,
\[
\begin{align*}
\partial_t \theta + (u \cdot \nabla) \theta + \Lambda^\beta \theta &= 0, \\
u &= \nabla^\perp \Lambda^{-1-\alpha} \theta, \\
\theta(x,0) &= \theta_0(x),
\end{align*}
\]
where \( \theta \) is a scalar real-valued function, \( \alpha \in (0, 1) \) and \( \beta \in (0, 1) \) are fixed parameters with \( \alpha + \beta < 1 \). The SQG equation and the generalized SQG type equations have been studied extensively recently due to their geophysical applications and mathematical importance (see, e.g., [15,46]). The global regularity problem concerning these equations have been studied extensively and significant progress has been made (see, e.g., [4,7,8,10,12–18, 20,21,23–25,27,35–38,44,45,52–54,56,58]).

**Theorem A.1.** Consider the system (A.1) with \( \alpha > 0, \beta > 0 \) and \( \alpha + \beta < 1 \). Assume that \( \theta_0 \in H^\sigma(\mathbb{R}^2) \) for some \( \sigma > 2 \) and let \( \theta \) be a corresponding global Leray–Hopf type weak solution. Then there exists \( \hat{T} > 0 \), more precisely,
\[
\hat{T} = C\gamma \frac{1-\alpha}{1-\sigma-\theta} \| \theta_0 \|_{L^{\infty-\frac{\beta}{\gamma}}} \|
\]
such that \( \theta \in L^\infty([\hat{T}, \infty), C^\gamma(\mathbb{R}^2)) \) for some \( 1 - \alpha - \beta < \gamma < 1 - \alpha \),
\[
[\theta(t)]_{C^\gamma} \leq C\gamma \frac{1}{1-\sigma-\theta} \| \theta_0 \|_{L^{\infty-\frac{\beta}{\gamma}}} \|
\]
for some constant \( C = C(\alpha, \beta) \geq 1 \).

A regularity result for the system (A.1) similar to [21, Theorem 1.3] can also be established.
Theorem A.2. Consider the system \((A.1)\) with \(\alpha > 0, \beta > 0\) and \(\alpha + \beta < 1\). Assume that \(\theta_0 \in H^2(\mathbb{R}^2)\) with \(\|\theta_0\|_{L^2}^{\alpha+\beta} \|\theta_0\|_{H^2}^{2-\alpha-\beta} = A\). There exist \(\alpha_1 = \alpha_1(A) \in (0, 1), \beta_1 = \beta_1(A) \in (0, 1)\) such that, for every \(\alpha \in [\alpha_1, 1), \beta \in [\beta_1, 1)\), system \((A.1)\) admits a unique global smooth solution with

\[
\theta \in L^\infty(0, T; H^2) \cap L^2(0, T; H^{2+\frac{\beta}{2}})
\]

for any given \(T > 0\).

We remark that the system \((A.1)\) has the scaling property that, if \(\theta\) is a solution of the system \((A.1)\), then for any \(\lambda > 0\) the functions

\[
\theta_\lambda(x, t) = \lambda^{\alpha+\beta-1} \theta(\lambda x, \lambda^\beta t),
\]

are also solutions of the system \((A.1)\) with the corresponding initial data \(\theta_{0,\lambda}(x) = \lambda^{\alpha+\beta-1} \theta_0(\lambda x)\). It is an obvious fact that the quantity \(\|\cdot\|_{L^2}^{\alpha+\beta} \|\cdot\|_{H^2}^{2-\alpha-\beta}\) is scaling invariant.

We now turn to the proofs of theorems A.1 and A.2. The proof of Theorem A.1 is a simple consequence of Proposition 1.1 (with \(u_G \equiv 0\)). To prove Theorem A.2, we first state a local existence result for the SQG equation \((A.1)\).

Lemma A.1. Let \(\theta_0 \in H^2\) be given, then the supercritical SQG equation \((A.1)\) has a unique local in time solution such that

\[
\theta \in L^\infty(0, T_0; H^2) \cap L^2(0, T_0; H^{2+\frac{\beta}{2}}),
\]

where \(T_0\) is given by

\[
T_0 = \frac{1}{C_4 \|\theta_0\|_{L^2}^{2\alpha+\beta} \|\theta_0\|_{H^2}^{2-2\alpha-\beta}}.
\]

Proof. We only provide the proof for the key component of Lemma A.1, namely the local \(H^2\)-bound of \(\theta\). Multiplying Equation \((A.1)_2\) by \(\Delta^2 \theta\), integrating over whole space and using the divergence-free condition, we obtain

\[
\frac{1}{2} \frac{d}{dt} \|\theta(t)\|_{H^2}^2 + \|\theta\|_{H^{2+\frac{\beta}{2}}}^2 \\
\leq -\int \Delta((u \cdot \nabla) \theta) \Delta \theta \, dx \\
\leq -\int (\Delta u \cdot \nabla) \theta \Delta \theta \, dx - 2 \int \nabla u \nabla^2 \theta \Delta \theta \, dx \\
\leq C \|\Delta u\|_{L^{\frac{4}{\alpha+\beta}}} \|\nabla \theta\|_{L^{\frac{4}{\alpha+\beta}}} \|\Delta \theta\|_{L^{\frac{4}{\alpha+\beta}}} + C \|\nabla^2 \theta\|_{L^2} \|\Delta \theta\|_{L^{\frac{4}{\alpha+\beta}}} \|\nabla u\|_{L^\infty} \\
\leq C \|\Delta \theta\|_{L^2} \|\theta\|_{H^{2-2\alpha-\beta}} \|\theta\|_{H^{2+\frac{\beta}{2}}} + C \|\nabla^2 \theta\|_{L^2} \|\theta\|_{H^{2+\frac{\beta}{2}}} \|\theta\|_{H^{2-2\alpha-\beta}} \\
\leq \frac{1}{2} \|\theta\|_{H^{2+\frac{\beta}{2}}}^2 + C \|\theta\|_{H^2}^2 \|\theta\|_{H^{2+\frac{\beta}{2}}}^2 \\
\leq \frac{1}{2} \|\theta\|_{H^{2+\frac{\beta}{2}}}^2 + C \|\theta\|_{H^2}^2 \|\theta\|_{L^2}^2,
\]

where the last inequality follows from the following interpolation

\[
\|\theta\|_{H^{2-2\alpha-\beta}} \leq C \|\theta\|_{H^2}^{1-\frac{2\alpha+\beta}{4}} \|\theta\|_{L^2}^{\frac{2\alpha+\beta}{4}}.
\]
The inequality (A.3) immediately implies that
\[
\frac{d}{dt} \| \theta(t) \|_{H^2}^2 \leq C \| \theta \|_{H^2}^{\alpha - \frac{2 \alpha + \beta}{2}} \| \theta \|_{L^2}^{\frac{2 \alpha + \beta}{2}}.
\]
It is easy to check that the \( H^2 \) norm of \( \theta \) does not blow up before time
\[
T_0 = \frac{1}{C_4 \| \theta_0 \|_{L^2}} \| \theta_0 \|_{H^2}^{\frac{2 \alpha + \beta}{2}}.
\]
This completes the proof of Lemma A.1.

Next we will prove Theorem A.2.

Proof. (Proof of Theorem A.2.) It follows from the eventual regularity theorem (Theorem A.1) that the weak solution becomes smooth after time \( \hat{T} \) given by
\[
\hat{T} = \frac{16 C_1 \xi_0^\beta}{\beta} = \frac{16 C_1 \gamma (24 C C_1 \gamma \| \theta_0 \|_{L^\infty})^{\frac{\beta}{2(1 - \alpha - \beta)}} = C_5 \gamma^{\frac{1 - \alpha}{1 - \alpha - \beta}} \| \theta_0 \|_{L^\infty}^{\frac{\beta}{1 - \alpha - \beta}},
\]
where the constant \( C_5 \geq 1 \). The smooth solution cannot blow up in finite time as long as
\[
\hat{T} \leq T_0,
\]
which is equivalent to
\[
C_5 \gamma^{\frac{1 - \alpha}{1 - \alpha - \beta}} \| \theta_0 \|_{L^2}^{\frac{\beta}{2(1 - \alpha - \beta)}} \| \theta_0 \|_{H^2}^{\frac{\alpha - \frac{2 \alpha + \beta}{2}}{\frac{2 \alpha + \beta}{2}}} \leq \frac{1}{C_4 \| \theta_0 \|_{L^2} \| \theta_0 \|_{H^2}^{\frac{2 \alpha + \beta}{2}}},
\]
where we have used the interpolation \( \| \theta_0 \|_{L^\infty} \leq C \| \theta_0 \|_{L^2} \| \theta_0 \|_{H^2}^{\frac{1}{2}} \). The above inequality can be rewritten as
\[
\| \theta_0 \|_{L^2}^{\frac{(\alpha + \beta)(2 - 2 \alpha - \beta)}{2(1 - \alpha - \beta)}} \| \theta_0 \|_{H^2}^{\frac{(2 \alpha - \alpha - 2)(2 \alpha - \beta)}{2(1 - \alpha - \beta)}} \leq (C_4 C_5)^{-1} \gamma^{\frac{1 - \alpha}{1 - \alpha - \beta}}. \tag{A.4}
\]
Now we assume that
\[
\| \theta_0 \|_{L^2}^{\frac{\alpha + \beta}{2}} \| \theta_0 \|_{H^2}^{\frac{2 - \alpha - \beta}{2}} = A.
\]
Therefore, the inequality (A.4) holds if we select \( \gamma \) such that
\[
\gamma \leq (C_4 C_5)^{-\frac{1 - \alpha - \beta}{1 - \alpha}} A^{-\frac{2 - 2 \alpha - \beta}{1 - \alpha}}. \tag{A.5}
\]
Recall that
\[
\gamma > 1 - \alpha - \beta.
\]
Thus, there exist \( \alpha_1 = \alpha_1(A) \in (0, 1), \beta_1 = \beta_1(A) \in (0, 1) \) such that \( 1 - \alpha_1 - \beta_1 \) is close enough to zero, namely \( \alpha_1 + \beta_1 \) is close enough to one. It is not hard to find that for every \( \alpha \in [\alpha_1, 1), \beta \in [\beta_1, 1), \) the solution of the supercritical SQG equation (A.1) does not blow up in finite time. Thus, the proof of Theorem A.2 is completed.

Finally we end this section with the proof of Lemma 2.5.
Proof. (Proof of Lemma 2.5.) We apply inhomogeneous blocks $\Delta_k$ ($k \in \mathbb{N}$) operator to the combined Equation (2.6) to obtain

$$\partial_t \Delta_k G + \Lambda^\alpha \Delta_k G = \Delta_k [\mathcal{R}_\alpha, u \cdot \nabla] \theta - \Delta_k (u \cdot \nabla G) + \Delta_k \Lambda^{\beta - \alpha} \partial_{x_1} \theta.$$  \hfill (A.6)

Multiplying both sides of (A.6) by $|\Delta_k G|^{r-2} \Delta_k G$, integrating the result over space $\mathbb{R}^2$, and using the divergence-free condition, we get

$$\frac{1}{r} \frac{d}{dt} \|\Delta_k G\|_{L^r} + \int_{\mathbb{R}^2} (\Lambda^\alpha \Delta_k G)|\Delta_k G|^{r-2} \Delta_k G \, dx = I_1^k + I_2^k + I_3^k,$$ \hfill (A.7)

where

$$I_1^k = \int_{\mathbb{R}^2} \Delta_k [\mathcal{R}_\alpha, u \cdot \nabla] \theta |\Delta_k G|^{r-2} \Delta_k G \, dx,$$

$$I_2^k = - \int_{\mathbb{R}^2} \Delta_k (u \cdot \nabla G) |\Delta_k G|^{r-2} \Delta_k G \, dx,$$

$$I_3^k = \int_{\mathbb{R}^2} \Delta_k \Lambda^{\beta - \alpha} \partial_{x_1} \theta |\Delta_k G|^{r-2} \Delta_k G \, dx.$$

Keep in mind the following lower bound

$$\int_{\mathbb{R}^2} (\Lambda^\alpha \Delta_k G)|\Delta_k G|^{r-2} \Delta_k G \, dx \geq c 2^{\alpha k} \|\Delta_k G\|_{L^r}^r, \quad k \geq 0,$$

for an absolute constant $c > 0$ independent of $k$. Now we recall the following commutator estimate, whose proof will be given at the end of this section

$$\|\Delta_k [\mathcal{R}_\alpha, u \cdot \nabla] \theta\|_{L^r} \leq C (2^{2(1-\alpha)k} \|u\|_{B_{r,\infty}^\alpha} \|\theta\|_{L^\infty} + \|u\|_{L^2} \|\theta\|_{L^2}), \quad (\alpha > \frac{1}{2}).$$ \hfill (A.8)

According to the following simple fact

$$\|u\|_{B_{r,\infty}^\alpha} \leq C \|\Lambda^\alpha u\|_{L^r}$$

$$\leq C \|\Lambda^{\alpha-1} u\|_{L^r}$$

$$\leq C \|\Lambda^{\alpha-1} \omega\|_{L^r}$$

$$\leq C \|\Lambda^{\alpha-1} G\|_{L^r} + C \|\Lambda^{\alpha-1} \mathcal{R}_\alpha \theta\|_{L^r}$$

$$\leq C \|G\|_{L^q} + C \|G\|_{L^2} + C \|\theta\|_{L^r} \quad (r \leq \frac{2q}{2-(1-\alpha)q})$$

$$\leq C (T, u_0, \theta_0),$$ \hfill (A.9)

it directly gives

$$\|\Delta_k [\mathcal{R}_\alpha, u \cdot \nabla] \theta\|_{L^r} \leq C 2^{2(1-\alpha)k}.$$  \hfill (A.10)

As a result, we obtain

$$|I_1^k| \leq C 2^{2(1-\alpha)k} \|\Delta_k G\|_{L^r}^r.$$  \hfill (A.10)

Employing the above estimate (A.9), it follows from the proof of the estimate (7.17) in [31] that
\[ |I_2^k| \leq C \| \Delta^\alpha u \|_{L^r} 2^{(1-\alpha + \frac{3}{2})k} \| \Delta_k G \|_{L^r}^{-1} \left( \| \Delta_k G \|_{L^r} + \sum_{m \leq k-1} 2^{(1+\frac{3}{2})(m-k)} \| \Delta_m G \|_{L^r} \right) \\
+ \sum_{m \geq k-1} 2^{(\alpha - \frac{3}{2})(k-m)} \| \Delta_m G \|_{L^r} \right) \\
\leq C 2^{(1-\alpha + \frac{3}{2})k} \| \Delta_k G \|_{L^r}^{-1} \left( \| \Delta_k G \|_{L^r} + \sum_{m \leq k-1} 2^{(1+\frac{3}{2})(m-k)} \| \Delta_m G \|_{L^r} \right) \\
+ \sum_{m \geq k-1} 2^{(\alpha - \frac{3}{2})(k-m)} \| \Delta_m G \|_{L^r} \right). \quad (A.11) \]

Finally, using the Bernstein inequality, we are led to
\[ |I_3^k| \leq C \| \Delta_k \Lambda^{\beta - \alpha} \partial_{x_1} G \|_{L^r} \| \Delta_k G \|_{L^r}^{-1} \]
\[ \leq C 2^{(\beta + 1 - \alpha)k} \| \Delta_k \theta \|_{L^r} \| \Delta_k G \|_{L^r}^{-1} \]
\[ \leq C 2^{(\beta + 1 - \alpha)k} \| \Delta_k G \|_{L^r}^{-1}. \quad (A.12) \]

Inserting the above estimates \( I_1^k, I_2^k, \) and \( I_3^k \) into the right-hand side of Equation (A.7) yields
\[ \frac{d}{dt} \| \Delta_k G \|_{L^r} + c 2^{\alpha k} \| \Delta_k G \|_{L^r} \leq C 2^{(1-\alpha)k} + C 2^{(\beta + 1 - \alpha)k} + C 2^{(1-\alpha + \frac{3}{2})k} L(t) \]
\[ \leq C 2^{(1-\alpha)k} + C 2^{(1-\alpha + \frac{3}{2})k} L(t), \quad (A.13) \]
where
\[ L(t) = \| \Delta_k G \|_{L^r} + \sum_{m \leq k-1} 2^{(1+\frac{3}{2})(m-k)} \| \Delta_m G \|_{L^r} + \sum_{m \geq k-1} 2^{(\alpha - \frac{3}{2})(k-m)} \| \Delta_m G \|_{L^r}, \]
and we have used the fact
\[ \alpha + \beta \leq 1 \Rightarrow \beta + 1 - \alpha \leq 2(1 - \alpha). \]

We get the following by integrating Equation (A.13) w.r.t.
\[ \| \Delta_k G(t) \|_{L^r} \leq e^{-ct2^{\alpha k}} \| \Delta_k G_0 \|_{L^r} + C 2^{(2-3\alpha)k} \]
\[ + C 2^{(1-\alpha + \frac{3}{2})k} \int_0^t e^{-c(t-\tau)2^{\alpha k}} \| \Delta_k G(\tau) \|_{L^r} d\tau. \quad (A.14) \]

Multiplying both the left- and right-hand sides of Equation (A.14) by \( 2^{sk} \) with \( s \leq 3\alpha - 2 \) and taking the supremum with respect to \( k \) leads to
\[ \| G(t) \|_{B_{\infty}^{\alpha \infty}} \leq C + \| G_0 \|_{B_{\infty}^{\alpha \infty}} + M_1 + M_2 + M_3, \]
where
\[ M_1 = C \sup_{k \geq -1} \left( 2^{(1-\alpha + \frac{3}{2})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{\alpha k}} \| \Delta_k G(\tau) \|_{L^r} d\tau \right), \]
\[ M_2 = C \sup_{k \geq -1} \left( 2^{(1-\alpha + \frac{3}{2})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{\alpha k}} \sum_{m \leq k-1} 2^{(1+\frac{3}{2})(m-k)} \| \Delta_m G(\tau) \|_{L^r} d\tau \right), \]
By the aid of the Bernstein inequality and the convolution Young’s inequality, we can

\[ M_3 = C \sup_{k \geq -1} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \geq k-1} 2^{(\alpha-\frac{2}{\alpha})k(m-k)} \| \Delta_m G(\tau) \|_{L^r} d\tau \right). \]

Thanks to the condition \( r > \frac{2}{2\alpha-1} \), we choose \( k_0 \) as

\[ C 2^{-2(\alpha-1-\frac{2}{\alpha})k_0} \leq \frac{1}{6}. \]

By the aid of the Bernstein inequality and the convolution Young’s inequality, we can conclude (we may assume \( r \geq q \), otherwise it is more simple)

\[ M_1 = C \sup_{-1 \leq k \leq k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \| \Delta_k G(\tau) \|_{L^r} d\tau \right) \]
\[ + C \sup_{k > k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \| \Delta_k G(\tau) \|_{L^r} d\tau \right) \]
\[ \leq C \sup_{-1 \leq k \leq k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \| \Delta_k G(\tau) \|_{L^r} d\tau \right) \]
\[ + C \sup_{k > k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \| \Delta_k G(\tau) \|_{L^r} d\tau \right) \]
\[ \leq C \| G \|_{L^\infty(0,T;L^q)} \sup_{-1 \leq k \leq k_0} 2^{(2-2\alpha+\frac{2}{\alpha})k} + C \sup_{k > k_0} 2^{-2(2\alpha-1-\frac{2}{\alpha})k} \| G \|_{L^\infty(0,T;B^r_{\infty})} \]
\[ \leq C \| G \|_{L^\infty(0,T;L^q)} + C 2^{-2(\alpha-1-\frac{2}{\alpha})k_0} \| G \|_{L^\infty(0,T;B^r_{\infty})} \]
\[ \leq C \| G \|_{L^\infty(0,T;L^q)} + \frac{1}{6} \| G \|_{L^\infty(0,T;B^r_{\infty})}, \]

\[ M_2 = C \sup_{-1 \leq k \leq k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha})(m-k)} \| \Delta_m G(\tau) \|_{L^r} d\tau \right) \]
\[ + C \sup_{k > k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha}-s)(m-k)} 2^{sk} \| \Delta_m G(\tau) \|_{L^r} d\tau \right) \]
\[ \leq C \sup_{-1 \leq k \leq k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha}-s)(m-k)} \| \Delta_m G(\tau) \|_{L^r} d\tau \right) \]
\[ + C \sup_{k > k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \left( \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha}-s)(m-k)} \right) \| G \|_{L^\infty(0,T;B^r_{\infty})} d\tau \right) \]
\[ \leq C \sup_{-1 \leq k \leq k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha}-s)(m-k)} \| G \|_{L^\infty(0,T;L^q)} d\tau \right) \]
\[ + C \sup_{k > k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha}-s)(m-k)} d\tau \right) \]
\[ \leq C \sup_{-1 \leq k \leq k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} \sum_{m \leq k-1} 2^{(1+\frac{2}{\alpha}-s)(m-k)} d\tau \right) \]
\[ + C \sup_{k > k_0} \left( 2^{(1-\alpha+\frac{2}{\alpha})k} 2^{sk} \int_0^t e^{-c(t-\tau)2^{ak}} d\tau \right) \]
where we need the condition \( q > \frac{2}{\alpha} \). Therefore, it follows that

\[
\|G\|_{L^\infty(0,T;L^q)} \leq C + \|G_0\|_{B^s_{p,r} \cap L^\infty(0,T;L^q)} + C \|G\|_{L^\infty(0,T;L^q)} + \frac{1}{6} \|G\|_{L^\infty(0,T;B^s_{p,r})},
\]

where we need the condition \( q > \frac{2}{\alpha} \). Therefore, it follows that

\[
\|G\|_{L^\infty(0,T;B^s_{p,r})} \leq C + \|G_0\|_{B^s_{p,r}} + C \|G\|_{L^\infty(0,T;L^q)} + \frac{1}{6} \|G\|_{L^\infty(0,T;B^s_{p,r})},
\]

Finally, we arrive at

\[
\sup_{0 \leq t \leq T} \|G(t)\|_{B^s_{p,r}} < \infty, \quad 0 < s \leq 3\alpha - 2,
\]

where \( \frac{2}{2\alpha - 1} < r \leq \frac{2q}{2-q(1-\alpha)} \).

We finally prove the commutator estimate (A.8) to end this section. With suitable modification of the proof of [31, Proposition 4.5], we can obtain the desired estimate. More precisely, we rewrite it as follows:
\[ \Delta_k [\mathcal{R}_\alpha, u \cdot \nabla] \theta = \sum_{|j-k| \leq 4} \Delta_k \left( [\mathcal{R}_\alpha, S_{j-1} u \cdot \nabla] \Delta_j \theta \right) + \sum_{|j-k| \leq 4} \Delta_k \left( [\mathcal{R}_\alpha, \Delta_j u \cdot \nabla] S_{j-1} \theta \right) + \sum_{j-k \geq -4} \Delta_k \left( [\mathcal{R}_\alpha, \Delta_j u \cdot \nabla] \tilde{\Delta}_j \theta \right) := \tilde{N}_1^k + \tilde{N}_2^k + \tilde{N}_3^k. \]

According to the estimation of $J_1$ and $J_2$ in [31, Proposition 4.5], we immediately get the following estimates by viewing $f = u$ and $g = \nabla \theta$

\[
\| \tilde{N}_1^k \|_{L^r} \leq C \sum_{|j-k| \leq 4} 2^{(1-\alpha)k} \| 2^k |x|^\alpha h_0(2^k x) \|_{L^1} \| S_{j-1} u \|_{B^{\alpha}_r} \| \Delta_j \nabla \theta \|_{L^\infty} \]
\[
\leq C \sum_{|j-k| \leq 4} 2^{(1-\alpha)k} 2^{-\alpha k} \| u \|_{B^{\alpha}_r} 2^j \| \theta \|_{L^\infty} \]
\[
\leq C 2^{2(1-\alpha)k} \| u \|_{B^{\alpha}_r} \| \theta \|_{L^\infty},
\]

where $h_0$ is a Schwartz function. However, the last term $\tilde{N}_3$ should be treated differently, without using the commutator structure. The divergence-free condition plays an important role in proving $\tilde{N}_3$. Indeed, by Bernstein’s lemma and the divergence-free condition

\[
\| \tilde{N}_3^k \|_{L^r} \leq C \sum_{j-k \geq -4} \left( \| \Delta_k (\mathcal{R}_\alpha (\Delta_j u \cdot \nabla \tilde{\Delta}_j \theta)) \|_{L^r} + \| \Delta_k (\Delta_j u \cdot \nabla \mathcal{R}_\alpha \tilde{\Delta}_j \theta) \|_{L^r} \right)
\]
\[
\leq C \sum_{j-k \geq -4} \left( \| \Delta_k (\mathcal{R}_\alpha \nabla \cdot (\Delta_j u \tilde{\Delta}_j \theta)) \|_{L^r} + \| \Delta_k \nabla \cdot (\Delta_j u \mathcal{R}_\alpha \tilde{\Delta}_j \theta) \|_{L^r} \right)
\]
\[
\leq C \sum_{j-k \geq -4} \left( 2^{2(1-\alpha)k} \| \Delta_j u \tilde{\Delta}_j \theta \|_{L^r} + 2^k \| \Delta_j u \mathcal{R}_\alpha \tilde{\Delta}_j \theta \|_{L^r} \right)
\]
\[
\leq C \left( 2^{2(1-\alpha)k} \sum_{j-k \geq -4} 2^{-\alpha(j-k)} 2^{\alpha j} \| \Delta_j u \|_{L^r} \| \theta \|_{L^\infty} \right)
\]
\[
+ 2^{2(1-\alpha)k} \sum_{j-k \geq -4, j \geq 0} 2^{1-\alpha(j-k)} 2^{\alpha j} \| \Delta_j u \|_{L^r} \| \theta \|_{L^\infty} + \| u \|_{L^2} \| \theta \|_{L^2}
\]
\[
\leq C \left( 2^{2(1-\alpha)k} \sum_{j-k \geq -4} 2^{-\alpha(j-k)} \| u \|_{B^{\alpha}_r} \| \theta \|_{L^\infty} \right)
\]
\[
+ 2^{2(1-\alpha)k} \sum_{j-k \geq -4, j \geq 0} 2^{1-\alpha(j-k)} \| u \|_{B^{\alpha}_r} \| \theta \|_{L^\infty} + \| u \|_{L^2} \| \theta \|_{L^2}
\]
\[
\left( \alpha > \frac{1}{2} \right)
\]
\[
\leq C 2^{2(1-\alpha)k} \| u \|_{B^{\alpha}_r} \| \theta \|_{L^\infty} + C \| u \|_{L^2} \| \theta \|_{L^2}.
\]
Collecting the above three estimates, we immediately obtain
\[
\| \Delta_k [R_\alpha, u \cdot \nabla] \theta \|_{L^r} \leq C 2^{(2-2\alpha)k} \| u \|_{B^\alpha_{r, \infty}} \| \theta \|_{L^\infty} + C \| u \|_{L^2} \| \theta \|_{L^2},
\]
which is nothing but the desired commutator estimate (A.8). Consequently, this completes the proof of Lemma 2.5.
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