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1. Introduction

In the materials science, dislocations are termed as certain defects shown by real
crystals in the organization of their crystalline structure. They were considered as
the principal explanation of plastic deformation at the microscopic scale of materi-
als. Dislocations can move under the effect of an exterior stress. In a particular case
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where the defects are parallel line in the three-dimensional space, dislocations can
be viewed as points in a plane by considering their cross-sections. These dislocations
are called “edge dislocations” which move in the direction of “Burgers vector” that
has a fixed direction (cf. [18] for more physical description).

In this paper we focus on the following nonlinear and nonlocal system on R?
which arises from modeling the edge dislocations

Opt +u-Vpt +k|D|*pt =0, «a€]0,2],
Op~ —u-Vp~ +k|D|*p” =0,
u= (RIR3(p* —p~),0),

ptli=o =pgs P l=0 = pg »

(1.1)

where x > 0 is the viscosity coefficient, R; = 9;/|D| (i = 1,2, 0; = 0,,) is the usual
Riesz transform and |D|® is defined via the Fourier transform

ID*F(0) = [¢]* F(©).

The inviscid case (i.e. kK = 0) of (1.1) is the model introduced by Groma and
Balogh in [16, 17] where they consider two types of dislocations in the plane (1, x2).
Typically for a given velocity field, the dislocations of type (+) propagate in the
direction +b, with b = (1,0) the Burgers vector, while those of type (—) propagate
in the direction —b. The terms pT are the plastic deformations in the material.
The velocity vector field u is the shear stress in the material, which solves the
equation of elasticity (cf. [5, Sec. 2]). Another closely related physical quantities
are the derivatives of p* in the x;-direction 9 p*, denoting by 6%, which represent
the dislocation densities of type (). Physically, #* are non-negative functions. In
terms of §*, one can formally rewrite the system (1.1) as follows:

00T + 01 (ur01) + k|D|*0T =0, «€]0,2],
00— — 81(’11,197) + H‘D‘a97 =0,
U = R1R5|D|_1(9+ — 9_),

0Fi=0 = 0F, 0 |i=0 =0,

(1.2)

In [5], Cannone et al. considered the inviscid system (1.1) with the initial data

pi(t =0,21,29) = poi(xl,xg) = ﬁ(jf(xhxg) + Lxzy, L >0, (1.3)

where g (21, 22) = pi P (1, 22) and p= P is a 1-periodic function in 2 = (21, z2),

and by exploiting a fundamental entropy estimate satisfied by the dislocation den-
sities, the authors can show the global existence of a weak solution. In [15], El Hajj
proved that the inviscid model (1.1) has a unique local-in-time solution with the
initial data (1.3) prescribed on R? and p= (z1,29) € C7(R?) N LP(R?) with 7 > 1
and p €]1, 00[. Note that L may be chosen large enough so that 9,pF > 0. For the
study of more general dynamics of dislocation lines, we refer to the works [2, 3] and
references therein for some existence and uniqueness results.
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In this article, in contrast with [15], we start with studying the system (1.2)
about the dislocation densities, and then from the relation between #* and p*,
we go back to the system (1.1). The first result is the local well-posedness for the
system (1.2).

Theorem 1.1. Let k > 0, a€]0,2], p€]1,2[, m > 2 and (05,0,) € H™(R?) N
LP(R?) be composed of real scalar functions. Then there exists T > 0 depending

only on ||0F|| grmere such that the system (1.2) has a unique solution (8%,07) €
C([0,T]; H™ N LP). Moreover, we have (67,07) € CY([0,T]; H™) with mg =
min{m — 1,m — a}.

Besides, let T* > 0 be the maximal existence time of (01,07) € C([0,T*[; H™N
LP), then if T* < oo, we necessarily have

-
/0 16%,67)(t)]|L~dt = oo, (1.4)

where we have used the notation that ||(f,9)l|x = || fllx +lgllx for some f,g € X.

We also have some further properties of the solution.

Proposition 1.2. Let k > 0, a €]0,2], p€]1,2[, m > 4. Suppose that (61,07) €
C([0, T*[; H™ N LP) is the corresponding mazximal lifespan solution of the system
1.2) obtained in Theorem 1.1. Then the following statements hold true.

(
(1) If 0F are non-negative, then 6=(t) are also non-negative for all |0, T*[.
(2) Assume that k =0 or & > 0 and a €]%,2]. If 05 € L1 (R?) (for definition

Z2,%1
see the mext section) are mon-negative, then 6 € L>([0,T*[; L1 ) satisfies

xr2,T1
that
10Ol <65z, Ve 0,7, (15)

Besides, the expression
x1
pi(t7$17$2) é/ 0i(t79217x2)d£1, Vit e [07T*[, (xl,xg) S R? (16)

is well-defined and p™ are the mild solutions to the system (1.1).
(3) If the conditions of (2) are supposed, and we moreover assume that for each
kE=1,2,3, 95pF € L2(R?) and lim,, . o0 O5p(x) = 0 for every xo € R, then

pt e L=([0, T*[, W) n C([0, T*[; W),

and (p™, p~) satisfies the system (1.1) in the classical pointwise sense.
(4) Under the assumption of (3), then for every ¢ > 0 and t €10, T*[, there exists
R > 0 depending on k, e, t and Haj:”L?O(HmmLp) such that

||VPiHL°°([0,t];Lgo(Bg)) < Hvﬁ’gtHLf + €, (1.7)
where B = {z € R?; |z| < R} and B% is its complement.
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Remark 1.3. Under the conditions of Proposition 1.2(3), the solutions 6% are
locally well-posed, and the related quantities p* classically solve the system (1.1).
Compared with the local result in [15], the initial data here are of different type,
and this result may have more advantage in guaranteeing the extension from the
local solution to the global solution (which can be convinced in some dissipative
cases below). We also note that these assumptions can do admit a class of initial
data; for instance, the data of the form 6F(z) = f*(z1)g*(x2) such that f* €
H™R)NLYR), gt € H™(R)N LP(R) (m > 4,p€]l,2[).

Next we shall consider the dissipative cases to show some global results. From
Theorem 1.1, in order to show the global well-posedness of the system (1.2), one
should prove that for every T €]0,7*[, there is an upper bound of the quan-
tity fOT 1(6F,607)(t)|| L=dt, or equivalently, fOT |(D1pF, 01p7)(t)|| Lo dt. It seems very
hard to obtain such a bound directly from the system (1.2), thus we shall turn to
take advantage of the system (1.1) to derive the desired bound.

Observe that for §; = 0, from the uniqueness issue in Theorem 1.1 and the fact
that zero solution is a solution to the equation of 6~ , we have that 0~ (¢t) = p~(¢) =0
for all ¢ € [0, T*[. By setting p 2 p* — p~ = pT, we obtain

{8tp+u-Vp+m|D|“p:0, a €]0,2], (18)
u = (R%R%pv()% pli=o = po-

Equation (1.8) is reminiscent of the surface quasi-geostrophic (SQG) equation
{&p +u-Vp+£|D* =0, ac]0,2],

(1.9)
u = (—Rap, Rip), plt=o = po,

which arises from the geostrophic study of strongly rotating fluids (see [7]) and
has been intensely studied in recent years (cf. [4, 6, 9-11, 23, 21, 26] and references
therein). For the dissipative (i.e. & > 0) SQG equation, so far we only know that the
cases of o € [1,2] are global well-posed in various functional spaces, and whether
the supercritical cases of a €10, 1] finite time blowup or not remains an outstanding
open problem. We here briefly recall some remarkable results. For the subcritical
cases (i.e. a€]1,2]), it has been known that the SQG equation has global strong
solutions since the works [26, 9]. For the subtle critical case (i.e. « = 1), the issue
of global regularity was independently settled by [23, 4] almost at the same time.
Kiselev et al. in [23] proved the global well-posedness with the periodic smooth
data by developing a new method called the “nonlocal maximum principle”, whose
idea is to show that a family of suitable moduli of continuity are preserved by the
evolution. From a totally different direction, Caffarelli and Vasseur in [4] established
the global regularity of weak solutions by deeply exploiting the De Giorgi’s iteration
method. We also refer to [22, 8] for another two delicate and still quite different
proofs.

Compared to the SQG equation, the main disadvantage of the simplified model
(1.8) is that the velocity field « in (1.8) is not divergence-free. This deficiency often
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leads to some difficulty in the application of the existing methods (like Caffarelli-
Vasseur’s method), thus despite its possible advantage, we here do not expect to
obtain better well-posed results than the SQG equation. Hence, we hope that the
coupling system (1.1) in the cases of k > 0 (setting x = 1 for brevity) and a € [1, 2]
can generate a unique global strong solution and there is an upper bound of the
quantity fOT 1(D1pF,01p7)(t)||L=dt for every T €]0,7*[. We find that the method
of nonlocal maximum principle originated in [23] is not sensitive to the divergence-
free condition of the velocity field, and by applying this method, we indeed can
prove the global results for the system (1.1) in the cases « € [1,2]. More precisely,
we have the following theorem.

Theorem 1.4. Let k = 1, a € [1,2], (85,6;) be composed of non-negative real
functions which belong to H™(R*) N LP(R?) N L% (R?) with m > 4, p €]1,2[.
Assume pg (x1,72) = [ 0F (1, 20)d%1 satisfy that for each k = 1,2,3, 95pT €
L(R?) and lim,, . 85’,0%(36) = 0 for every xo € R. Then there ezists a unique
global solution

(07,07) € O([0,00[; H™ N LP) N L>([0, 0o[; L2 )

Z2,T1
to the system (1.2). Moreover, (p*,p~) € L*([0,00[; W3>) N C([0, cof; W)
solves the system (1.1) in the classical pointwise sense.

Compared with the application of nonlocal maximum principle method to
the SQG equation, there are another two noticeable different points: the first is
that what we considered here is a coupling system instead of a single equation,
and the second is that (p*,p~) does not have the spatial decay property that
1(Vpt, Vo) Lo (o, L20(3g,)) — 0 as R — oo for each ¢ €]0, T*[. Notice that in the
works [1, 12, 25], this spatial decay property is needed when applying the method
of [23] to the whole-space SQG-type equation. For the first point, we find that by
proper modification of the scheme, the nonlocal maximum principle method can
still be suited to the system (1.1). While for the second point, we observe that we
indeed do not need such a strong decay property, and what we need is that the
Lipschitz norm of (p*, p~) does not grow rapidly near spatial-infinity (cf. (5.18)),
which just can be implied by Proposition 1.2(4).

In the proof of Theorem 1.4, statements (2) and (3) of Proposition 1.2 will also
play an important role. Since in the program of the nonlocal maximum principle
method, we need that (p™, p7) satisfies the system (1.1) in the pointwise sense and
it also has the suitable smoothness property.

Remark 1.5. From the direction of showing the regularity of weak solutions to
the system (1.1), so far there is no direct result implying the global regularity, due
to that the velocity field u = (R¥R3(p™ — p7),0) is neither divergence-free nor
belonging to Lg%,. The main obstacle lies on the improvement from the bounded
solution to the Holder continuous solution; indeed, for the drift—diffusion equation
Op+u-Vp+|D|*p =0 with a € [1, 2] and general velocity field, the best result by
now is given by Silvestre [27], which calls for u € L, to ensure this improvement.

1350021-5



Commun. Contemp. Math. 2014.16. Downloaded from www.worldscientific.com
by BEIJING NORMAL UNIVERSITY on 11/20/14. For personal use only.

D. Li, C. Miao € L. Xue

Remark 1.6. The procedure in showing the global part of Theorem 1.4 can be
applied to the Groma—-Balogh model with generalized dissipation, and we shall
sketch it in the Appendix.

The paper is organized as follows. In Sec. 2, we present some preparatory results
including the auxiliary lemmas and some facts about the modulus of continuity. We
prove Theorem 1.1, Proposition 1.2 and Theorem 1.4 in Secs. 3-5 respectively.

Throughout this paper, C' stands for a constant which may be different from line
to line. For two quantities X and Y, we sometimes use X <Y instead of X < CY,
and we use X ~ Y if both X <V and ¥ < X hold. Denote by f the Fourier

transform of f, i.e. f(¢) = Jgo € fa)dC.

2. Preliminaries

In this preparatory section, we compile the definitions of functional spaces used
in this paper, some auxiliary lemmas and some facts related to the modulus of
continuity.

2.1. Functional spaces and auxiliary lemmas

For q € [1,00], L? = L%4(R?), LY = L% (R) (i = 1,2) denote the usual Lebesgue
spaces, and we sometimes abbreviate L?(R?) by LY. For (¢,r) € [1,00]?, denote

Ly, = L%, (R?) the set of the tempered distributions f € S'(R?) satisfying
that
1A lzay.,, = M@y g, < oo
Similarly we can define the space Lg", = L%" (R?). Note that in general L, #
ar
T1,%2°

For s € N, g € [1,00], W54 = W*4(R?) denotes the usual Sobolev space:

Wi 2 0 f €S R | flwea & >0 107 fllna < o0

|Bl<s
When ¢ = 2, we also write W*? = H® = H*(R?) with the norm ||-||7+. For general
s € R, we can define the L?-based Sobolev space of fractional power H* = H*(R?)
via the Fourier transform, i.e.

H* 2 {f € S'®*):||fllm- = 11+ I<1°)F ()l 2 < o0}

In order to define the Besov spaces, we need the following dyadic partition of
unity. Let x € C°°(R?) be a radial function taking values in [0, 1], supported on the
ball B,/3 and x = 1 on By. Define ¢(¢) = x(¢/2) — x(¢) for all ¢ € R2, then ¢ is a
smooth radial function supported on the shell {¢ € R?: 1 < [(| < %} Clearly,

XO+D9277¢) =1, VCeRY Y p(277¢) =1, Y(#0.

j=0 JEZ
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Then for all f € S’(R?), define the following nonhomogeneous Littlewood-Paley
operators

A f2X(D)fs  Ajf2e279D)f, VjeN,

and thus 3,5 | A;f = f. While for all f € S'(R?)/P(R?) with S'/P the quo-
tient space of tempered distributions up to polynomials, define the homogeneous
Littlewood—Paley operator

Ajf227D)f, VjeL,

and thus ZjeZ Ajf =f.
Now for (p,7) € [1,00]%, s € R, we define the nonhomogeneous Besov space as
follows:

By, 2{f € S'®R*); | fllss, = {214, fllze}j>—1ller < oo}

We point out that for all s € R, B, = H*®. We also introduce the space-time
Besov space L7([0,T], By ,.), abbreviated by LF.B; ., which is the set of tempered
distributions f satisfying

1flzg By, = {2 1A f Iz bz —1ller g < oo.

T%p,r

Bernstein’s inequality is fundamental in the analysis involving frequency local-
ized functions.

Lemma 2.1. Let 1 <p<g<oo,0<a<b<oo, k>0, >0 and f € LP(R?).
Then,

if supp f € {¢: [¢] < Ab}, = 1D fllpaceey S M2 £l oo
and
if supp f € {¢: aX < [¢| < DAL, = IIDI*f|[ocze) = A¥IfllLoeey.
We shall use the following lemma in the proof of the local part.

Lemma 2.2. Let f be a smooth real function on R? and v be a smooth vector field
of R%. Then the following assertions hold.

(1) For every s > 0, we have

222]3

7=>0

LAV - @4, @)

S IVullpoe e + I f eIV ullas £l e (2.1)
(2) If u= (R1R3|D| 1g,0), we have that for every s > 1 and p €]1,2],

DAY - @llee S Ngllance | f ] (2.2)

jeN
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Proof. (1) The proof of (2.1) essentially follows from the proof of [24, Lemma 2.4]
with proper modification, and here we omit the details.
(2) By Bony’s decomposition, we get

SIAY - (wle = Y. 18;(V - (Sk-1ulrf))]| e

JEN JEN;|k—j[<4
+ D 1AV (A quSi f))l|e
jEN

+ > AV (AcuSkeaf) | e

JEN;k>j—4,keN
A
= A+ Ay + As,

where S, = Y | 1< Aw for every k € N. For A;, from Bernstein’s inequality,
Holder’s inequality and Hardy-Littlewood—Sobolev’s inequality, we obtain

A < Z 2j||Sk_1U||L2p/(2*P> Ak fl 2

JEN;[k—j[<4
Slglle Y 20925 | A fllz2 S Nlgleo |l £l s
jEN
For As, since Aj(A_juS1f) =0 for j > 3, we get
A S D0 1A(A 1 uS )l S lgllee £z
0<j<2

For Az, from Bernstein’s inequality, Holder’s inequality and Young’s inequality, we
have

As < Z Z 27| Axull p2vs - | Skt f 22

JEN k>j—4,kEN

(p
Sl ), Y, 2272k N Akgllze

JEN k>j—4,keN

k (P
Sl D255 | Angllze S NF el e
keN

Gathering the upper estimates leads to (2.2). O

The following logarithmic inequality will be used to show a refined blowup
criterion.

Lemma 2.3. Let f € H™(R?) with m > 1. Suppose that S € C>®(R*\{0}) is
a zeroth-order homogeneous function and T is the operator on R? with S as the
symbol. Then we have

|7 fllze @2y < C+ C|fllLor2)log(e + || f |l zm®2))-

1350021-8
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Proof. By a high-low frequency decomposition, and from Bernstein’s inequality
and Caldefon—Zygmund’s theorem, we have that for some J € N determined later,

ITfle < | D+ D +> | AT flle~)

J<—J  —J<j<d  §>J

DoZIAT S+ Y AT fllze + Y 20T AT f e

j<—J —J<j<J i>J
S 27 f e + Tl Fllzee + 277D £l
< C277|flgrm + CT || fllz==,

A

where a = min{1,m — 1}. Thus in order to make 2=7/¢|| f| g = 1, we can choose

7 & fog 2 UMm))

with [z] denoting the integer part of a real number z, and the desired estimate
follows. |

We have the following integral formula of the operator |D|* (« €]0,2[) (cf. [13,
Theorem 1]).

Lemma 2.4. Let «€]0,2[, r > 0 and f € CZ(R?) (= C*(R?*) N W3>(R?)). Then
for every x € R?,

DI* (&) = —ca ( /B f(x+y)—|f(x)—y~vf(x) PO O (G ) R ) dy))

y2ro Be |y[|2+e

al'(1+a/2)

FTFAT(1=a/2) and T is the usual Euler’s function.

where ¢, =

The following positivity lemma is also useful (cf. [24, Lemma 2.7]).

Lemma 2.5. Let k> 0, a€l0,2], p € [1,00[ and T > 0. Denote Ur £]0,T] x R?,
and C{(Ur) £ C(]0,T]; C4(R?)), i,j € N. Assume that u € C’g’xl(UT) is a real
vector field of R?, 6y € C(R?) is a real scalar and

0 € Cyy(Ur)NCy2(Ur) N CY . (Ur) N LP(Ur)
s a real scalar function satisfying the following pointwise inequality:
00+ V - (ub) > —k|D|*0, (t,x) € Up,
{9(071}):00(1‘), r € R2.
We also suppose that there is a positive constant C < oo such that

sup || + sup(|0:0] + |VO| + |V?8]) + sup |divu| < C.
UT Ur Ur

Then if 6y > 0, we have 6 > 0 in Ur.

1350021-9
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2.2. Modulus of continuity

We begin with introducing some terminology.

Definition 2.6. A function w:[0, o[ [0,00[ is called a modulus of continuity
(MOC) if w is continuous on [0, oo[, increasing, concave, and piecewise C? with one-
sided derivatives defined at each point in [0, co[ (maybe infinite at £ = 0). We call
that a function f : R? — R has (or obeys) the MOC w if | f(z)— f (y)| < w(|zr—y]) for
every ,y € R2. We also say that f strictly obeys the MOC if the above inequality
is strict for = # y.

We first have the lemma concerning the action of the zeroth-order pseudo-
differential operator like R?R3 on the function obeying MOC.

Lemma 2.7. Let f, g:R? — R obey the MOC w and the vector field u = (R3R3(f—
g),0). Then the following assertions hold.

(1) u obeys the following MOC

S w Cw
Q6) = A1(E) + A ( [ e | %dn) Sy

where Ay and As are positive absolute constants.
(2) If f do not strictly have the MOC w and there exist two separate points x,y € R?

satisfying f(x) — f(y) = w(§) with § =[x —yl, then,

- Vf(z) —u- Vf(y)| < QW (&) (2.4)

Proof. (1) Since m(¢) = ﬁifg is the symbol of R?R3 satisfying that it is a zeroth-

order homogeneous function belonging to C*°(R?\{0}), by virtue of [14, Lemma
4.13], and denoting S! the unit circle, we know that there exist H € C*°(S') with
zero average and two positive constants a; = % Js1 m(¢)dC, az > 0 such that

RIRY(f —g) = ar(f — g) + a2 (p.v. %) “(f—g)

with 2/ € S'. Based on this expression and the fact that f — ¢ has the MOC 2w, the
desired result follows from the deduction in [23] treating the corresponding point.

(2) We refer to [23] for the proof of this point. O

We also need a special action of the dissipation operator |D|® on the function
having MOC.

Lemma 2.8. Let a€]0,2], the real scalar function f € CZ(R?) obey the MOC w
but do not strictly obey it. Assume that there are two separate points x,y € R? such

1350021-10
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that f(x) — f(y) = w(&) with & = |x — y|. Then we have
[=[D[* fl(z) = [=ID[* f1(y) < ¥al8),

where
2 w(E +2m) + w(E — 2n) — 2w(8)
BO‘/O 771+oz dn
Vo (§) = P w(§ +2n) —w(2n — &) — 2w(§) (2.5)
+ B, /5/2 iTa dn, «€]0,2],
2(€), a=2,
and B, > 0.

The proof is essentially contained in [23, 21], and we omit the details here.
At last, we state a simple lemma concerning the function having MOC.

Lemma 2.9. Let w be a MOC which in addition satisfies that
w(0)=0, &'(0)<oo, and W"(0+)= —cc.

If the real scalar function f € CZ(R?) obeys the MOC w, then for every r €0, 0],
we have

IV fllze(s,) < w'(0).

Proof. The proof is similar to that in [23]. Indeed, since |V f] is a continuous
function on B,., we suppose that it attains the maximum at x € B,. Let y = x + &/

with & > 0and ¢ = ‘gﬁig‘ , and by definition we have f(y) — f(x) < w(&). According

to the Taylor formula, the left-hand side of the inequality is bounded from below
by [V f(2)|§ — [|V2f|lL=&?, while the right-hand side is bounded from above by
w'(0)€ + g(£)€* with g(§) — —oo as & — 0+. Thus [Vf(z)| < w'(0) + &(g(§) +
$IV2f||z=), and as ¢ small enough the assertion follows. m|

3. Proof of Theorem 1.1
Denote § = 0T — 6~ and we rewrite the system (1.2) as follows:
{atoi + 01 (uf0F) + 5|D|*0* =0, «a€]0,2], k>0, a0
uf = £R1R3|D| 16, 0F|—0 = 607,

where the equation of #* should be understood as two equations of 1 and 6~
respectively.

3.1. A priori estimates

In this section, we, a priori, suppose that 6+ ¢ C(RT;H™NLP) and 0 €
C(RT; H™ N LP) with m > 2, p€]1,2[ are independent functions and they sat-
isfy (3.1).
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We first obtain the L9 estimate of §* with ¢ € [p,o0[. Let x be the cut-off

function introduced in Sec. 2.1 and yg(-) £ x(%) for R > 0. Multiplying the
equations of % by |07]9720% g and integrating over the spatial variable, we get

Lo ([ ain(oas )

— [ 0u(ur0)(t, 2)|6F| 1205 (¢, 2) xn(2)da
R2

—x / DI (£, )| |7 26% (£, 2)x e ()
R2
2 TE() + 1T (2).

For I*(t), from the integration by parts, we have

T (f) = — / (O10)| 0% 9y () d — / wEOOE|6% |7 20% o () e
R2 R2

= — (1 — é) /R? (81u1i)|0i\qu(x)dx + <é> R7! /R2 uf\9i|q81>< <%> dx
< (1 - é) 0vui ()| o= 165 (N0 + (aR) ™ 10ux Lo ut (1) = 16 (1)1
< (0vuy @)z + (aB) 0| Lonm) 107 (D)%,

where in the last line we have used the following estimation

lui ()lzge < [RARZIDIT A_10(!) 2= + D [IRIREID| ™ 2;6(8) ] £
i>0

SN0 ovre-m + Z 277 (27| A;0() | £2)
>0

5 ||0(t)HLPﬁHm. (3.2)
For IT1%(t), by virtue of the following pointwise inequality (cf. [20, Proposition 3.3])

1

> m(\D\alf\ﬂ“)(xL Vael0,2], §e-1,0,

£ (@)|” £ (2)(|D|* ()
we have

() < = [ (D100t a)xn(e)ds

IN

—S/R2 [0%19(t, 2)(| D|* X ) (x)dx

IN

K —Q [e3
PRl 11D x|l z== 6= () 1o-
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Integrating in time and gathering the upper results, and from the support property
of x, we get

/ \Gi(t,x)|qda:§/ 0% (4, 2)| Ty n (2)da
lz|<R R?
t
< 162112, + oC / 1810 ()| 6% ()| %, dr

+c/ 6 () [ onm + KRV [65()]|%, dr.

According to the monotone convergence theorem and 6+ € C(R*; H™ N LP), and
by passing R to oo, we have that for every t € RT and ¢q € [p, o],

t
[ 10t itdn < 16518, + aC [ on ()] 0%

& FE(t). (3.3)
Since
+ 1d 4 d, 4 + + q
qF= ()" d ) = Z(FF®)7) = ¢Cllovug (O] = 16= ()|
< qC||Ou (1) oo |65 () || La FE ()71,
we have

t
FE(t) < F(0) + C/ 101y (7) || oe |67 ()| Ladr.
0
This implies that for every ¢t € RT and ¢ € [p, 00|,

t
16 () Lo < 165 l12s +C/O 1010 (7) | o< 1|67 (7) | Lo, (3-4)

where C' is independent of q.
Next we consider the H™ estimate of §* with m > 2. For every j € N, we apply
the dyadic operator A; to the equations of = in (3.1) to get

DN;0F + k|D|[*A;60F = —A;0; (uF07F).

Multiplying both sides of the upper equations by Ajei and integrating over the
spatial variable, we obtain

2dt||A 0= (1)]|72 + &l DIZ 4,05 (1|72 = / A0 (uy 0F) (8, ) A 6% (¢, ) da.

Integrating on the time variable over [0, ¢] leads to

186 (®)[172 + 26l D] ;6|72 .

t
< 4,605 11Z +2
0

/ DOy (uE0F) (1, 2) A;0F (1, ) d| dr.
R2
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Then, by multiplying both sides of the above equations by 22/™ and summing over
j € N, and from Lemma 2.2, we find

D 2N ()T + 2k ) 27 [|D[F A0
JEN jEN

<D 29807 |17
jEN

t

+C/0 IVt o= 6% 7 + 167 Lo |V |z 6% [ 2 ) (7)dr. (3.5)
For j = —1, from (3.3) and Bernstein’s inequality, we directly have

t
1A= (@)II72 < 165172 < 165117 +C/O 1010 (7) || 2= 167 (7) |2
Gathering the upper two estimates, and from ||-[| gy, = [|-|| g, we get
16%(®)[I3 < Coll65 131
t
+C/O IV oo 10 + 165N L (V05 | 120 16% o) (7).
In a similar way as obtaining (3.4) from (3.3), we see that
t
16 )|z < Coll6g || +C/0 (Ve[| o 6% e

05| o< Vi || e ) (7)d, (3.6)

with Cy > 1. From the Sobolev embedding and Calderén—Zygmund theorem, we
further deduce

t
16% ()] zrm < Col|6F || zrm +c/0 10(7)| 7 ||6% (7) || 71 . (3.7)
Gronwall’s inequality ensures that
6% ()| < Col|OF || eC o 10 arm

Now, by combining (3.4) with (3.6), we have
¢
16% ()| mane < Coll0F || mrmare + 0/ (V|| oo 6% | o
0

0% | L |V || ) (7) dir (3.8)
This estimate also yields

167 () zmare + 110~ (@) amare < Co(ll63 1|amary + 10 | zmALe)

t
e / 106 (6% | ooz
0

+||0_||HmmLp)(T)dT. (39)
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Hence, for every T > 0 satisfying that
1
T < - _ ,
4CoCr (10 lmze + 160 [ maLe)

and 0 satisfying that

10]| g zrm < 2C0o (105 |zrmze + 105 | zrmALy), (3.11)

(3.10)

we have
10F | Lee ey + 107 | Lge(mmzey < 2Co(108 |ermare + 105 [ maLe).  (3.12)
From (3.4) and (3.5), we moreover obtain

+ —
(|6 ||L2THm+% + 6 HLzTH"‘+% ST 6E | rm e L

3.2. Uniqueness

Assume that (§1F,017) and (6%F,60%7) belonging to C([0,T]; H™ N LP) (m > 2,
pe]l,2[) are two solutions to the system (1.2) with initial data (83", 65 7) and
(62, 0%7) respectively. Denote 6% £ g1% — g2+ 50 2 g0F — 2% g1 £ git
oo, ubt & LRIRED|710 for i = 1,2 and 00 £ 61 — 62 = 56T — 60, duf £
LE 2% = R R2|D|~160. Then we write the equations of 66F as follows:

Uy
8,00% + 81 (uFE60F) + k|D|*60F = —0, (JuF 01F)
60F|i—o = 00,

For R > 0, let xr be the cut-off function introduced in Sec. 3.1; then we multiply
both sides of the upper equations by |66F|P~2560% xr and integrate on the spatial
variable to obtain

%% (/ laei(t,xnpxR(x)da:) = — | 0(udE60%) (1, 2)[06% [P~200% (1, x) xn (x)da
R2 R2

k / | DI60% (1, 2)[66% [P~260% (1, )y n () d
Rz

— / o1 (SuEOLE)(t, 2)|00F|P~200% (t, x)x p(x)dx
R2

£ AT (1) + A3 (1) + AT (1)
Similarly as estimating I+ (¢) and IT¥(¢) in Sec. 3.1, we get
AF (1) < C(|orus ™ (@)l + B |u = (8)]| o) |66 ()17,
< CUI0* O mm + RO ()| rrmeze) 1667 ()0,
and
A5 (t) < CKR™(|06% (1)||70-
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For A3i (t), by virtue of the Hélder inequality, Calderén—Zygmund theorem and
Hardy—Littlewood—Sobolev inequality, we find

A (t) = - /R 2((8157,&)01’i + JuT0101F) (¢, 2)[00F [P 200 (t, ) x p(x)dx

IN

(016w || Lo ||0"*

+ -1
oo + 10Ul 2o (10067 F[|22) 16617, xR Lo

< CJl0ME ()] 16(8) || 2 |06 (£) 155

Collecting the above estimates, and in a similar way as obtaining (3.3), we infer
that

166 ()11, < 11865117

t
+p0/0 (16127 166 | o + (16 |z | 66]| o) (7) | 66* (7) [ .

This estimate implies that

166% ()| v < ||66F]| Lo

+C/0(||92(T)||Hm\\59i(7)llm+H91¢(7)||Hm\\59(7)\\m)d7~ (3.13)

Hence, summing over the upper estimates of 667 and 60—, we have

166+ ()| Lo + 166 ()] 10
< 1005 o+ 1005 s + [ N0 + 1507
where C(7) = C||0*(7)|| g +C||05F(7) || 5rm +C|0"~ (7) || zrm . Gronwall’s inequality
yields that for every ¢ € [0, T,
166+ ()| o + 186~ ()| o < (1665 | o + 11665 || o)e™ <O ew

and this clearly guarantees the uniqueness.

3.3. Existence

We construct the sequences of approximate solutions {(6™%,60™)},en as follows.
Denote 0% (t, ) = e=*IPI"9F (), and for each n € N, (§7t1+, #7+17) solves the
following system

8t0n+1’i + 81(u?’i9n+1’i) + K|D|a9n+1’i =0,
ulF = £ R RE|D| L (6™ — 67, (3.14)

1,+ _ pt
0n+’ t:0—90.

Since 0T € H™ N LP with m > 2, p €]1,2[, we know that #%F € C(Rt; H™ N LP).
Now assuming that for each n € N, ™% ¢ C(R*; H™ N LP), we further show
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that gn T4+ € C(RT; H™ N LP). By a classical process, it is not hard to show that
gntlE € O(RT; H™). To prove that §7"+L* € O(R*; LP), we use the Duhamel’s
formula

t
0" (¢, 1) = e~ HIDI" g () +/ ¢~ HE=T)IDI gLy g
0

with fr+LE = 9 (uf"Fem+1%). By a direct computation, we deduce that for every
t € 0,00,

1 e < 0020 e 40107 e

< o1 E | poepo 07T E | pgepoe + U™ 5 2 [|010™ TV oo o
L L5 t

S U0 ngorr + 110 Lo ) 1675 | Lo rrm, (3.15)
thus
107 (0o < 163 o+ (10" oo+ 10 Lz o)IO™ e o,

and this implies that §"*+%* € L>°(R*; LP). When & = 0, in a similar manner we
can show that §"+1% € O(R*; LP). When « > 0, for every t,s € [0,00], t > s, we
have

9n+l,i(t7x) _ 0n+1’i(8,$) _ (efmt|D|‘Y _ €7NS|D|Q)93:({IJ)

t
—|—/ e RUE=DIDI grtlt (2 0y dr

4 [ (e IBI  RenID) e
0

£ Bi(t,s,x) + Bo(t,s,z) + Bs(t, s, z).
It is obvious that
tin ([ Byt 5,2)]| 2 + [ Ba(t. 5.2)] ) = 0.

For Bs, by Bernstein’s inequality, Fubini’s theorem, Young’s inequality and the
following estimate (cf. [19, Proposition 2.2]) that

e MPIAS fll e < Ce™ " || A flle, ViEN, pel,o0], h>0,
we find that

s t—T
1Bs(t,5,2)1 22 < & / / e~ 1P1 | DJe L (1 )| dr’dr
0 S—T

s t—7
< H/ / |le="T |D|Q|D|O‘A,1f”+l’i(7',x)HLng/dT
0 s—T

s t—T1
+I€/ / ZHe—fvr/‘D‘a‘D|O¢Ajfn+1,:|:(7_7x)”Lg d’T’dT
0 s—T

jeN
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S kst —s)|
t—S Z/ —c(s— T)21‘12ja||A fn+1 i( )HLng
jeN
S kst —s)|

jEN

Combining the upper estimate with (3.15) and (2.2) yields
”BS(ta Sax)”Lg < Cﬁs(t — s)

with C' depending only on [|0™*|| e (gmnrey and [[0"T1E[ Lo gm. Hence 07 FHE €
C(R*; H™ N LP). By induction, we have ™% € C(R*; H™ N LP) for every n € N.

We also show that {(6™*,60™ )}, en are n-uniformly bounded in C([0,T]; H™N
LP?) with T defined by (3.10), that is,

16" lage rmasey + 18 g amerzy < 2600165 Narmezr + 165 Nmes).  (3.16)

Indeed, from (3.10)-(3.12), it reduces to prove that (3.11) is satisfied for every
n € N. This can be seen from the estimate that [|6%F — 6% | pecrm < |65 —
Oq | rrm < 2Co(|05 || rmre + |10 || mmare) and the induction method.

Next we show that {#™*},cn are convergent in C([0,7"]; LP) with some 1" €
10, 7] fixed later. For n,k € N, n > k, denote §™** £ gntl* _ gk+lE and the
difference equations write

a 9n,k,:ﬁ: + (9 (un—i-l,:l:en,k,j:) + H|D|a9n’k’i — _al(ugl,kd:ok—kl,:t),
u? k,+t N :I:'Rl'RQ‘D| 1(0n 1,k—1,+ 9n—1,k—1,—)’

an,k,i ‘t:O = 0.

In a similar way as obtaining (3.13), we get

t
6™+ * (@) L» < C /0 1O = ") () [ | 075 (7) | o7

t
+C/ 5B () g | (077 EF — g EETL ) (7)) | Lo
0

Denoting ©™F(t) £ [|0™F+(t)|| s + [|0™F~ (t)||z» for every t € [0,T], we further
have

n,k ! P n,k \dr ! P n—1,k—1 \dr
o <t>s/0hn<>@ (r)d +/0hk<>@ (r)dr,

where h;(1) = C||0F ()| gm + C||0T5=(7)|| g, @ = n, k satisfies the uniform
estimate [|7;(7)||Lss < CM with M an upper bound from (3.16). Hence, Gronwall’s
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inequality leads to that for every ¢ € [0, T
t
@n,k(t) < ejot hn(r)dr/ hk(T)@nil’kil(T)dT
0

< BCMttCM@n_l’k_l (t)

By choosing ¢ small enough, i.e. for ¢ € [0, 7"] (noting that 7" still only depends on
1602 || zrmrr), then there exists a constant y < 1 such that

okt < pen b1, Vitelo,T'].
From iteration, we find that for every n,k € N, n > k,
O™ E(t) < pFHL (|07 R 80 Lo + 07 460 o)
< OM e,

This ensures that {§™*},,cy are Cauchy sequences in C([0,7’]; L?). Therefore there
exist 0 € C([0,T’]; L?) such that ™% — 6F strongly in C([0,T"]; LP).

Now we consider more properties of the limiting functions #*. From (3.16) and
interpolation, we have that for every m € [0, m|,

167 — 6%l 15 1m ey < 10™% — %Yo, s 107 — 015y
S le’Y”en,i ai”LOOLP ®?):

where v = W Hence §™* — 0F strongly in C([0,7"]; H™) with m € [0,m].

By a classical argument, we know that % solve the limiting equations (1.2), and
if m > 3, they satisfy the equations in the classical sense. From Fatou’s lemma, we
get 6F € L=([0,T'); H™).

Similarly as proving the corresponding point in [24, Theorem 1.1], we can also
show that 6% € C([0,T']; H™) N C*([0, T'[; H™°) with mo = min{m — 1,m — a}.

3.4. Blowup criterion

First we know that the system (1.2) has a natural blowup criterion: if 7% < oo,
then necessarily

1607 1| oo 0,0+ ey + 107 | Loe (jo,0# [ ALe) = 00.

Otherwise the solution will go beyond the time 7.
Next, from (3.8) and the Calderén-Zygmund theorem, we find

t
16% @)l mare < CollOy |amaLr + C/ (IR1R3| DI~ V0| o 6% | e
0

+ 105 | oo |01 ) (7).
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Denote G(t) = ||0F()||gmare + 10~ (#)||gmare for every t € [0,T*[, then from
Lemma 2.3 and 0 = 0+ — 0, we get

G(t) < CoG(0) + C/O (IRARBID[TIVO(T) [ Loe + 107 (7l + 107 (7)l| )G (7)dr

< CoG(0) + c/o (L + (|67 (7| + |67 (7)]| L) log(e + G(7))G(7)dr.

Direct computation yields that for every ¢ € [0, T™*],
G(t) < (CoG(0) + €)™ ICt+C I 0 (D)L 07 (1)l poe)ar}.

Therefore, if T < oo, we necessarily need that fOT*(||0+(t)HLoo + 10~ @) ||L=)
dt = 0.

4. Proof of Proposition 1.2

Throughout this section, we assume that (67,07) € C([0,T*[;H™ N LP) N
CL([0,T*[; H™) with m > 4, p€]l,2[, mg = min{m — 1,m — a} is the corre-
sponding maximal lifespan solution obtained in Theorem 1.1.

4.1. Proof of Proposition 1.2(1): the non-negativity
of the solutions

For every T €10, T*[, denote Uz =10, T x R2. According to the Sobolev embedding,
we infer that

0= € O (Ur) N CY2(Ur) N Y, (Ur) N LA(Ur)
satisfies

+ + + +
S[}lp(\ato |+ VO] + [V267]) + sup [6*] SH6%lge umarey L
T Ur

and #F solve the following equations pointwise
T + V- (ut0F) = k|D|*6F,
ut = +(RyR3|D|~1(6F — 67),0),
0*(0,z) = 05 (x).

To show that u* € C}; (Ur), noticing Vu® = V(R RE[D|~1(6F —07),0), it suffices
to prove that 6% € C’(]O,T};Bgo’l)7 and this turns out to be a consequence of
00* € C([0,T); H™) with mg = min{m — 1,m — a} and Sobolev’s embedding. It
is also clear to see that #5 € C?(R?) and

Ur Ur

Hence by virtue of Lemma 2.5, and from Goi > 0, we have #* > 0 in Uyp. Since
T €]0,T*[ is arbitrary, this implies 6% > 0 for all [0, T*[ x R.
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4.2. Proof of Proposition 1.2(2)

Let T'€]0,T*[ be arbitrary, ¢ € C°(R) be an even cut-off function satisfying that
0<¢<1, suppop C|]-2,2[, ¢=1 on[-1,1].

Denote ¢r(:) = ¢(3) for R > 0. Multiplying both sides of the equations of 6+ by

¢r(z1) and integrating over the x;-variable, we get

%/Roi(t?x)d)ﬁ’,(l’l)dl‘l = _/Ral(uitoi)(tax)qsl%(xl)dﬂfl

—x / IDI*0* (¢, 2) (a1 )day
R

£ TE(t, mp) + 1T (¢, 22),
with v £ +RR3|D|~1 (6T — ~). For I*, from the integration by parts and
Hoélder’s inequality, we obtain that for every (¢, z2) € [0,7] x R

(¢, 20) = %Auf(t,x)ai(t,x)@m) (%) day

1 +
< R1/2 I HL%"LS" Hai”L;?L;;le IVl L2

From (3.2), we see
+ _
luillzseree S ||9+||L;9(HmmLp) + 107 | Lge (rmLey- (4.1)
By the Sobolev embedding, we also find that
10% ez S NI+ D20 ugprz S 1% e .

Thus

1 -
T e S W(H9+||2L5°9(HMQLP) A0 1 e (rrmro) VN2 (42)

T “xog

We can rewrite IIT as follows:
I (t ) = —k / D0 (t, 2)g (1 )y — / (IDI" — |Da|)6% (t, 1) (1 )y
R R

LI (t, 2g) + TE (¢, 20).

It is obvious to see
I (t, 5) = —k|Ds|® (/ Gi(mx)gbR(xl)dxl).
R

For 112i7 observe that

I3 (t,25) = —n/

R

_ “a [D|* — |Da|* a gy (21
= KR /]R (Tﬂi) (t,2)(|D1]* ) (§> dzy.

<|D|" — | Do

‘D1|a 0i) (t’x)|D1‘a(¢R)(fE1)dxl
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If a« €]1/2,2], from Hélder’s inequality and the fact that [¢|* — [(2|* < |(1]* for all
a€]0,2], ¢ = (¢1,¢2) € R?, we obtain

—a |[ID]* = |Da|* 1
M| o oo < el || 22 = 1D o HDQ(—N
M5 f|rgrre < 5 AR - (ID11%0) (3 2,
DI|® — | Dol
< wR@D ‘(Id Do PEZ1Del gl ipjagy
| D1 | LeLe

S KR™@™D)0F || oo g || D] | 12,

where we also have used the estimate that ”f”Li‘;;il < HfHLﬁ'{’_‘;Q S Ad+[Da]) fllz2-
Since '

%A9i(t,x)¢3(x1)dx1 + K| D2|* (/R 9i(t,$)¢R(1‘1)d1‘1) =I5 (t, 0) 4 1IE (L, x2),

we get

< ‘ [ e+t a)n(eden

Lyl Lyl

H/ 0% (t, x)dx,
|z |<R

S ‘

/ 6 () pr (1) s
R

L3y
+
"’T(HIiHL;?Lg; + |13 ||L§9L;3)
< 0l +CT(R + R D),

where C is a positive constant depending on &, Hai”LOTO(HmmLP) and ¢. From
6F(t) > 0 for all ¢t € [0, 7] and the monotone convergence theorem, and by passing
R to infinity, we find
+ +
16 HL;<>L°°=1 <165 llpeen -

T2,T] xQ,x

Hence this estimate combined with the fact that 7°€]0,7*[ is arbitrary leads
to (1.5).
Now, since 6% € C([0, T*[; H™ N LP) with m > 4 and p €1, 2[, we have

lim [ 0%(t2)+ > VRt 2)| | =0, V(ta)€[0,T[xR, (4.3)
e k=1,2,3

thus we moreover deduce that for every ¢ € [0, T*],

T
’/ ei(t,{fl,l‘g)di‘l

/ 0F (t, x)dx;
R
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and

x

1
lim p*(t,z) = lim 0F(t, 71, 22)dE; =0, V(t,22) € [0, T*[ xR.
T1——00 T1——00 J_ o

(4.5)

Next we shall justify that p* are the mild solutions of the system (1.1) for (¢,z) €
[0, 7% x R%. From Theorem 1.1, we know that

0F (t, x) = e P 0E () — /Ote~<tT>IDI"al(uiei)(T,x)dT,
VY (t,x) € [0,T*[ x R?,
with
ui = TRARED|ITHO —07) = +RIR3(pT — p7).
Taking advantage of the relation 8+ = 9, p*, we get

(b ) = / 0% (1, 71, 22)d1

/ €_Kt‘D‘a81p§(£1,$2)dJ~31
x1 t o

—/ / e~ H(t=)ID| 81(u1i81pi)(7',5c1,x2)d7d561
—o0 J0

t
= eiﬁt‘D‘Qpﬁ(x) — / eiﬁ(th)‘D‘a(uli(?lpi)(T, x)dr + E(t, z2),
0

with

E(t,x2) = Ey1(t,2) + Ea(t, x2)

2 _ - lim e—mt|D|"‘p6|:(J~:1’x2)
I1——0o0
t «
+ lim e =PI (yEGF) (7, 1, o) dr.

I1——00 0

When £ = 0, by virtue of (4.5), (4.1) and (4.3), it just reduces to

t
P () = ) ~ [ (o) (ra)dr.
0
When « > 0, noticing that
e Pl o () = | Ka(kt,y)py (x —y)dy, a€]0,2], (4.6)
R2
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where K, (rt,y) = (kt) "2/ K, (y/(kt)Y/*) and K (y) = F (e~ 1<1")(y) (2 €]0,2])
satisfies

1

~ 2
Koz(y) ~ (1 + |y‘2)(2+a)/27 Y c R ) QE]O,Q[,
1
Ka(y) = g%, yeR’, a=2,

thus from (4.4), (4.5) and the dominated convergence theorem, we find E (¢, z2) =0.
Similarly, from (4.1) and (4.3), we also get Fs(t,z2) = 0. Hence we have for every
(t,x) € [0,T*[ x R?

t
pE(t,x) = e P pE(2) — / e DD (y 9, pF) (7, 2)dr. (4.8)
0

4.3. Proof of Proposition 1.2(3)

We first show that for k = 1, 2,3, V¥p*(t) € L for all t € [0, T*[ under some appro-
priate assumptions of p. Clearly, since VF=19, p*(t) = VF~10%(t) € L for all t €
[0, T*[, it suffices to consider the case of 95p™. Due to that 0= € C([0, T*[; H™ N LP)
with m > 4 and p €]1, 2[, the nonlinear term satisfies that for every T' €10, T™],

ki, +£a + i+ ok—jpt
103 (uy 01p )HL%"L;O < Z |05us 9578 ||L°T°L:°

0<j<k
- o
< > 10uf llosoree105770% || L oo
0<j<k
S W0F Nz camnrey + 107 e maro) 0% lLgmm.  (4.9)

Thus, from (4.8) and 95 pE € L°, we have
t
O (t.) = IP 0 (@) — [ IO B oy o) r ), (410)
0

and
105 p* |l Looree < 10505 |l + CT,

with C' depending on HGiHng(HmmLp)7 which implies that 05p*(t) € L for all
t € [0, T*[. Moreover, thanks to lim,, ., d5pT () = 0 for every z; € R, (4.3) and
the dominated convergence theorem, we also have

lim 95p*(t,x) =0, V(t,a2) €[0,T*[xR. (4.11)

T1——00

Next we show that pT solve the system (1.1) in the classical pointwise sense.
Since #* are the classical solutions to the system (1.2) and d;p* = 6%, we have
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that for every (¢, ) €]0,T*[ x R?,

dipt(t,x) = / Di0% (t, 1, 2)diy

Z1

—/ 81(u1i9i)(t,§c1,x2)d£1 — Ii/ ‘D‘aei(t7.’f1,$2)di‘1

— 00

T 1
= —/ 81(u1i81pi)(t,531,x2)d561 — H/ 81‘D‘a,0i(t,531,1‘2)di‘1
=T 81p (t,z) — li‘D|api(t,:L‘) + Ea(t»xQ)v
where
E%(t,z3) = lim |D|*p*(t,z),
xr1——00

and in the last line we have used (4.1) and (4.3). When e = 2, from (4.3) and (4.11),
we directly get E2(t,z) = 0. When a €]0, 2[, due to p* € L>([0, T*[; C2(R?)), from
Lemma 2.4 we have

E(t — ot (t.x) = Vpt(t. z)-
\D\O‘pi(t,x)z—ca (/ 4 (7x+y) 14 (755) VP (,{L‘) ydy
By

|y |

o pr(t e +y) —pi@,x)dy)

ly[>+e

V2p*E(t,
/ / / (v ;:’ 5TY)) Y Y rdsdrdy
By ‘y|

+ _ . *
+/ pE(t,x+y)—p (t,x)dy>7

|y |

and by the dominated convergence theorem, (4.3) and (4.11), we find E(t, z5) = 0.
Similarly, we can prove that Vp® solve the equations in the classical pointwise
sense

01 (VpE) +ufd (VpF) + k| D|*(VpF) = =Vuiopt, VpFli—o = Vpi,

and 0;(VpT) € L>=([0, T*[; L>) which implies that Vp* € C([0, T*[; L>).

4.4. Proof of Proposition 1.2(4)

Since 6F € C([0,T*[; H™(R?)) with m > 4, then for every ¢t € [0, T*[, there exists
a constant Ry > 0 (that may depend on t) such that

Halpi||L°°([0,t];L°°(B}C{1)) = HoiHLOO([O,t];Lw(B;‘h) < 10195 || e
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For dyp*, from (4.10), and by denoting f*(t,2) = dy(uidip*)(t,x), we infer
that for every ¢ €]0,7*[ and for some constant Ry > 0 chosen later,

t
1020 | L= (0,0, (B, )) < 110205 [l L +/0 le=*C=IPE FE5 (7, )| Lo 5,

Let x be the cut-off function in Sec. 2.1, and denote ¥(z) £ 1 — x(x) for every
x € R?. Clearly, ¢(x) € C°°(R?) satisfies that

0<t <1, suppy CBf, ¥ =1 on Bj,

thus we get

t t
/0 Hefn(tfr)\D\ fi(T")HL‘X’(BJC?Q)dTS/O

£ (@),

dr
Lge

P o (5

We divide it into several cases

Fi(t)</t e KDDL (g | = | | ()] dr
— 0 ) R2

2 Lee

t
+/ e—rt=nIDI |
0 2
2 L
2TT() + 5 (1),
where [X,Y] £ XY — Y X is the commutator. For I‘li, noticing that as r — oo,
Hfi”L;”Lw(B;‘) < 1ot - 0_)||L;’°(H'"ﬂLP)(H0i||L;’°(L°°(B;‘)) + ||820i||L;’°(L°°(B;‘)))
— 0,

we can choose Ry large enough so that for every t €]0, 7%,

1 2z
(%)

From (4.6), we can rewrite I's as

i) < Ct

< CtHfiHLf"(LOO(B}C{ ) <

NN

2)
Lo Lo 2/

O R R e e B
2

R2

¢ T —y T
=/O Ko(k(t—1), ) f5(r, 2 —y) | x R | X Rz) dy||  dr.
2
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Thus by using the estimate that
lg(21) — g(z2)| < ||9Hca/2(R2)|Zl - 22|a/2» V21,2 € R?,

and the Minkowski inequality, (4.9), (4.7), we obtain that

a/2

t
50 < oo [ | [ Kaltst -l Ga-w)l (4] a) o
0 R2 _2

2 Lo

< Illgersll %l e oo// Kt — 1) 2 Ke y yl*” 4
comll ke (st —T)V*) R/

< Ixligar
N RTC/QH i||L;>°(HmmLp) 0( K(t—7))2dr K y)ly|* dy
2

—«/2
S By P lxllcer 0% 3 (rrmn (50)2,
Thus through choosing Rs large enough, we also have
IE(t) < % Vte]o, T

Denote R = max{Ry, Rz}, then gathering the above estimates leads to (1.7).

5. Proof of Theorem 1.4

From Theorem 1.1 and Proposition 1.2, we assume that 7* > 0 is the maximal exis-
tence time of the solutions (9%,67) € C([0,T*[; H™ N L) N L>([0, T*[; L3YL ) N
CH[0,T*[; H™) and (pT, p~) € L>=([0, T*[; W) N C([0, T*[; W) with m > 4,
p€]l,2[ and mg = min{m — 1, m — a}. There is also a blowup criterion: if T* < oo,
we necessarily have

T T
[ 10Ol = [ @570 ) Ollmdt =00 (5)
0 0

We shall apply the nonlocal maximum principle method to the system (1.1) to show
that some appropriate MOC is preserved, which implies that the Lipschitz norm of
(p™(t), p~(t)) is bounded uniformly in time. Clearly, this combined with (5.1) leads
to T = oo.

Let A €]0,00[ be a real number chosen later, w be a stationary MOC with
its explicit formula shown later. According to the scaling transformation of (1.1),
we set

wA(€) 2 ATw(NE), VE€[0,00] (5.2)

First, we show that (pg, py ) strictly obeys the MOC wy, for some A. From (1.6)
and the non-negativity of 8, we know that || pZ||L= < HGSZHLOO,I . Denote wy ' and
o

w1 the inverse functions of wy and w (if they are multi-valued for some z, we choose
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the smallest ones as their values), then we need wy '(3[(65,0y )| =1 ) < 00, s0
ok

that for every z,y satisfying |z — y| > wy ' (3/|(0F, 05 )|| j<1 ), we have
@,z

2
195 (@) = P )] < 2005 25, < seoallo = o).

For «€]1,2], with no loss of generality we suppose that there are fixed constants
co,& > 0 depending on « such that w(&) = co, which yields w™(co) < &. Then
we can choose some A € ]0, oo[ such that

.o
. 301065, 00l oo

) 5.3
- (53)
and from wi'(2) = fw (&), we get
_ _ §o
wx GBI 0z, ) < 3 < o0 (5.4)
For « = 1, we have to call for that w is unbounded near infinity, so that

w;1(3||(08>7007)||11;<;,7111) = )Flufl(?)H(HO*,007)||L;<;,“111) is meaningful for the large
data. Thus for every z,y satisfying Mz — y| > Cy with
~ &o for a €]1,2],
Co = 1 + g
L3050 ) ) fora =1,

we obtain
0% (@)~ o ()] < Sn(lo — ). (55)
The other treatment we can rely on is the mean value theorem, from which we have
195 (@) = pi (W) < V5 =l = y-

Let 0 < 8 < Cy. Due to the concavity of w, we infer that for every z,y such that
Mz —y| < do,

N lod) _ walle =)

dbo = Ar—yl
Thus by choosing A such that
x> (g Vgl (5.6
w(do)
we get that for every z,y satisfying x # y and Mz — y| < do,
105 () = pg ()] < wa(lz —yl).- (5.7)

Finally, we consider the case of z,y satisfying dp < Mz —y| < Cy. Observe that
05 () = p5 (W) < SEN(Vog, Vgl and A 7'w (%) < wa(lz — y[). Thus by
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choosing A satisfying

Co

A Vod, Vo)L 5.8
>w(§0)”( Pos> VP )”L ) ( )
we obtain that for every x,y satisfying dp < Az —y| < Co,
105" (x) = 5 (v)] < Al —y)). (5.9)
Hence, to fit our purpose, we can choose
1
406506 ) por \ T 13
max ) e e (|(Vd, Vi ) ¢
( o 165,60 ) g, 00
A2 a€ll,2],

w3165, 05 )l oo )
— 2 |[(Vpg, Vg e, a=1,
H(90+»00 )HLO"’I ’ ’

2,7

(5.10)

and do = w ™ (2[[(07, 05 )l 2o, ATY).
Assume that T, > 0 is the first time that the strict MOC wy is lost by p®(t),
ie.

T £ Sup{T € [OvT*[v |pi(t7x) - pi(tvy)| < w)\(|51,' - y|)7
YVt e [0,T[, Vo #y € R?}. (5.11)
Then we have the following assertion.

Lemma 5.1. Let T, > 0 be defined by (5.11). Assume that w moreover satisfies
that

w(0) =0, w(0)<oo, w’(0+)=—00. (5.12)
Then only three cases can occur:

(i) p~ strictly obeys the MOC wy and there exist two separate points x&,y+ € R?
such that

pr(Teya®) = p"(Teyy™) = wa(€F), with€" =]z —y™;  (5.13)

(ii) pT strictly obeys the MOC wy and there exist two separate points x—,y~ € R?
such that

(Tez™) = p(Toy™) =n(€), withe =~ —y |,  (5.14)
(iii) there exist four points x*,y* € R?, x* # y* such that
pH(Te,a™) = p=(Ta,y™) = wa(€F),  with £ = o™ —y*[.  (5.15)

Note that all £ and £~ satisfy that &5 < wi ' (3[|(05, 05 )| ot )

xo, T
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Proof. It is clear to see that for every t < Tk, pT(t) strictly obeys the MOC wy,
and from the time continuity of p*(¢), we have that for every x,y € R?,

0" (T ) = p* (T y)| < wr(lz = y))- (5.16)
Then for every x,y € R, z # vy, define

(4 ) — pE(t
Fi(tmc,y)é ‘p (755) P (»y)‘7 VtE]O,T*[.
wx(lz —yl)
Obviously, F*(T,,z,y) < 1. We assume that F*(T,,z,y) < 1 for all z # y € R?,
since otherwise the claim follows.

First, denote

- 30605 .05
To 2 w3 G116 00 )=/\‘1w—1< )

zo,w1 \oe—1

and we find that for every z,y satisfying |z — y| > Co,

2 = 2
201657 2=t < swa(Co) < zwallz —yl).

o
Thus by (4.4), we have for every ¢t €]0,T*[ and z,y satisfying |z — y| > Co,
2
6 (6,2) = ¥ (6,9)] < 2005 5, < 3a(lz — 9. (5.17)

Second, we consider the case of z,y near infinity. From the mean value theorem,
we get for every t €]0,T*[ and for every z,y satisfying that 0 < |z — y| < Cp and
x or y belongs to Bj%+5o with R > 0 fixed later,
+ + +
o™ (@) — p= (6, y) < [IVP™ [ oo (0,11 (g |2 — Y-

By the concavity of w and |z — y| < Cp, we find that

\ 3“(03»007)”[,;;;;1 _ w,\iﬁo) < wx(lz — y‘)
NE A T
w \a—1
In order to make
i a3 s,
P llLe=([0,t];L>=(BS)) =~ & — ,
(A= =5 3810500l
w \a—1
from X > WH(VPS—»VPO_)HL“ and (5.3), it suffices to choose R such
070 Lgoy,l'
that o
3 _
IV 05 || o (0.0 (Be)) < §H(VPO+7VP0 ) Lo (5.18)

This estimate can be guaranteed by (1.7), and we denote the chosen number by R(¢).
Thus we obtain that for every x, y satisfying that 0 < |[z—y| < C¢ and z or y belongs
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c
to BR(t)+50 ’

1 *
0%t 2) = p(ty) < Swrlle —yl), VEE]O,T7[

In particular, there exists a number h; > 0 such that for every x,y satisfying that
0 < |z —y| < Cyand z or y belongs to B

(&
R(T.w+h1)+Co’

1
P (t2) = 0 (6 9)| < Jerlle —yl), VEE [T T+ R, (5.19)

Next we reduce to consider the case that z,y € Bpip, 14,15, and 0 < |z —y| < Co.
Since (5.12) and p*(T.) € C2(R?), from Lemma 2.9 we get that

IVp™(T%) ) < wi(0) = A%w'(0).

||L°°(BR(T*+h1)+€0

From p* € C([0,T*[; W), there exist small constants hs,6 > 0 such that for
every t € [Ty, Ty + ha],

sae )
)S(l—(s))\ 5

Thus for every @,y € Bpr 11, )43, satisfying 0 < Az —y| < 4, from

VP @)l =5

R(Tx+h1)+Co

A lo(d) _ walle — y)

6 7 AMo—yl

we obtain
% (t,2) = ()] < VPO e, )2~

<1 -dws(z—yl), Vte[l,Ti+h. (5.20)

Now it remains to treat the case that the continuous function F*(¢,z,y) on the
compact set

K= {(2,y) € R* x R* max{|z], |yl} < R(T. + h1) + Co, |z —y| = §/A}.

By virtue of F*(T,,z,y) < 1 for all (z,y) € K, we have that there exist small
constants hsz, 6 > 0 such that

FE(t,x,y) <1-06, Y(t,x,y)€ [T, T+ hs] x K. (5.21)

Set h = min{hy,ha, h3} > 0, then by gathering the above estimates, we know
that p* (T, + h) strictly obeys the MOC wy and this clearly contradicts with the
definition of T. |

Now we shall show that this scenarios (i)—(iii) cannot happen. More precisely,
we shall prove
for (i),  (f7)(Tv) <0, with f*(T%) = p*(Ts,2™) — p*(Ts,y™),
for (i), (f7)(Tx) <0, with f~(T%) =p (Tw,z7) — p (T, y ™), (5.22)
for (iii), (f*)(T.) <0, with fH(T.) = p™ (T, %) — pT (T, y™).
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Clearly, this means that for some ¢ < T, the strict MOC wy is lost by p™(¢) or
p~—(t), and this contradicts the definition of T.
Since p* solves (1.1) in the classical pointwise sense, we directly have

Oip™ (T, 2™) — 0pp™ (T, y*) = —ut - Vo= (T, %) + uF - V& (T, y¥)
+[=D[*)p* (T, &) = [=[D]*]p* (T y™)
with
u® = £(RIR3(p* —p7),0).
Taking advantage of Lemmas 2.7, 2.8 and the change of variable, we find that
for (1),  (fF)(T.) < N7 H(Qw' + Wa)(AET),
for (i), (f7)(T.) < A7 H(Qw' + Wa)(AE7),
for (iii), (f*)(T2) < X7 (Qw' + o) (AEF),

with Q and ¥, defined by (2.3) and (2.5) respectively.
Next we construct appropriate moduli of continuity satisfying (5.12) in the spirit
of [23]. Let 0 < v < ¢ < 1 be two absolute constants chosen later; then for every
€ [1,2], we define the following continuous functions that for o =1

w(€) =¢—-¢72 for £ € 10,4,
MOC; { W'(€) = 2l for £ €16, 00], (5.23)

(D)

and for a €]1, 2]

w(€) =€ -2 foree0,],

MOC, { (5.24)
W'(€) =0 for € €10, 00].

Notice that, for small §, we have w’(§—) & 1, while w’(6+) < 1, thus w is a concave
piecewise C? function if § is small enough. Obviously, w(0) = 0, «’(0) = 1 and
w”(04) = —o0. For @ = 1, w is unbounded near infinity, and for o €]1,2], w is a
bounded function with maximum § — §%/2 (in (5.10), we can choose ¢y = § — §3/2
and & = 9).

Then our target is to prove that for suitable MOC given by (5.23) and (5.24),

QW' (&) + Tu () <0, (5.25)
for all 0 < £ < A\Cp = Aw;l(SH(HJ,%)HL%,;l ), more precisely,

(Alw +A/ gy g [

Note that from (5.4), we know A\Cy < 6 for a €]1,2].
We divide into two cases.

) w/(f) + \I]oz(g) <0, Vf E]07)‘60}'
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Case 1: a € [1,2] and 0 < £ < §. Since # < w'(0) =1 for all n > 0, we have

w § w §
Jy dn < & and [ Ldn < [ Ly =log(6/¢).

3

Further,

Fwn) ,_ w(d) °° gl ol B
/6 po dn—T—i— ; 2(4 : (ﬂ d77§1+4—6§2 for a =1,

Ui +log 5
* w(n) /“5
—=dn < —dn=1 for a €11, 2].

/5 7> = 5 77277 121

Obviously w'(§) < w'(0) = 1, so we get that the positive part is bounded by
f(Al —|—3A2 +A2 log(é/f)) .
For the negative part, we have w”(§) = —3£72 < 0, and

/5 W€+ 20) + (€~ 20) ~ 20(0)
0

pita
£ i 2
2
< /2 Mdn < _§§%*0‘ for v € [1,2[.
o 7 !

Hence by choosing § small enough, we have for all £ €10, d],

3Ba .1
1 ¢ o‘) <0 foraell,2]

& (Al + 345 + As log <g> —

6
13 (Al + 245 + Ay log <—> —

£ Zf_%> <0 for a = 2.

Case 2: a = 1 and £ > 0. To show (5.25), this is almost identical to the corre-
sponding part of [23], and it suffices to choose v small enough; we here omit the
details.

Therefore, (5.22) holds, and it implies that T, = T*. Moreover, for every t €
[0, 7], we have ||[VpE(t)||1= < w)(0) = A* with A defined by (5.10). This estimate
combining with the breakdown criterion (5.1) yields that T = oo.
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Appendix

In this section, we consider the Groma—Balogh model with generalized dissipation
Opt +u-Vpt +|D|*pt =0, «a€]0,2],
op~ —u-Vp~ +|D|Pp~ =0, B€]0,2],

(A.1)
u= (R¥R3(p* —p~),0),
pli=0o =pg, P li=0=pg -
In terms of the dislocation densities % £ 0, p*, we write
00T + 01(u107) + |D|*6T =0, «€]0,2],
90~ — 01(w107) + |D|P6~ =0, Be€lo,2], (A2)

uy = RiR3|D|~ 1O —67),
0F im0 =05, 0 |i=0 =0, .

Similarly as Theorem 1.4, we get the following global result in the subcritical
regime.

Proposition A.1. Let (o, 3) €]1,2%, o # B, (65,0;) € H™(R?) N LP(R*) N
LEZ;I(RQ) with m > 4, p €]1,2[ be composed of non-negative real scalar func-
tions. Assume that ,ooi(xl, xa) = filx) 90i(§c1, x9)dZ1 salisfy that for each k =1,2,3,
Ok pt € LL(R?) and limy, .o 95pT (z) = 0 for every xo € R. Then there exists a
unique global solution

(07,07) € C([0,00[; H™ N LP) N L>([0, 00[; L32L )

2,21

to (A.2). Moreover, (p*,p~) € L>=([0,00[; W3°) N C([0, 00[; W) solves (A.1)
in the classical pointwise sense.

Remark A.2. Whenl =a < <2orl=0<a<2, in a similar way we can
obtain the same global result under the condition that the norm (67, 6y )]l .1

oS
is small enough.

Proof of Proposition A.1. Note that Theorem 1.1 and Proposition 1.2 also hold
for the systems (A.1) and (A.2), and it remains to show that for every 7' €10, 7",
there is an upper bound of the quantity fOT |(01pT,01p7) ()| Le-dt.

With no loss of generality, we fix 1 < @ < # < 2 in the sequel. Let w be an
appropriate MOC chosen later, and denote

wa(€) = A7 tw(NE), VE>O.

Let A > 1 be defined by (5.10) with « €]1,2] (if the quantity in (5.10) is less than
1, set A = 1), similarly as in Sec. 5, we get p§ strictly satisfy the MOC wjy. Let
T, be defined by (5.11), we also find that Lemma 5.1 holds true, and it suffices to
show that (5.22) is satisfied.
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From (A.1) we have
(f) (1) = —u- Vo' (To,2") +u- Vo' (Th,y")
+ =D (T, &) = [=1D[*]p" (Th,y™),
and
(S)(T) =u-Vp (To,27) —u-Vp (Te,y")
+[=IDIlp™ (T, 27) = [=|DIP)p™ (T y ),
with u = (R¥R3(p™ — p7),0). By Lemmas 2.7, 2.8 and the change of variable, we
obtain that
(P < N1 (Ol + W) (AEH) for (1), i),
(f7)(T) < X0 H(Qw' + A7) (A7)
< N2 H(QW + W) (AET) for (ii), (iii),
where ) is defined by (2.3) corresponding to w, and ¥, Wg are defined by (2.5).
Next we construct suitable MOC satisfying (5.12). Let 0 < § < 1 be a fixed

constant chosen later; then for every 1 < a < < 2, we define the following
continuous function

{w(£)=§—§3/2 for £ € [0, 0],
MOC (A.3)
Ww'(€) =0 for € €16, ool.
Then our target is to prove that for the suitable MOC given by (A.3),
QW' (€) + Ta(§) <0, VEE€]0,4], (A.4)
and
Q&)W (€) +Tp(€) <0, VEE€]0,4]. (A.5)

Similarly as proving (5.25), for appropriate positive constants § that may depend
on «, 3, we can show (A.4) and (A.5) are satisfied.

Therefore, we have T, = T*. Moreover, for every t € [0,7*[, we have
VpE(t)||~ < A®. This combining with the breakdown criterion (5.1) yields
T = 0. O
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