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Proof system The notion of proof

Validity

Definition 5.1
A validity is an L-formula φ such that for all (M, ν),

(M, ν) |ù φ.

Validities are truths hold in every pair of (M, ν). They provide no
particular information about any structure. From this aspect, a
single validity is not worth much of effort to study.
However, the set of all validities is a fascinating set.

Question
Given a L-formula, how do we tell it is a validity or not?
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Proof system The notion of proof

Things to do

We will give a pure logical description of validity:
An L-formula is valid iff it can be proven.

To do this, we need to set up
A set ∆ of logical axioms.

For connectives, quantifier, equality.

Rule(s) of deductions.

The notion of proofs.
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Proof system The notion of proof

Recall that a term τ is free for xi in φ means variables in τ remain to be
free in φ after substituting τ in xi.

Definition 5.2 (Substitutable)
Suppose φ P L and τ P T .

1 Suppose that xi is a free variable of φ.
τ is substitutable for xi iff every variable xj of τ is free for xi
in φ.
If τ is substitutable for xi in φ, then φ(xi; τ) denotes the
L-formula obtained by substituting τ for every free occurrence
of xi in φ. Similar for φ(xi1 , . . . , xin ; τi1 , . . . , τin).

2 Suppose that ci is a constant symbol.
τ is substitutable for ci iff for every variable of xj of τ , no
occurrence of ci in φ is within the scope of an occurrence of
@xj .
If τ is substitutable for ci in φ, then φ(ci; τ) denotes the
L-formula obtained by substituting τ for every free occurrence
of ci in φ. Similar for φ(ci1 , . . . , cin ; τi1 , . . . , τin).
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Proof system The notion of proof

Logical axioms I

The set of logical axioms ∆ is the smallest set of L-formulas
satisfying the following closure properties.

1 (Instances of Propositional Tautologies) Suppose that
φ1, φ2, φ3 P L. Then each of the following L-formulas is a
logical axiom:

(Group I axioms)
(φ1 Ñ (φ2 Ñ φ3))Ñ ((φ1 Ñ φ2)Ñ (φ1 Ñ φ3))

φ1 Ñ φ1

φ1 Ñ (φ2 Ñ φ1)
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Proof system The notion of proof

Logical axioms II

(Group II axioms)
φ1 Ñ (␣φ1 Ñ φ2)

(Group III axioms)
(␣φ1 Ñ φ1)Ñ φ1

(Group IV axioms)
␣φ1 Ñ (φ1 Ñ φ2)

φ1 Ñ (␣φ2 Ñ ␣(φ1 Ñ φ2))
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Proof system The notion of proof

Logical axioms III

2 Suppose that φ P L, τ P T and that τ is substitutable for xi
in φ. Then

@xiφÑ φ(xi; τ) P ∆.

3 Suppose that φ1, φ2 P L. Then
@xi (φ1 Ñ φ2)Ñ (@xi φ1 Ñ @xi φ2) P ∆.

4 Suppose φ P L and xi does not occur freely in φ. Then
φÑ @xi φ P ∆.

[There are two cases for “does not occur freely”:
xi is “new”;
xi occurs boundedly in some γ P Γ.]

Spring, 2025 Xianghui Shi Mathematical Logic 8 / 42



Proof system The notion of proof

Logical axioms IV

5 For every variable xi, xi =̂ xi P ∆.

6 Suppose φ1, φ2 P L and xj is substitutable for xi in φ1 and in
φ2.
If φ2(xi;xj) = φ1(xi;xj), then (xi =̂ xj)Ñ (φ1 Ñ φ2) P ∆.

7 Suppose that φ P ∆. Then @xiφ P ∆.
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Proof system The notion of proof

The notion of proof

Definition 5.3
Suppose that Γ Ď L and φ P Γ. Then Γ $ φ iff there exists a finite
sequence xφ1, . . . , φny of L-formulas such that

φ1 P ΓY∆,
φn = φ,
for each i ď n, either

φi P ΓY∆, or
there exist i0, i1 ă i such that φi1 ” (φi0 Ñ φi).a
xφ1, . . . , φny is called a deduction/proof of φn from Γ.

When Γ $ φ, we say that Γ proves φ.
aThis rule of inference is called Modus Ponens (MP).
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Proof system The notion of proof

“Consistent” and “Satisfiable”

Definition 5.4
Suppose Γ Ď L.

Γ is consistent iff for every φ,
if Γ $ φ, then Γ & ␣φ.

Γ is satisfiable iff there exists a structure M and an
M-assignment ν such that

(M, ν) |ù Γ.

The next slide is the famous Gödel Completeness Theorem.
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Proof system The notion of proof

Gödel Completeness Theorem

Theorem 5.1 (Gödel Completeness, version I)
For any Γ Ď L,

Γ is consistent ô Γ is satisfiable

Another version:
Theorem 5.2 (Gödel Completeness, version II)
For any Γ Ď L and any φ P L,

Γ |ù φ ô Γ $ φ
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Proof system Soundness

Soundness
The “only if” (ð) direction of the above two statements are also
called Soundness Theorem.

Theorem 5.3 (Soundness, version II)
Suppose that Γ Ď L, φ P L and that Γ $ φ. Then for any (M, ν),
if (M, ν) |ù Γ,a then (M, ν) |ù φ.

a(M, ν) |ù Γ abbreviates “(M, ν) |ù γ, for every γ P Γ”.

Proof (Sketch).
Induction on the lengths of proofs. Inductively verify the cases
φn P Γ, ∆ or obtained via MP, in particular the case in ∆.
∆-2 as an example, to see (M, ν) |ù @xiφÑ φ(xi; τ). Assume
(M, ν) |ù @xiφ, set µ(xi) = ν(τ), and copy ν at xj (j ‰ i).
(M, µ) |ù φ(xi; τ), as µ „@xjφ ν, we have (M, ν) |ù φ(xi; τ).
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Proof system Soundness

Corollary 5.4 (Soundness, version I)
Suppose Γ Ď L. If Γ is satisfiable, then Γ is consistent.

Exercise 5.1
1 Prove Theorem 5.3.
2 Prove Corrolary 5.4.

We now start to prove the other direction.
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Proof system Deduction and generalization theorems

Deduction

Theorem 5.5 (Deduction)
Suppose that Γ Ď L and φ1, φ2 P L. Then

ΓY tφ1u $ φ2 iff Γ $ φ1 Ñ φ2.

Proof.
ð: If Γ $ φ1 Ñ φ2 via θ̄, then ΓY tφ1u $ φ2 via θ̄ + xφ1, φ2y.
ñ: Suppose ΓY tφ1u $ φ2 via θ̄ = xθ1, . . . , θny. Proceed by induction

on the length of θ̄.a Fix j ď n. Assume Γ $ φ1 Ñ θi, i ă j.
θj ” φ1. Use φ1 Ñ φ1 P ∆-1.
θj P ΓY∆. Use θj Ñ (φ1 Ñ θj) P ∆-1.
θi2 ” θi1 Ñ θj , some i1 ă i2 ă j. Use
(φ1 Ñ (θi1 Ñ θj))Ñ ((φ1 Ñ θi1)Ñ (φ1 Ñ θj)) P ∆-1.

aExactly the same as in propositional logic
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Proof system Deduction and generalization theorems

Generalization

Theorem 5.6 (Generalization)
Suppose that Γ Ď L, φ P L and Γ $ φ. Suppose that xi is a
variable and xi does not occur freely in any formula in Γ. Then
Γ $ @xiφ.

Proof.
We prove by induction on the lengths of proofs θ̄ = xθ1, . . . , θny. Assume
for each j ă n, Γ $ @xiθj .

θj P ∆: use @xiθj P ∆-7.
θj P Γ: use θj Ñ @xiθj P ∆-4. xθj , θj Ñ @xiθj ,@xiθjy.
MP: use @xi(θi1 Ñ θj)Ñ (@xiθi1 Ñ @xiθj) P ∆-3.
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Proof system Deduction and generalization theorems

Theorem on Constants
Next theorem says that at certain settings constant symbols can be
treated as (new) “free” variables.

Theorem 5.7 (Constants)
Suppose that Γ Ď L, φ P L and Γ $ φ. Suppose that ci is a
constant and ci does not occur in any formula of Γ. Let xj be a
variable which is substitutable for ci in φ and does not occur freely
in φ. Then the following conditions hold:

1 Γ $ @xjφ(ci;xj).
2 There is a deduction xφ1, . . . φny for Γ $ @xjφ(ci;xj) such

that
ci does not occur in φm, m ď n.
if ck occurs in φm, m ă n, then ck occurs in
t@xjφ(ci;xj)u Y Γ.

This theorem needs two lemmas:
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Proof system Deduction and generalization theorems

Lemma 5.7

Suppose that φ P L, xi is free for xj in φ and xi does not occur
freely in @xjφ. Then

$ @xjφÑ @xiφ(xj ;xi).

Proof.
∆-2 gives $ @xjφÑ φ(xj ;xi). By Deduction

t@xjφu $ φ(xj ;xi).

xi does not occur freely in Γ = t@xjφu. By Generalization,
t@xjφu $ @xiφ(xj ;xi).

Use Deduction again,
$ @xjφÑ @xiφ(xj ;xi).
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Proof system Deduction and generalization theorems

Lemma 5.7

Suppose that Γ Ď L and the constant symbol ci does not occur in
any formula of Γ. Suppose that xθ1, . . . θmy is a deduction from Γ
and that the variable xj does not occur in θi, for all i ď m. Then

xθ1(ci;xj), . . . , θm(ci;xj)y

is a deduction from Γ.

Proof.
Induction on the lengths of proofs.

For each φ P Γ, φ(ci;xj) = φ.

By inspection, for any φ P ∆, if xj does not occur in φ, then
φ(ci;xj) P ∆.

If φ is obtained by MP, use the fact that for φ1, φ2 P L,
(φ1 Ñ φ2)(ci;xj) = φ1(ci;xj)Ñ φ2(ci;xj).

Spring, 2025 Xianghui Shi Mathematical Logic 19 / 42



Proof system Deduction and generalization theorems

Proof of Theorem 5.7

The tricky case is that xj could appear boundedly in φ.
Let θ̄ = xθ1, . . . , θny be a deduction of φ from Γ. Let xk be a variable
never “used” in θ̄ (as θ̄ uses finitely many symbols). Let Γ0 = θ̄ X Γ.

By Lemma 5.7, Γ0 $ φ(ci;xk). By Generalization,
Γ0 $ @xkφ(ci;xk).
By Lemma 5.7, $ @xkφ(ci;xk)Ñ (@xjφ(ci;xk)(xk;xj)). So
Γ0 $ @xkφ(ci;xk)Ñ @xjφ(ci;xj).

Apply MP to get Clause 1 .
Clause 2 follows by induction on the lengths of the proofs.
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Proof system The Henkin property

Maximally consistent

Definition 5.5
Suppose that Γ Ď L is consistent. Γ is maximally consistent iff
for any φ P L, either φ P Γ or ΓY tφu is not consistent.

Lemma 5.7
Suppose that Γ Ď L is maximally consistent. Then for each φ P L,
either φ P Γ or ␣φ P Γ.

Proof.
Suppose ␣φ R Γ. By maximality, for some ψ P L,

ΓY t␣φu $ ψ and ΓY t␣φu $ ␣ψ

Applying ∆-1 and MP, we get Γ $ φ. If Γ is consistent, then so is
ΓY tφu. By maximality, φ P Γ.
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Proof system The Henkin property

The Henkin property

Definition 5.6
Γ Ď L has the Henkin property iff for each φ P L and for each
variable xi, if Dxiφ P Γ then there exists a constant cj such that
φ(xi; cj) P Γ.

The next theorem motivates the definition of Henkin’s property.
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Proof system The Henkin property

Theorem 5.8
Suppose that M = (M, I) is a structure and ν is a M-assignment
such that ran(ν) Ď tI(ci) | i P Nu. Let Γ = tφ | (M, ν) |ù φu.
Then

1 Γ is maximally consistent.
2 Γ has the Henkin property iff

M0 = (M0, I0) ĺ M,

where M0 = tI(ci) | i P Nu, I0 is the restriction of I to M0.
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Proof system The Henkin property

Proof of theorem

1.1 Γ is consistent:
Γ $ φñs (M, ν) |ù φñ (M, ν) * ␣φñs Γ & ␣φ.

1.2 Γ is maximal.
φ R ΓñΓ (M, ν) * φñ (M, ν) |ù ␣φñΓ ␣φ P Γ.

2.1 ñ: Verify Tarski’s Criterion. Let D = ta |M |ù φ[a, I(c̄)]u.
D ‰ ∅. Want ci s.t. I(ci) P D. Let ψ(x1) ” φ(x1, c̄),

(M, ν) |ù Dx1ψ ñ Dx1ψ P ΓñH ψ(ci) P Γ, some ci.
Then (M, ν) |ù ψ(ci). Hence, I(ci) P D XM0 ‰ ∅.

2.2 ð: For the Henkin property, suppose Dxiφ(xi, x̄) P Γ.
M |ù Dxiφ(xi, ν̄(x̄)). ν̄(x̄) PM0 and M0 ĺ M, so for some cj ,
M0 |ù φ[I0(cj), ν̄(x̄)]. Since I(cj) = I0(cj), φ(cj , x̄) P Γ.
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Proof system The Henkin property

Lemma for substitution

Lemma 5.8
Suppose that φ P L has no quantifiers and τ̄ = xτi : i ď ny,
σ̄ = xσi : i ď ny are two sequences of terms. Then for any
sequence of variables x̄ = xxmi : i ď ny such that none of xmj

appears in any of τi and σi,
tτi =̂ σi | i ď nu Y tφ(x̄; τ̄)u $ φ(x̄; σ̄).

Proof. Prove by induction on n, the length of x̄.

This is used in verifying that the M-assignment ν constructed in the
proof of Completeness (Theorem 5.9) is well-defined.
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Proof system The Henkin property

Let τ̄ 1 = xτi : i ă ny, σ̄1 = xσi : i ă ny, x̄1 = xxmi : i ă ny.
Granting the inductive hypothesis for the cases ă n, we have

tτi =̂ σi | i ď nu $ φ(x̄; τ̄ 1, xmn)Ñ φ(x̄; σ̄1, xmn).

Since xmn does not appear in τ̄ , σ̄, by Generalization,
tτi =̂ σi | i ď nu $ @x(φ(x̄; τ̄ 1, x)Ñ φ(x̄; σ̄1, x)).

then by ∆-2 (to the substitution (xmn
;σn)) and MP,

tτi =̂ σi | i ď nu $ φ(x̄; τ̄ 1, σn)Ñ φ(x̄; σ̄). (:)

Take an “unused” xk, by ∆-6,
∅ $ (xmn =̂ xk)Ñ (φ(x̄; τ̄ 1, xmn)Ñ φ(x̄; τ̄ 1, xk))

Substitute (xmn ; τn) and (xk;σn), we have
∅ $ (τn =̂ σn)Ñ (φ(x̄; τ̄ 1, τn)Ñ φ(x̄; τ̄ 1, σn))

Combine with (:), then
tτi =̂ σi | i ď nu $ φ(x̄; τ̄)Ñ φ(x̄; σ̄).
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Proof system The Henkin property

Henkin property & Satisfiability

Theorem 5.9

Suppose that Γ Ď L is maximally consistent and has the Henkin
property. Then Γ is satisfiable.

Sketch of the proof
Define (M, ν) s.t. (M, ν) |ù Γ.

Define ci „Γ cj iff ci =̂ cj P Γ. „Γ is an equivalence relation.
M = t[ci]Γ | i P Nu.
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Proof system The Henkin property

Sketch of the proof (Cont’d)

Define I.
I(ci) = [ci]Γ.
[c]Γ P I(Pi) iff Pi(c̄) P Γ.
I(Fi)([c]Γ) = [ck] iff Fi(c̄) = ck P Γ.

check that I(Pi) and I(Fi) are well-defined.

ν(xi) = I(cj) if xi =̂ cj P Γ. Check that ν is well-defined.
For each xi, there is a cj s.t. xi =̂ cj P Γ.
(uses ∆-5 and Henkin property)
If xi =̂ cj P Γ and xi =̂ ck P Γ, then cj „Γ ck.
(uses Lemma 5.8, ∆-2,6,7).
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Proof system The Henkin property

Sketch of the proof (Cont’d)

For any τ P T , ν̄(τ) = [ci]Γ iff τ =̂ ci P Γ.
For every formula φ, φ P Γ iff (M, ν) |ù φ.

Reduce to the case of sentences: replacing free variables by
“new” constant symbols. (need ∆-1,2,7).
Induction on the length of φ. For the case of quantification,
from the Henkin property, we have:

@xiψ P Γ iff for every cj , ψ(xi; cj) P Γ
iff for every cj , M |ù ψ(xi; cj)

iff M |ù @xiψ.
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Proof system Extensions of consistent sets of formulas

Extensions of consistent sets of formulas

Theorem 5.10
Suppose that Γ Ď L is consistent and there are infinitely many
constants ci which do not occur in any formula of Γ. Then there is
a set of formulas Σ Ď L such that

1 Γ Ď Σ.
2 Σ is maximally consistent.
3 Σ has the Henkin property.

Hence, Γ is satisfiable.

This theorem can be rephrased as follows:

Suppose Γ Ď LA is consistent, there is extension Γ˚ in a language
LAYC , where C is a set of infinitely new constant symbols, such that
1 - 3 above hold for Γ˚.
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Proof system Extensions of consistent sets of formulas

Proof

Let AΓ denote the set of all constant, function and predicate
symbols used in Γ, tdi,j | i, j P Nu enumerate the constant that do
not occur in Γ. Define an increasing sequence xΣi | i P Ny as
follows: Let Σ0 = Γ.

Suppose Σi is defined. Let tφi,j | j P Nu enumerate all the
LAi-formulas, where Ai = AΓ Y tdk,j | k ă i, j P Nu (so
A0 = AΓ).
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Proof system Extensions of consistent sets of formulas

Proof (Cont’d)

We construct a sequence xΣi,j | j P Ny s.t.
Σi0 = Σi.
If φi,j R Σi,j and Σi,j Y tφi,ju is consistent, then
Σ1
i,j = Σi,j Y tφi,ju; otherwise Σ1

i,j = Σi,j .
If further φi,j = Dxk ψ, then Σi,j+1 = Σ1

i,j Y tψ(xk; di,j)u;
otherwise, Σi,j+1 = Σ1

i,j .
Let Σi+1 =

Ť

jΣi,j .

At the end, let Σ =
Ť

Σi. Σ is maximally consistent and has the
Henkin property.
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Proof system Gödel’s Completeness Theorem

Gödel’s Completeness Theorem

Theorem 5.11 (Completeness, version I)
A set of L formulas is consistent iff it is satisfiable.

Theorem 5.12 (Completeness, version II)
For any Γ Ď L and φ P L,

Γ |ù φ iff Γ $ φ.
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Proof system Gödel’s Completeness Theorem

Proof of Gödel’s Completeness Theorem

We sketch the proof of version I.
By Soundness, if Γ is satisfiable then Γ is consistent. We show the other
direction. The key is to get infinitely many unused constant symbols.
Let φ1 be the formula obtained from φ by replacing c2i for each ci
occurring in φ. Let Γ1 = tφ1 | φ P Γu. Then

Γ is consistent ñ Γ1 is consistent.
- [Need the lemma on next slide]

Γ1 is satisfiable ñ Γ is satisfiable.
- [Only need to change the interpretation.]

To complete the proof, what’s left is the following lemma.
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Proof system Gödel’s Completeness Theorem

Lemma 5.12
Suppose ρ : tci | i P Nu Ñ tci | i P Nu is an injective function.
Given a formula φ and a set of formulas Γ, let φρ be the formula
obtained from φ by replacing ρ(ci) for each ci occurring in φ, and
let Γρ = tγρ | γ P Γu. Then

Γρ $ φρ iff Γ $ φ.

Proof.
The direction “ð”: translate a Γ-proof to a Γρ-proof.
The direction “ñ”:

Since proofs are finite, we may assume that Γ is finite. Let C
be the set of constant symbols appearing in ΓY tφu.
Since C is finite, the complement of ρ[C] is infinite, there is an
injective ξ : tci | i P Nu Ñ tci | i P Nu such that ξæρ[C] = id.
Apply the direction “ð” to ξ: Γρ $ φρ ñ Γξ˝ρ $ φξ˝ρ.
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Proof system The Craig interpolation theorem

Definition 5.7
Suppose that Γ Ď LA and φ P LA. Then Γ $LA

φ iff there exists
a proof xφ1, . . . , φny of φ from Γ such that for each i ď n, φi is
an LA-formula.

Theorem 5.13
Suppose that Γ Ď LA and φ P LA. Then

Γ $ φ iff Γ $LA
φ
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Proof system The Craig interpolation theorem

Theorem 5.14 (Completeness for LA)
Suppose that Γ Ď LA and φ P LA. Then

Γ $LA φ iff Γ |ù φ.

Exercise 5.2
1 Show that for every pair of L formulas φ and ψ, tφ, (␣φ)u $ ψ.
2 Suppose that ΓY t(␣φ)u is not consistent. Show that Γ $ φ.
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Proof system The Craig interpolation theorem
‹Craig Interpolation Theorem

Suppose φ P L and Γ Ă L. Let AΓ denote the minimal signature
for formulas in Γ, and Aφ = Atφu.

Theorem 5.15 (Craig Interpolation Theorem for L)
Suppose that φ,ψ P L, Γ Ď L and that Γ $ φÑ ψ. Suppose that
Aφ XAψ Ď AΓ. Then there is a θ P LAΓ

s.t.
1 Γ $ (φÑ θ),
2 Γ $ (θ Ñ ψ).
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Proof system The Craig interpolation theorem

Proof of Craig’s Interpolation

Suppose NOT, we construct a model of φ^␣ψ.
Let L1 = LAφ , L2 = LAψ and L0 = L1 X L2.
We shall expand Li’s to L1

i’s by adding a (common) countable set
C of new constant symbols, i = 0, 1, 2.
Let S, T be two theories in L1,L2. A sentence σ P L0 separates S
and T if S $ σ and T $ ␣σ. Say S and T are inseparable if no
such σ exists.
Observation:
If T and U are inseparable, then both are consistent.
Starting with S0 = tφu, T0 = t␣ψu, construct two Ď-increasing
sequences of finite sets of sentences Sn, Tn, n P N such that the
resulting theories Sω and Tω are two inseparable, maximal
consistent theories with Henkin property in L1

1, L1
2 respectively.
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Proof system The Craig interpolation theorem

Proof of Craig’s Interpolation, cont’d

Observation:
(i) Sω is a maximal consistent theory in L1

1, and Tω is a maximal
consistent theory in L1

2.
(ii) Sω X Tω is a maximal consistent theory in L1

0.
(iii) Sω Y Tω is a consistent theory in L1

1 Y L1
2.

Suppose M |ù Sω. By Henkin’s property, the interpretations
tcM | c P Cu, give an elementary submodel M0 ă M.
Suppose N |ù Tω. Let N0 be the counterpart of M0.
M0 and N0 have the same L0-reduct.
Let W be a model of Sω Y Tω such that W|L1

= M0|L1
and

W|L2
= N0|L2

. Then W |ù φ^␣ψ.

Spring, 2025 Xianghui Shi Mathematical Logic 40 / 42



Proof system The Craig interpolation theorem

Implicit and explicit defintions

An important applications of Craig’s interpolation is Beth’s
Definability Theorem, for which we need the following definitions.

Definition
Fix a language LA. Let P and P 1 be two n-place relation symbols
not in A. For a set Σ of LAYtP u-sentence, let Σ1 be the result of
replacing P by P 1. We say

1 Σ defines P implicitly if ΣY Σ1 $ @x̄(P (x̄)Ø P 1(x̄)).
2 Σ defines P explicitly if there is a formula φ(x̄) P LA such

that Σ $ @x̄(P (x̄)Ø φ(x̄)).
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Proof system The Craig interpolation theorem
‹Beth’s Definability Theorem

Theorem (Beth)
Σ defines P implicitly iff it defines P explicitly.

Proof.
“ð” is easy. “ñ”. Add new constant symbols c̄ to A, and may
assume Σ,Σ1 closed under conjunction.

Let ψ P Σ and σ P Σ1 be such that σ = ψ1 and
ψ ^ ψ1 $ P (c̄)Ñ P 1(c̄). Rearrang the later to
ψ ^ P (c̄) $ ψ1 Ñ P 1(c̄).
Let σ(c̄) be a Craig Interpolation for that:
ψ ^ P (c̄) $ θ(c̄) and θ(c̄) $ ψ1 Ñ P 1(c̄), these yield:
ψ $ P (c̄)Ñ θ(c̄) and ψ $ θ(c̄)Ñ P (c̄) and hence

ψ $ P (c̄)Ø θ(c̄).
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