(Updated: 2012/05/06)

Corrections to the book

“Measure-Valued Branching Markov Processes” by Li (Springer, 2011)
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(page 45; line 1) Replace “+(n;, A)” by “—(n;, A)”.
(page 61; line 4) Replace “:=2¢-o0” by “:=b+ 2¢- o0”.

(page 68; Theorem 3.22) It is unnecessary to assume “b > 0” in the theorem.
In fact, a more general theorem can be established here and the current one can
be derived as a corollary; see the note “Continuous-state branching processes”.

page 98; line -5) Replace “a(&,)dr” by “a(&.)K(dr)”.
page 107; line -12) Replace “countable” by “rational”.

page 124; line 15) Replace “countable” by “rational”.

page 241; line 5) Replace “(10.11)” by “lim;, 00 SUpPg<s<y || Y, () — Ysl| = 0”.
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(page 195; line 4) Replace “countable” by “rational”.

(

(page 245; line -7) Replace “(Xiaq,,1)” by “suppcs<i(Xs, 1)7.
(

page 306; Proof of Proposition A.7) The equality {u%(e) > k} = {75(k) < a}
is not true. In general, we only have {u?(e) > k} D {75(k) < a}. One possible
correction is to replace “Let 75(0) = 0 and ... we get” by “For any integer
k > 0 we have

{pi(e) >k} = {weQ: thereare 0=ty <t; <--- <t €T
so that d(&, , (w),&;(w)) >efor 1 <i<k}, (0.1)

where T)% = T,, N[0, a]. By the separability of (E,d) we have
B°(E x E) = #°(E) x 2°(E).

Then {d(&s,&) > €} € F fort > s > 0. Using (0.1) one can show each u(¢) is
a random variable. Similarly, each m?(e) is a random variable. It follows that
pu(e) = limy, 00 1 () and m?(e) = limy, oo m& () are also random variables.
Since (&)>0 is a realization of (X3)>0, the random variables p%(e) and m®(e)
are identically distributed. Since (& )¢>0 is a cadlag process, we get”

(page 318; line -16) Replace “countable” by “rational”.



