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1 Introduction

Suppose that (S,+) is a Hausdorff topological semigroup and (Qt)t≥0 is a transition semigroup
on S satisfying

Qt(x1 + x2, ·) = Qt(x1, ·) ∗Qt(x2, ·), t ≥ 0, x1, x2 ∈ S, (1.1)

where “∗” denotes the convolution operation. A family of probability measures (µt)t≥0 on S is
called a skew convolution semigroup (SC-semigroup) associated with (Qt)t≥0 if it satisfies

µr+t = (µrQt) ∗ µt, r, t ≥ 0. (1.2)

This equation is of interest since it is satisfied if and only if

Qµt (x, ·) := Qt(x, ·) ∗ µt(·), t ≥ 0, x ∈ S, (1.3)
1Supported by an NSERC Research Grant and a Max Planck Award.
2Supported by the NSFC (No. 10131040 and No. 10121101).
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defines another transition semigroup (Qµt )t≥0 on S. (Note that (1.1) implies (µ ∗ ν)Qt = (µQt) ∗
(νQt) for probability measures µ and ν on S.) This fact was first observed in [5, 6] when
S = M(E) is the space of all finite Borel measures on a metrizable space E; see also [8,
Theorem 2.1]. In that case, (Qt)t≥0 corresponds to a measure-valued branching process and
(Qµt )t≥0 corresponds to an immigration process.

In this work, we shall consider the formulation in another special situation, where S = H is a
real separable Hilbert space and Qt(x, ·) ≡ δTtx for a strongly continuous semigroup of bounded
linear operators (Tt)t≥0 on H. In this case, we can rewrite (1.2) as

µr+t = (Ttµr) ∗ µt, r, t ≥ 0, (1.4)

and the transition semigroup (Qµt )t≥0 is given by

Qµt f(x) :=
∫
H
f(Ttx+ y)µt(dy), x ∈ H, f ∈ B(H), (1.5)

where B(H) denotes the totality of bounded Borel measurable functions on H. The semigroup
(Qµt )t≥0 defined by (1.5) is called a generalized Mehler semigroup associated with (Tt)t≥0, which
corresponds to a generalized Ornstein-Uhlenbeck process (OU-process). This definition of the
generalized Mehler semigroup was given by Bogachev et al [1]. They also gave a characterization
for the SC-semigroup (µt)t≥0 under the assumption that the function t 7→ µ̂t(a) is differentiable
at t = 0, where µ̂t(a) denotes the characteristic functional of µt. It is known that for a general
SC-semigroup (µt)t≥0 defined by (1.4) the function t 7→ µ̂t(a) is not necessarily differentiable
at t = 0; see e.g. [2, 11, 12]. A simple and nice necessary and sufficient condition for an SC-
semigroup to be differentiable was given in [11] in the setting of cylindrical probability measures.
In [1] it was shown that a differentiable cylindrical Gaussian SC-semigroup can be extended into
a real Gaussian SC-semigroup in an enlargement of H and the corresponding OU-process was
constructed as the strong solution to a stochastic differential equation. Those results were
extended to the general non-Gaussian case in [4]. A characterization for general SC-semigroups
(µt)t≥0 was given in [2], where it was also observed that the OU-processes corresponding to a
non-differentiable SC-semigroup usually have no right continuous realizations. This property is
similar to that of the immigration processes studied in [6, 7, 8] and represents a departure from
the theory of well-studied classes of OU-processes in [1, 4].

The main purpose of this paper is to study the construction of OU-processes corresponding to
non-differentiable SC-semigroups. We shall see that, under a moment assumption, a general SC-
semigroup can be decomposed as the convolution of a centered SC-semigroup and a degenerate
one. For this reason, we shall only consider centered SC-semigroups. In section 2, we derive from
the results of Dawson et al [2] that each centered SC-semigroup is uniquely determined by an
infinitely divisible probability measure on the entrance space H̃ for the semigroup (Tt)t≥0, which
is an enlargement of H. In section 3, it is shown that a general non-differentiable centered SC-
semigroup can always be extended to a differentiable one on the entrance space H̃. In section
4, we use a modification of the argument of Fuhrman and Röckner [4] to construct a càdlàg
and strong Markov OU-process {X̄t : t ≥ 0} on a further extension H̄ of H̃. We also show
that, if X̄0 ∈ H, then X̄t ∈ H almost surely for every t ≥ 0 and {1H(X̄t)X̄t : t ≥ 0} is
an OU-process with transition semigroup (Qµt )t≥0 defined by (1.5). Those results provide an
approach to the study of non-differentiable generalized Mehler semigroups with which one can
reduce some of their analysis to the existing framework of [1] and [4]. However, this approach
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should not convince the reader that non-differentiable generalized Mehler semigroups do not
bear particular consideration on their own. In fact, there are some cases where the natural state
space of the OU-process is H and the introduction of H̃ and H̄ seems unnatural and artificial.
For example, an OU-process on L2(0,∞) with non-differentiable SC-semigroup represents the
fluctuation density of a catalytic branching processes with immigration; see [2]. In this case, it is
rather unnatural to take L̄2(0,∞) as the state space. We provide some explicit characterization
for the non-negative elements of L̃2(IRd) and L̃2(0,∞) in section 5. The explicit characterization
for all elements of L̄2(IRd) and L̄2(0,∞) seems much more sophisticated.

2 Non-differentiable semigroups

Suppose thatH is a real separable Hilbert space with dual spaceH∗ and (Tt)t≥0 is a strongly con-
tinuous semigroup of linear operators on H with dual (T ∗t )t≥0. Let (µt)t≥0 be an SC-semigroup
defined by (1.4) satisfying the moment condition∫

H◦
‖x‖2µt(dx) <∞, t ≥ 0, (2.1)

where H◦ = H \ {0}. Then we may define an H-valued path (bt)t≥0 by Bochner integrals

bt :=
∫
H◦
xµt(dx), t ≥ 0,

and define µct = δ−bt ∗ µt. It is easy to check that both (δbt)t≥0 and (µct)t≥0 are SC-semigroups
associated with (Tt)t≥0 and µt = µct ∗ δbt . That is, under the moment assumption, a general SC-
semigroup can be decomposed as the convolution of a centered SC-semigroup and a degenerate
one. For this reason, we shall only discuss centered SC-semigroups in the sequel.

Since (Tt)t≥0 is strongly continuous, there are constants c0 ≥ 0 and b0 ≥ 0 such that
‖Tt‖ ≤ c0e

b0t. Let (Uα)α>b0 denote the resolvent of (Tt)t≥0 and let A denote its generator
with domain D(A) = UαH ⊂ H. An H-valued path x̃ = {x̃(s) : s > 0} is called an entrance
path for the semigroup (Tt)t≥0 if it satisfies x̃(r + t) = Ttx̃(r) for all r, t > 0. Let E denote the
set of all entrance paths for (Tt)t≥0. We say x̃ ∈ E is closable if there is an element x̃(0) ∈ H
such that x̃(s) = Tsx̃(0) for all s > 0; and we say it is locally square integrable if∫ l

0
‖x̃(s)‖2ds <∞ (2.2)

for some l > 0.

Lemma 2.1 For any x̃ ∈ E, (2.2) holds for some l > 0 if and only if it holds for all l > 0; and
if and only if ∫ ∞

0
e−2bs‖x̃(s)‖2ds <∞ (2.3)

for all b > b0.
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Proof. Suppose that (2.2) holds for some l0 > 0. Let l > 0 and let n ≥ 1 be an integer such
that nl0 ≥ l. Then ∫ l

0
‖x̃(s)‖2ds ≤

∫ nl0

0
‖x̃(s)‖2ds

=
n−1∑
k=0

∫ l0

0
‖Tkl0 x̃(s)‖2ds

≤
n−1∑
k=0

c20e
2kb0l0

∫ l0

0
‖x̃(s)‖2ds

< ∞.

Thus (2.2) holds for all l > 0. On the other hand, for any b > b0,∫ ∞

0
e−2bs‖x̃(s)‖2ds =

∞∑
k=0

e−2kbl0

∫ l0

0
e−2bs‖Tkl0 x̃(s)‖2ds

≤
∞∑
k=0

c20e
−2k(b−b0)l0

∫ l0

0
e−2bs‖x̃(s)‖2ds

< ∞.

That is, (2.3) holds for all b > b0. The remaining assertions are obvious. 2

Let H̃ denote the set of all locally square integrable entrance paths for (Tt)t≥0. We shall call
H̃ the entrance space for (Tt)t≥0. For any fixed b > b0, we may define an inner product on H̃ by

〈x̃, ỹ〉∼ :=
∫ ∞

0
e−2bs〈x̃(s), ỹ(s)〉ds, x̃, ỹ ∈ H̃. (2.4)

Let ‖ · ‖∼ denote the norm induced by this inner product. The proof of the following result was
suggested to us by W. Sun.

Lemma 2.2 The normed space (H̃, ‖ · ‖∼) is complete, so (H̃, 〈·, ·〉∼) is a Hilbert space.

Proof. Suppose {x̃n} ⊂ H̃ is a Cauchy sequence under the norm ‖ · ‖∼, that is,

‖x̃n − x̃m‖∼ =
∫ ∞

0
e−2bs‖x̃n(s)− x̃m(s)‖2ds→ 0

as m,n→∞. For each t > 0,

‖x̃n(t)− x̃m(t)‖2 = t−1
∫ t

0
‖x̃n(t)− x̃m(t)‖2ds

= t−1
∫ t

0
‖Tt−s(x̃n(s)− x̃m(s))‖2ds

≤ c20t
−1e2bt

∫ t

0
e−2bs‖x̃n(s)− x̃m(s)‖2ds.

Then the limit x̃(t) = limn→∞ x̃n(t) exists in H. Since Ts is a continuous operator on H, for
s > 0,

Tsx̃(t) = lim
n→∞

Tsx̃n(t) = lim
n→∞

x̃n(t+ s) = x̃(t+ s),
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that is, x̃ = {x̃(t) : t > 0} is an entrance path for (Tt)t≥0. For ε > 0, choose large enough N ≥ 1
such that

‖x̃n − x̃m‖2
∼ =

∫ ∞

0
e−2bs‖x̃n(s)− x̃m(s)‖2ds < ε

for m,n ≥ N . By Fatou’s lemma we get∫ ∞

0
e−2bs‖x̃n(s)− x̃(s)‖2ds ≤ lim inf

m→∞

∫ ∞

0
e−2bs‖x̃n(s)− x̃m(s)‖2ds ≤ ε.

It follows that∫ ∞

0
e−2bs‖x̃(s)‖2ds ≤

∫ ∞

0
e−2bs‖x̃n(s)‖2ds+

∫ ∞

0
e−2bs‖x̃n(s)− x̃(s)‖2ds <∞.

Then x̃ ∈ H̃ and limn→∞ ‖xn − x‖2
∼ = 0. 2

Lemma 2.3 The map J : x 7→ {Tsx : s > 0} from (H, ‖ · ‖) to (H̃, ‖ · ‖∼) is a continuous dense
embedding and hence (H̃, ‖ · ‖∼) is separable.

Proof. Since x = limt→0+ Ttx, the map J : x 7→ {Tsx : s > 0} is injective. If limn→∞ xn =
x ∈ H, then ∫ ∞

0
e−2bs‖Tsxn − Tsx‖2ds ≤ c20‖xn − x‖2 ·

∫ ∞

0
e−2(b−b0)sds→ 0

as n→∞. Thus J is a continuous embedding. For an arbitrary x̃ ∈ H̃ we have

‖Jx̃(t)− x̃‖2
∼ =

∫ ∞

0
e−2bs‖Ttx̃(s)− x̃(s)‖2ds

=
∫ r

0
e−2bs‖Ttx̃(s)− x̃(s)‖2ds+

∫ ∞

r
e−2bs‖Ts−r[Ttx̃(r)− x̃(r)]‖2ds

≤ 2(c20e
2b0t + 1)

∫ r

0
e−2bs‖x̃(s)‖2ds

+c20e
−2b0r‖Ttx̃(r)− x̃(r)‖2

∫ ∞

r
e−2(b−b0)sds.

Observe that the first integral on the right hand side goes to zero as r → 0+ and for fixed r > 0
the second term goes to zero as t→ 0+. Then we have ‖Jx̃(t)− x̃‖∼ → 0 as t→ 0, and JH is
dense in H̃. Since H is separable, so is H̃. 2

Theorem 2.1 A family (µt)t≥0 of centered probability measures on H satisfying (2.1) is an
SC-semigroup associated with (Tt)t≥0 if and only if its characteristic functionals are given by

µ̂t(a) = exp
{ ∫ t

0
log ν̂s(a)ds

}
, t ≥ 0, a ∈ H∗, (2.5)

where (νs)s>0 is a family of centered infinitely divisible probability measures on H satisfying
νr+t = Ttνr for all r, t > 0 and∫ t

0
ds

∫
H◦

‖x‖2νs(dx) <∞, t ≥ 0, (2.6)

and log ν̂s(·) denotes the unique continuous function on H∗ with log ν̂s(0) = 0 and ν̂s(a) =
exp{log ν̂s(a)} for all a ∈ H∗.
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Proof. It is well-known that the second moment of a centered infinitely divisible probability
measure only involves the Gaussian covariance operator and the Lévy measure. If the centered
probability measures (µt)t≥0 and (νs)s>0 are related by (2.5), the Gaussian covariance operators
and Lévy measures of (µt)t≥0 can be represented as integrals of those of (νs)s>0. This observation
yields that ∫

H◦
〈x, a〉2µt(dx) =

∫ t

0
ds

∫
H◦
〈x, a〉2νs(dx), t ≥ 0, a ∈ H∗.

Let {en : n = 1, 2, . . .} be an orthonormal basis of H = H∗. Applying the above equation to
each en and taking the summation we see∫

H◦
‖x‖2µt(dx) =

∫ t

0
ds

∫
H◦

‖x‖2νs(dx), t ≥ 0. (2.7)

Thus conditions (2.1) and (2.6) are equivalent for the probability measures (µt)t≥0 and (νs)s>0

related by (2.5). Suppose (µt)t≥0 is given by (2.5) with the centered infinitely divisible proba-
bilities (νs)s>0 satisfying νr+t = Ttνr for all r, t > 0. Then (µt)t≥0 is a centered SC-semigroup
by [2, Theorem 2.3]. Conversely, by [2, Theorems 2.1 and 2.2] any SC-semigroup (µt)t≥0 has the
expression (2.5) up to the convolution of a family of degenerate probability measures (δbt)t≥0.
If (µt)t≥0 is a centered SC-semigroup, we must have bt = 0 for all t ≥ 0. 2

Theorem 2.2 A family (µt)t≥0 of centered probability measures on H satisfying (2.1) is an
SC-semigroup associated with (Tt)t≥0 if and only if its characteristic functionals are given by

µ̂t(a) = exp
{
−

∫ t

0
ψs(a)ds

}
, t ≥ 0, a ∈ H∗, (2.8)

where ψs(·) denotes the unique continuous function on H∗ with ψs(0) = 0 and

exp{−ψs(a)} =
∫
H̃
ei〈x̃(s),a〉λ0(dx̃), s > 0, a ∈ H∗, (2.9)

where λ0 is a centered infinitely divisible probability measure on H̃ satisfying∫
H̃
‖x̃‖2

∼λ0(dx̃) <∞. (2.10)

Proof. Let (νs)s>0 be given as in Theorem 2.1. In the terminology of Markov processes,
(νs)s>0 is a probability entrance law for the Markov process {Ttx : t ≥ 0} with deterministic
motion. Let E0 = H(0,∞) be the totality of paths {w(t) : t > 0} from (0,∞) to H. We endow
E0 with the σ-algebra E0 generated by the maps w 7→ w(s), s > 0. By Kolmogorov’s existence
theorem, there is a unique probability measure λ0 on E0 so that {w(t) : t > 0} under λ0 is a
Markov process with the same transition semigroup as the process {Ttx : t ≥ 0} and νs is the
image of λ0 under w 7→ w(s); see e.g. Sharpe [13, p.6]. Because of the special deterministic
motion mechanism of {Ttx : t ≥ 0} we may assume that λ0 is supported by the entrance paths
E. Let E0(E) and E0(H̃) denote respectively the traces of E0 on E and H̃. Since w 7→ ‖w(s)‖2

is clearly a non-negative E0(E)-measurable function on E,

w 7→ ‖w‖∼ :=
∫ ∞

0
e−2bs‖w(s)‖2ds
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is an E0(E)-measurable function on E taking values in [0,∞]. It is also easy to check that E0(H̃)
coincides with the Borel σ-algebra B(H̃) induced by the norm ‖·‖∼. Since (νs)s>0 satisfies (2.6),
we have ∫

E
‖w‖2

∼λ0(dw) =
∫
E
λ0(dw)

∫ ∞

0
e−2bs‖w(s)‖2ds

=
∫ ∞

0
ds

∫
H
e−2bs‖x‖2νs(dx)

=
∞∑
n=0

∫ 1

0
ds

∫
H
e−2b(n+s)‖Tnx‖2νs(dx)

≤ c20

∞∑
n=0

e−2(b−b0)n
∫ 1

0
ds

∫
H
e−2bs‖x‖2νs(dx)

< ∞,

so λ0 is supported by H̃ and (2.10) holds. The infinite divisibility of λ0 follows immediately
from that of νs. 2

3 Differentiable extensions

For a general SC-semigroup given by Theorem 2.2, the function t 7→ µ̂t(a) is not necessarily
differentiable at t = 0. However, if ν0 is a centered infinitely divisible probability measure on H
satisfying ∫

H◦
‖x‖2ν0(dx) <∞, (3.1)

then

µ̂t(a) = exp
{ ∫ t

0
log ν̂0(T ∗s a)ds

}
, t ≥ 0, a ∈ H∗, (3.2)

defines a centered SC-semigroup (µt)t≥0 such that t 7→ µ̂t(a) is differentiable at t = 0 for all
a ∈ H∗. In the sequel, we shall call (µt)t≥0 a differentiable SC-semigroup if it is given by (3.2).
We shall discuss how to extend a general SC-semigroup on H to a differentiable one on the
entrance space H̃. For any strongly continuous linear semigroup (Tt)t≥0 on H,

(T̃tx̃)(s) = x̃(t+ s), s, t > 0, (3.3)

defines a semigroup of linear operators (T̃t)t≥0 on H̃. Since

‖T̃tx̃‖2
∼ =

∫ ∞

0
e−2bs‖x̃(t+ s)‖2ds ≤ ‖Tt‖2

∫ ∞

0
e−2bs‖x̃(s)‖2ds,

we have ‖T̃t‖∼ ≤ ‖Tt‖. Let (Ũα)α>b0 denote the resolvent of (T̃t)t≥0 and let Ã denote its
generator with domain D(Ã) = ŨαH̃ ⊂ H̃.

Lemma 3.1 Let J be defined as in Lemma 2.3. Then JTtx = T̃tJx for all t ≥ 0 and x ∈ H
and (T̃t)t≥0 is a strongly continuous semigroup of linear operators on H̃.
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Proof. For t ≥ 0 and x ∈ H we have

JTtx = {TsTtx : s > 0} = {TtTsx : s > 0} = T̃tJx,

giving the first assertion. By the proof of Lemma 2.3, ‖T̃tx̃− x̃‖∼ = ‖Jx̃(t)− x̃‖∼ → 0 as t→ 0,
that is, (T̃t)t≥0 is strongly continuous. 2

Lemma 3.2 We have Ũαx̃ = {Uαx̃(s) : s > 0} and ÃŨαx̃ = {AUαx(s) : s > 0} for all x̃ ∈ H̃.

Proof. The first assertion follows as we observe that

Ũαx̃(s) =
∫ ∞

0
e−αsT̃tx̃(s)dt =

∫ ∞

0
e−αsTtx̃(s)dt = Uαx̃(s),

and the second follows from the equality ÃŨαx̃ = αŨαx̃− x̃. 2

Theorem 3.1 All centered SC-semigroups associated with (Tt)t≥0 satisfying (2.1) are differen-
tiable if and only if all its locally square integrable entrance paths are closable.

Proof. Suppose that all entrance paths x̃ ∈ H̃ are closable and (µt)t≥0 is an SC-semigroup
given by (2.8). To each x̃ ∈ H̃ there corresponds some x̃(0) ∈ H such that x̃(s) = Tsx̃(0) for
all s > 0. This element is apparently determined by x̃ uniquely. Letting ν0 be the image of λ0

under the map x̃ 7→ x̃(0) we get (3.2). Conversely, if x̃ = {x̃(s) : s > 0} ∈ H̃ is not closable,
then

µ̂t(a) = exp
{
− 1

2

∫ t

0
〈x̃(s), a〉2ds

}
, t ≥ 0, a ∈ H∗,

defines a non-differentiable SC-semigroup. 2

Theorem 3.2 All entrance paths for (T̃t)t≥0 are closable.

Proof. Suppose that x̄ = {x̄(u) : u > 0} is an entrance path for (T̃t)t≥0, where each
x̄(u) = {x̄(u, s) : s > 0} ∈ H̃ is an entrance path for (Tt)t≥0. Then we get

{x̄(u, r + s) : s > 0} = (T̃rx̄)(u) = x̄(r + u) = {x̄(r + u, s) : s > 0}, (3.4)

where the first equality follows from (3.3) and the second one holds since x̄ is an entrance path
for (T̃t)t≥0. Setting x̄(0) = {x̄(s/2, s/2) : s > 0} we have

T̃ux̄(0)(s) = x̄(s/2, u+ s/2) = x̄(u, s), (3.5)

where the first equality follows from (3.3) and the second one holds by (3.4). Thus T̃ux̄(0) = x̄(u),
that is, x̄ = {x̄(u) : u > 0} is closed by x̄(0). 2

For the infinitely divisible probability measure λ0 on H̃ given by Theorem 2.2 we have

λ̂0(ã) = e−ψ̃0(ã), ã ∈ H̃∗, (3.6)

for a functional ψ̃0 on H̃∗ with representation

ψ̃0(ã) =
1
2
〈R̃a, a〉∼ −

∫
H̃◦

(
ei〈x̃,ã〉∼ − 1− i〈x̃, ã〉∼

)
M̃(dx̃), ã ∈ H̃∗, (3.7)

where R is a nuclear operator on H̃ and ‖x̃‖2
∼M̃(dx̃) is a finite measure on H̃◦ := H̃ \ {0}; see

e.g. [10].
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Theorem 3.3 Let (µt)t≥0 be a centered SC-semigroup given by (2.8) and let µ̃t = Jµt. Then
(µ̃t)t≥0 is a differentiable centered SC-semigroup associated with (T̃t)t≥0 and∫

H̃
ei〈x̃,ã〉∼ µ̃t(dx̃) = exp

{
−

∫ t

0
ψ̃0(T̃ ∗s ã)ds

}
, t ≥ 0, ã ∈ H̃∗. (3.8)

Proof. By Lemma 2.3, J : H 7→ H̃ is an embedding. Thus (µ̃t)t≥0 is an SC-semigroup
associated with (T̃t)t≥0. Since (Tt)t≥0 is a strongly continuous semigroup, for any ã = {ã(s) :
s > 0} ∈ H̃ we have by dominated convergence∫

H
exp

{
i

∫ ∞

0
e−2bs〈Tsx, ã(s)〉ds

}
µt(dx)

= lim
n→∞

∫
H

exp
{
i
∞∑
k=1

n−1e−2bk/n〈Tk/nx, ã(k/n)〉
}
µt(dx)

= lim
n→∞

∫
H

exp
{
i

〈
x,

∞∑
k=1

n−1e−2bk/nT ∗k/nã(k/n)
〉}

µt(dx)

= lim
n→∞

exp
{ ∫ t

0

[
log

∫
H

exp
{
i

〈
x,

∞∑
k=1

n−1e−2bk/nT ∗k/nã(k/n)
〉}

νs(dx)
]
ds

}

= lim
n→∞

exp
{ ∫ t

0

[
log

∫
H

exp
{
i
∞∑
k=1

n−1e−2bk/n〈Tk/nx, ã(k/n)〉
}
νs(dx)

]
ds

}

= exp
{ ∫ t

0

[
log

∫
H

exp
{
i

∫ ∞

0
e−2bu〈Tux, ã(u)〉du

}
νs(dx)

]
ds

}
.

It follows that∫
H̃
ei〈x̃,ã〉∼Jµt(dx̃) = exp

{ ∫ t

0

[
log

∫
H̃
ei〈x̃,ã〉∼Jνs(dx̃)

]
ds

}
, t ≥ 0, ã ∈ H̃. (3.9)

Recall from the proof of Theorem 2.2 that νs is the image of λ0 under x̃ 7→ x̃(s). Then T̃sλ0 = Jνs
and (3.8) follows from (3.9) and (3.6). 2

Theorem 3.4 Let (µ̃t)t≥0 be a centered SC-semigroup associated with (T̃t)t≥0 satisfying∫
H̃◦

‖x̃‖2µ̃t(dx̃) <∞, t ≥ 0. (3.10)

Then there is a centered SC-semigroup (µt)t≥0 associated with (Tt)t≥0 satisfying (2.1) and
µ̃t = Jµt for each t ≥ 0.

Proof. By Theorems 3.1 and 3.2, (µ̃t)t≥0 is differentiable, so it has the expression (3.8) for
an infinitely divisible probability λ0 on H̃ defined by (3.6). Then we get (µt)t≥0 by Theorem
2.2, which clearly satisfies the requirements. 2

By Theorems 3.3 and 3.4, centered SC-semigroups associated with (Tt)t≥0 and those as-
sociated with (T̃t)t≥0 are in 1-1 correspondence. Therefore we may reduce some analysis of
non-differentiable centered SC-semigroups to those of differentiable ones studied in [1, 4].
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4 Ornstein-Uhlenbeck processes

In this section, we discuss constructions of the OU-processes. By the results of the last section,
a general centered SC-semigroup on H can be extended to a differentiable one on the entrance
space H̃. Then by Fuhrman and Röckner [4, Theorem 5.3], there is an extension E of H̃ on
which a càdlàg realization of the corresponding OU-process can be constructed. In the sequel,
we shall give a modification of the arguments of Fuhrman and Röckner [4] which provides a
smaller extension but still contains a càdlàg realization of the OU-process. Fix α > b0 and
define an inner product on H̃ by

〈x̃, ỹ〉− =
∫ ∞

0
e−2bs〈Uαx̃(s), Uαỹ(s)〉ds, x̃, ỹ ∈ H̃. (4.1)

Let ‖ · ‖− be the corresponding norm and let H̄ be the completion of H̃ with respect to ‖ · ‖−.

Lemma 4.1 For x̃ ∈ H̃ we have ‖x̃‖− ≤ ‖Uα‖‖x̃‖∼, so the identity mapping I from (H̃, ‖ · ‖∼)
to (H̄, ‖ · ‖−) is a continuous embedding.

Proof. By (2.4) and (4.1),

‖x̃‖2
− =

∫ ∞

0
e−2bs‖Uαx̃(s)‖2ds ≤ ‖Uα‖2

∫ ∞

0
e−2bs‖x̃(s)‖2ds = ‖Uα‖2‖x̃‖2

∼,

giving the desired estimate. 2

Note that the embedding of (H̃, ‖ · ‖∼) into (H̄, ‖ · ‖−) is not necessarily Hilbert-Schmidt, so
our extension is different from the one used in [4]. For x̃ ∈ H̃ we have, by (4.1),

‖T̃tx̃‖2
− =

∫ ∞

0
e−2bs‖UαTtx̃(s)‖2ds =

∫ ∞

0
e−2bs‖Uαx̃(t+ s)‖2ds ≤ e2bt‖x̃‖2

−.

Then each T̃t has a unique extension to a bounded linear operator T̄t on H̄. Since the semigroup
property and strong continuity of (T̄t)t≥0 hold on the dense subspace H̃ of H̄, they also hold on
H̄, that is, the semigroup of linear operators (T̄t)t≥0 extends (T̃t)t≥0. Let (Ūα)α>b0 denote the
resolvent of (T̄t)t≥0 and let Ā denote its generator with domain D(Ā) = ŪαH̄ ⊂ H̄. Then D(Ā)
is a Hilbert space with inner product norm ‖ · ‖Ā defined by

‖x̄‖Ā = ‖x̄‖− + ‖Āx̄‖−, x̄ ∈ D(Ā). (4.2)

Lemma 4.2 We have H̃ ⊂ D(Ā) and

‖Āỹ‖− ≤ 2(α2‖Uα‖2 + 1)1/2‖ỹ‖∼, ỹ ∈ H̃. (4.3)

Consequently, the identity mapping I from (H̃, ‖·‖∼) to (D(Ā), ‖·‖Ā) is a continuous embedding.

Proof. Suppose that ỹ ∈ D(Ã) ⊂ D(Ā). Then ỹ = Ũαx̃ for some x̃ ∈ H̃. By (4.1) and
Lemma 3.2,

‖Āỹ‖2
− = ‖ÃŨαx̃‖2

−

=
∫ ∞

0
e−2bs‖AU2

αx̃(s)‖2ds

=
∫ ∞

0
e−2bs‖αU2

αx̃(s)− Uαx̃(s)‖2ds

≤ 2(α2‖Uα‖2 + 1)
∫ ∞

0
e−2bs‖Uαx̃(s)‖2ds

= 2(α2‖Uα‖2 + 1)‖ỹ‖2
∼.
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Since D(Ã) is a dense subset of (H̃, ‖ ·‖∼), we have H̃ ⊂ D(Ā) by (4.2) and the above inequality
remains true for all ỹ ∈ H̃. 2

Now suppose that (µt)t≥0 and (µ̃t)t≥0 are the SC-semigroups described in Theorem 3.3. Let
µ̄t be the unique probability measure on H̄ whose restriction to H̃ is µ̃t. Then (µ̄t)t≥0 is an
SC-semigroup associated with (T̄t)t≥0. By (3.8),∫

H̄
ei〈x̄,ā〉− µ̄t(dx̄) = exp

{
−

∫ t

0
ψ̃0(T̄ ∗s ā)ds

}
, t ≥ 0, ā ∈ H̄∗ ⊂ H̃∗, (4.4)

where ψ̃0(·) is defined by (3.6). Let (Qµ̄t )t≥0 be the generalized Mehler semigroup defined by (1.5)
from (T̄t)t≥0 and (µ̄t)t≥0. By [4, Theorem 5.1], there is a càdlàg H̃-valued process {Ỹt : t ≥ 0}
with Ỹ0 = 0 and with independent increments such that Ỹt − Ỹr has distribution γt−r with

γ̂t−r(ã) = exp{−(t− r)ψ̃0(ã)}, t ≥ r ≥ 0, ã ∈ H̃∗. (4.5)

By the strong continuity of (T̄t)t≥0 and Lemma 4.2, s 7→ T̄t−sĀỸs is a right continuous H̄-valued
function of s ∈ [0, t]. Then for any given x̄ ∈ H̄ we may define the càdlàg H̄-valued process
{X̄t : t ≥ 0} by

X̄t = T̄tx̄+ Ỹt +
∫ t

0
T̄t−sĀỸsds, t ≥ 0. (4.6)

Lemma 4.3 The H̄-valued random variable X̄t has distribution Qµ̄t (x̄, ·) for every t ≥ 0. In
particular, if x̄ ∈ JH, then X̄t ∈ JH a.s. for every t ≥ 0.

Proof. We first prove that X̄(0)
t := X̄t − T̄tx̄ has distribution µ̄t(·) = Qµ̄t (0, ·). By the right

continuity of s 7→ T̄t−sĀỸs, we have

X̄
(n)
t := Ỹt +

t

n

n∑
k=1

T̄(1−k/n)tĀỸkt/n → Ỹt +
∫ t

0
T̄t−sĀỸsds = X̄

(0)
t

as n→∞. Let D0 = 0 and Dk = T̄(1−n/n)tĀ+ · · ·+ T̄(1−k/n)tĀ. Then we have

X̄
(n)
t = Ỹt + n−1t[(D1 −D2)Ỹt/n + · · ·+ (Dn−1 −Dn)Ỹ(n−1)t/n +DnỸnt/n]

= (Ỹnt/n − Ỹ(n−1)t/n) + · · ·+ (Ỹ2t/n − Ỹt/n) + (Ỹt/n − Ỹ0)

+n−1t[D1(Ỹt/n − Ỹ0) +D2(Ỹ2t/n − Ỹt/n) + · · ·
+Dn(Ỹnt/n − Ỹ(n−1)t/n)]

= (I + n−1tD1)(Ỹt/n − Ỹ0) + (I + n−1tD2)(Ỹ2t/n − Ỹt/n) + · · ·
+(I + n−1tDn)(Ỹnt/n − Ỹ(n−1)t/n)].

It follows that

E exp
{
i〈X̄(n)

t , ā〉−
}

= E exp
{
i
n∑
k=1

〈(I + n−1tDk)(Ỹkt/n − Ỹ(k−1)t/n), ā〉−
}

= E exp
{
i
n∑
k=1

〈(Ỹkt/n − Ỹ(k−1)t/n), (I + n−1tDk)∗ā〉−
}

= exp
{
− t

n

n∑
k=1

ψ̃0((I + n−1tDk)∗ā)
}
.
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In view of (3.7), ψ̃0(·) is uniformly continuous on any bounded subset of H̄∗. Observe also that

‖T̄ ∗(1−k/n)tā− (I + n−1tDk)∗ā‖−

=
∣∣∣∣∣∣∣∣T̄ ∗(1−k/n)tā− ā− t

n

n∑
j=k

T̄ ∗(1−j/n)tĀ
∗ā

∣∣∣∣∣∣∣∣
H̄

≤
n∑
j=k

∫ (1−(j−1)/n)t

(1−j/n)t
‖T̄ ∗s Ā∗ā− T̄ ∗(1−j/n)tĀ

∗ā‖−ds

≤ t · sup
{
‖T̄ ∗t2Ā

∗ā− T̄ ∗t1Ā
∗ā‖− : 0 ≤ t1, t2 ≤ t and |t2 − t1| < t/n

}
,

which goes to zero as n→∞. Thus we have

E exp
{
i〈X̄(0)

t , ā〉−
}

= lim
n→∞

E exp
{
i〈X̄(n)

t , ā〉−
}

= lim
n→∞

exp
{
− t

n

n∑
k=1

ψ̃0(T̄ ∗(1−k/n)tā)
}

= exp
{
−

∫ t

0
ψ̃0(T̄ ∗t−sā)ds

}
,

so that X̄(0)
t has distribution Qµ̄t (0, ·). Therefore, X̄t has distribution Qµ̄t (x̄, ·). If x̄ = Jx for

some x ∈ H, then T̄tx̄ = T̃tJx = JTtx ∈ JH by Lemma 3.1. Since µ̄t(·) is supported by JH, so
is Qµ̄t (x̄, ·) and hence a.s. X̄t ∈ JH. 2

Theorem 4.1 The process {X̄t : t ≥ 0} defined by (4.6) is a càdlàg strong Markov process with
transition semigroup (Qµ̄t )t≥0.

Proof. By the construction (4.6), {X̄t : t ≥ 0} is adapted to the filtration Ft := σ({Ỹs : 0 ≤
s ≤ t}). For r, t ≥ 0,

X̄r+t − T̄tX̄r = Ỹr+t − T̄tỸr +
∫ r+t

r
T̄r+t−sĀỸsds

= (Ỹr+t − Ỹr) +
∫ r+t

r
T̄r+t−sĀ(Ỹs − Ỹr)ds.

Since {Ỹr+t − Ỹr : t ≥ 0} given Fr is a process with independent increments and has the same
law as {Ỹt : t ≥ 0}, Lemma 4.3 implies that

E

[
exp

{
i〈X̄r+t, ā〉−

} ∣∣∣∣Fr] = exp
{
i〈X̄r, T̄

∗
t ā〉− −

∫ t

0
ψ̃0(T̄ ∗s ā)ds

}
.

Thus {X̄t : t ≥ 0} is a Markov process with transition semigroup (Qµ̄t )t≥0. The strong Markov
property holds since (Qµ̄t )t≥0 is Feller. 2

Now let x̄ = Jx for some x ∈ H. In this case, X̄t ∈ JH a.s. by Lemma 4.3. Recall that
J : H → JH ⊂ H̃ ⊂ H̄ and let Xt = 1JH(X̄t)J−1(X̄t), where J−1 : JH → H denotes the inverse
map of J . Then {Xt : t ≥ 0} is an OU-process with transition semigroup (Qµt )t≥0 and X0 = x.
This gives a construction of the OU-process {Xt : t ≥ 0} from the càdlàg strong Markov process
{X̄t : t ≥ 0}. In general, {Xt : t ≥ 0} does not have right continuous modification in H. A
similar construction in the measure-valued setting has been used in [6] to prove the non-existence
of right continuous realization of a general immigration process.
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5 Brownian transition semigroups

We have seen that a general SC-semigroup on H can always be extended to a differentiable one
in the entrance space H̃ and a càdlàg realization of the corresponding OU-process can always be
constructed in an extension H̄ of H̃. In this section, we provided some explicit characterization
for the non-negative elements of L̃2(IRd) and L̃2(0,∞) constructed respectively from L2(IRd) and
L2(0,∞). It seems that the explicit characterization for all elements of L̄2(IRd) and L̄2(0,∞) is
much more sophisticated.

We first consider the case where (Tt)t≥0 is the transition semigroup of the standard Brownian
motion on IRd. Let H̃ := L̃2(IRd) be defined from H := L2(IRd) and (Tt)t≥0. Let

gd(s, x) =
1

(2πs)d/2
exp{−|x|2/2s}, s > 0, x ∈ IRd, (5.1)

where | · | denote the Euclidean norm on IRd, and let S(IRd) be the set of signed-measures µ on
IRd with total variation measures ‖µ‖ satisfying∫ l

0
ds

∫
IRd

‖µ‖(dx)
∫
IRd

gd(2s, y − x)‖µ‖(dy) <∞ (5.2)

for some l > 0. Let S+(IRd) and L̃2
+(IRd) denote respectively the subsets of non-negative

elements of S(IRd) and L̃2(IRd).

Theorem 5.1 There is a 1-1 correspondence between x̃ ∈ L̃2
+(IRd) and µ ∈ S+(IRd) which is

given by

x̃(s, ·) =
∫
IRd

gd(s, · − z)µ(dz), s > 0. (5.3)

Proof. If µ ∈ S+(IRd), then (5.3) defines a non-negative entrance path x̃ for (Tt)t≥0. Since∫ l

0
‖x̃(s, ·)‖2ds =

∫ l

0
ds

∫
IRd

( ∫
IRd

gd(s, y − z)µ(dz)
)2

dy

=
∫ l

0
ds

∫
IRd

dy

∫
IRd

gd(s, y − x)µ(dx)
∫
IRd

gs(y − z)µ(dz)

=
∫ l

0
ds

∫
IRd

µ(dx)
∫
IRd

gd(2s, z − x)µ(dz)

< ∞,

we have x̃ ∈ L̃2
+(IRd). Conversely, suppose that x̃ ∈ L̃2

+(IRd) and let κs(dy) = x̃(s, y)dy. Then
(κs)s>0 is a measure-valued entrance law for (Tt)t≥0. By the property of the Brownian semigroup,
there is a measure µ on IRd such that κs = µTs; see e.g. Dynkin [3, p.80]. Thus x̃(s, ·) has the
representation (5.3), and (5.2) follows from (2.2) and the calculations above. 2

When d = 1, we can give a necessary and sufficient condition for (5.2). Observe that for
0 < l ≤ 1 we have∫ l

0
g1(2s, y − x)ds <

∫ 1

0

1
2
√
πs

exp{−(y − x)2/4}ds =
1√
π

exp{−(y − x)2/4},
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and for l > 1 we have∫ l

0
g1(2s, y − x)ds >

∫ l

1

1
2
√
πl

exp{−(y − x)2/4}ds =
l − 1
2
√
πl

exp{−(y − x)2/4}.

By Lemma 2.1 and the proof of Theorem 5.1, (5.2) holds if and only if∫
IR
‖µ‖(dx)

∫
IR

exp{−(y − x)2/4}‖µ‖(dy) <∞. (5.4)

Theorem 5.1 gives a complete characterization of non-negative elements of L̃2(IRd). By this
result, (5.3) also defines an element of L̃2(IRd) for µ ∈ S(IRd). Unfortunately, this representation
does not give all elements of L̃2(IRd). To see this, take any sequence {ak} ⊂ IR and observe that∫ ∞

0
e−2bsds

∫
IR

[g1(s, y − x)− g1(s, y)]2dy → 0

as x→ 0. Then for each k ≥ 1 there exists εk ∈ (0, k−2) such that

a2
k

∫ ∞

0
e−2bsds

∫
IR

[g1(s, y − εk)− g1(s, y)]2dy ≤ 2−k. (5.5)

Let xk = k−1 and zk = k−1 + εk. Then zk > xk > zk+1 > xk+1 > . . . decrease to zero. By (5.5)
and the shift invariance of the Lebesgue measure it is easy to see that

x̃n(s, ·) =
n∑
k=1

ak[g1(s, · − zk)− g1(s, · − xk)], s > 0,

defines a Cauchy sequence {x̃n} ⊂ L̃2(IR) with limit x̃ ∈ L̃2(IR) given by

x̃(s, ·) =
∞∑
k=1

ak[g1(s, · − zk)− g1(s, · − xk)], s > 0. (5.6)

To represent this element in the form of (5.3) we need to let

µ =
∞∑
k=1

akδzk
−

∞∑
k=1

akδxk
,

which is clearly not belonging to S(IR) in general.
Now we consider the case where (Tt)t≥0 is the transition semigroup of the absorbing barrier

Brownian motion in D = (0,∞). Let γ(dy) = (1 − e−y
2
)dy and let L̃2(D, γ) be defined from

L2(D, γ) and (Tt)t≥0. Let

ps(x, y) = g1(s, y − x)− g1(s, y + x), s, x, y > 0, (5.7)

and let

ks(y) = 2−1(d/dx)ps(x, y)|x=0+ = yg1(s, y)/s, s, y > 0. (5.8)

Let S(D, γ) be the set of signed-measures µ on D with total variation measures |µ| satisfying∫ l

0
ds

∫
D

( ∫
D
ps(x, y)|µ|(dx)

)2

γ(dy) <∞ (5.9)

for some l > 0. Let S+(D, γ) and L̃2
+(D, γ) denote respectively the subsets of non-negative

elements of S(D, γ) and L̃2(D, γ).
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Theorem 5.2 There is a 1-1 correspondence between x̃ ∈ L̃2
+(D, γ) and (a, µ) ∈ [0,∞) ×

S+(D, γ) which is given by

x̃(s, ·) = aks(·) +
∫
D
ps(z, ·)µ(dz), s > 0. (5.10)

Proof. If (a, µ) ∈ [0,∞)×S+(D, γ), then (5.10) defines an entrance path x̃ for (Tt)t≥0. Since∫ l

0
ks(y)2ds ≤

∫ ∞

0

y2

2πs3
e−y

2/sds =
1

2πy2
,

we have ∫ l

0
‖x̃(s, ·)‖2ds =

∫ l

0
ds

∫
D

(
aks(y) +

∫
D
ps(z, y)µ(dz)

)2

γ(dy)

≤ 2a2
∫ l

0
ds

∫
D
ks(y)2γ(dy)

+2
∫ l

0
ds

∫
D

( ∫
D
ps(z, y)µ(dz)

)2

γ(dy)

< ∞,

that is, x̃ ∈ L̃2
+(D, γ). Conversely, suppose that x̃ ∈ L̃2

+(IR) and let κs(dy) = x̃(s, y)dy. Then
(κs)s>0 is a measure-valued entrance law for (Tt)t≥0. By the property of the absorbing barrier
Brownian motion, there is a constant a ≥ 0 and a measure µ on D such that (5.10) holds; see
e.g. [9, Lemma 1.1]. Since∫ l

0
ds

∫
D

( ∫
D
ps(z, y)µ(dz)

)2

γ(dy) ≤
∫ l

0
‖x̃(s, ·)‖2ds,<∞.

we have µ ∈ S(D, γ). 2

By the general results of section 4, an OU-process associated with the absorbing barrier
Brownian motion in D = (0,∞) always has càdlàg realization in L̄2(D, γ) ⊃ L̃2(D, γ) defined
from L2(D, γ). It was observed in [2] that in a special case the process also has càdlàg realization
in S(D, γ).
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