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Preface

This volume includes six mini-courses delivered at the 2016 CIMPA (Centre International
de Mathématiques Pures et Appliquées) research school held in the Universidad Nacional
de Mar del Plata, Mar del Plata, Argentina, from the 7th to the 18th of March 2016. More
than 80 mathematicians and students from a dozen countries participated in the event.

This research school was dedicated to the founder of the Argentinian research group in
representation theory of algebras, Dr. M.I. Platzeck, on the occasion of her 70th birthday.
It was devoted to interactions between representation theory, homological algebra and the
new ever-expanding theory of cluster algebras. While homological algebra has always been
present as one of the main tools in the study of finite dimensional algebras, the more recent
strong connection with cluster algebras quickly established itself as one of the important
features of the mathematical landscape. This connection has been fruitful to both areas,
representation theory provided a categorification of cluster algebras, while the study of
cluster algebras provided representation theory with new objects of study like tilting in
the cluster category. This volume stands as a partial testimony to this new and welcome
development.

The six courses presented at the the research school were organised as follows.
During the first week the more elementary courses were delivered (in this volume, the
courses “Introduction to the Representation Theory of Finite-Dimensional Algebras: The
Functorial Approach,” “Auslander–Reiten Theory for Finite-Dimensional Algebras” and
“Cluster Algebras from Surfaces”), the first two of which form the basis of modern-day
representation theory and the third one is an introductory course on an important class of
cluster algebras. The more advanced courses, which concentrate on connections between
representation theory and cluster algebras, took place during the second week (in this vol-
ume, the courses “Cluster Characters,” “A Course on Cluster-Tilted Algebras” and “Brauer
Graph Algebras”). We would like to express our gratitude to the authors who submitted
contributions and to the referees for their assistance.

The courses in this volume are addressed to graduate students or young researchers
with some previous knowledge of noncommutative algebra or homological algebra. This
volume will also be of interest to any mathematician who is not a specialist of the topics
presented here and would like to access this fast-developing field. Because interactions
between topics of the research school can only increase, and the courses presented reflect
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vi Preface

the diversity as well as the rich activity of the groups working in the area, we hope that this
volume will be useful to its readers.

We wish to express our thanks for financial support to the CIMPA, the CONICET (Con-
sejo Nacional de Investigaciones Científicas y Técnicas), the Comisión de Investigaciones
Científicas de la Provincia de Buenos Aires, the IMU (International Mathematical Union),
the IMJ-PRG (Institut de Mathématiques de Jussieu, Paris Rive Gauche) and the Universi-
dad Nacional de Mar del Plata. We also wish to extend our gratitude to Drs. Galia Dafni
and Véronique Hussin of the CRM as well as Elizabeth Loew from Springer for permission
to publish this volume in their joint series. We also thank André Montpetit from the CRM
for his help in putting the volume in its final form.

Sherbrooke, Canada Ibrahim Assem
Mar del Plata, Buenos Aires, Argentina Sonia Trepode
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Introduction to the Representation Theory of
Finite-Dimensional Algebras: The Functorial
Approach

María Inés Platzeck

These are the notes of a course given at the CIMPA School “Homological Methods, Rep-
resentation Theory and Cluster Algebras,” Mar del Plata, Argentina, 2016. The aim of this
brief course is to give an introduction to the functorial approach to the representation the-
ory of finite-dimensional algebras, developed by Maurice Auslander and Idun Reiten, and
is strongly based on the work “A functorial approach to representation theory,” by
M. Auslander [4]. No new results are proven here. Further related results can be found
in [2, 3, 5–8], works that have been collected in [12].

We will assume throughout the paper that � is a finite-dimensional algebra over a field k.
The results proven also hold in the more general context of Artin algebras, that is, algebras
over a commutative Artinian ring which are finitely generated as a module over the ring.
For the sake of simplicity, we will only consider algebras over a field.

All modules considered will be left modules, unless otherwise specified, and mod � will
denote the category of finitely generated left �-modules. Let .mod �/op denote the opposite
category of mod �, and �op the opposite algebra of �. Inside the category

�
.mod �/op; Ab

�

of contravariant additive functors from mod � to the category Ab of abelian groups, we will
consider the full subcategory consisting of the finitely presented functors. M. Auslander
observed that this subcategory has very good homological properties and has shown with
Idun Reiten how the knowledge of this category can shed light in the study of the algebra
�. I intend here to give an introduction to the study of these ideas.

We will describe next the contents section by section. In the first section we introduce
the terminology and prove some general properties of functors in

�
.mod �/op; Ab

�
. We

start by stating Yoneda’s Lemma and prove some consequences of it. Although this lemma
can be easily proven, it is a fundamental tool in our study and will be used throughout
the paper. In the second section we define and describe simple functors, their projective
covers, and show the relation between minimal projective presentations of simple functors
in

�
.mod �/op; Ab

�
and right almost split morphisms in mod �. Section 3 is devoted to

studying properties of finitely presented functors. In the last section we prove that simple
functors are finitely presented and explain how this fact yields the existence of almost split
sequences in mod �. Finally we turn our attention to the study of the radical of a functor

c� Springer International Publishing AG, part of Springer Nature 2018
I. Assem and S. Trepode (eds.), Homological Methods, Representation
Theory, and Cluster Algebras, CRM Short Courses,
https://doi.org/10.1007/978-3-319-74585-5_1
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2 M. I. Platzeck

and give some further relations between notions and results in the category of functors and
in mod �.

1 Preliminaries and Notation

Since the k-algebra � is finitely generated over k, then � is an Artinian ring. Thus the
endomorphism ring End�.M/ of an indecomposable module M is a local ring, and Krull–
Schmidt Theorem holds for �. Thus any module can be written as a finite sum of inde-
composable �-modules and this decomposition is unique, up to order of the summands.
We denote by rad � the Jacobson radical of �, that is, the intersection of the maximal
left (right) ideals of �, which coincides with the nilradical of �, and rad M will denote
the radical of the �-module M . Then rad M D rad �:M . We also recall that projective
indecomposable modules have a unique maximal submodule.

Throughout the paper, ind � denotes a full subcategory of mod � consisting of a chosen
set of representatives of nonisomorphic indecomposable finitely generated �-modules, and
add M is the full subcategory of mod � consisting in the finite direct sums of direct sum-
mands of M . For unexplained notions and results on ring theory, modules or categories we
refer the reader to [1], for homological algebra to [10] or [11]. For a general reference on
representation theory of algebras we refer the reader to [9].

A finitely generated module X is also finitely generated when considered as k-vector
space, because the algebra � is finite-dimensional over k. Thus the �op-module D.X/ D
Homk.X; k/ is also finitely generated and D D Homk.–; k/W mod � ! mod �op is a
duality, which induces an equivalence of categories

�
.mod �/op; Ab

� ! .mod �op; Ab/.
To simplify notation we will write .mod �op; Ab/ instead of

�
.mod �

�
op; Ab/.

Let C in mod �. We denote by .–; C / the representable functor Hom�.–; C /W mod �op

! Ab defined by Hom�.–; C /.X/ D Hom�.X; C /. For functors F; G in .mod �op; Ab/

we denote by .F; G/ the group of morphisms (natural transformations) from F to G. Notice
that this is a set because the isomorphism classes of objects in mod � constitute a set. If
�W F ! G and hW C1 ! C2 we denote by �C W F.C / ! G.C / and F.h/W F.C2/ ! F.C1/

the corresponding morphisms in Ab.
Of fundamental importance is the following result due to Yoneda, whose proof we leave

to the reader:

Lemma 1.1 (Yoneda). Let C in mod �, F in .mod �op; Ab/. The correspondence � D
�C;F W ..–; C /; F / ! F.C / defined by �.˛/ D ˛C .idC / is a group isomorphism, functorial
in C and in F . That is, for f 2 .C1; C2/ and � 2 .F1; F2/, the diagrams

�
.–; C2/; F

� �C2;F

..–;f /;F /

F.C2/

F .f /

�
.–; C1/; F

� �C1;F

F.C1/

and
�
.–; C /; F1

� �C;F1

..–;C /;�/

F1.C /

�C

�
.–; C /; F2

� �C;F2
F2.C /

commute.
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The following consequences of Yoneda’s Lemma will be very useful.

Corollary 1.2. The correspondence .X; Y / ! �
.–; X/; .–; Y /

�
mapping f to .–; f /, for

f 2 .X; Y /, is an isomorphism, for all X; Y in mod �.

Proof. �X;.–;Y /

�
.–; f /

� D .–; f /X .idX / D .X; f /.idX / D f :idX D f , so the morphism
considered is the inverse of the isomorphism �X;.–;Y /.

Corollary 1.3. Let X; Y in mod �, let F in .mod �op; Ab/ be a subfunctor of .–; Y / and
f 2 .X; Y /. Then the following conditions are equivalent:

(a) f 2 F.X/

(b) Im
�
.–; f /W .–; X/ ! .–; Y /

� � F

Proof. The inclusion j W F ! .–; Y / induces a commutative diagram

�
.–; X/; F

� �X;F

..–;X/;j /

F.X/

jX

�
.–; X/; .–; Y /

� �X;.–;Y /

.X; Y / .

We have that (b) holds, that is, Im.–; f / � F , if and only if .–; f / 2 Im
�
.–; X/; j

�
.

Since the horizontal arrows in the diagram are isomorphisms, it follows that .–; f / 2
Im

�
.–; X/; j

�
if and only if �X;.–;Y /

�
.–; f /

� 2 Im jX , that is, whenever f 2 F.X/. Thus
(a) and (b) are equivalent. ut

The category .mod �op; Ab/ is an abelian category. We will give definitions, which in
fact are characterizations of the corresponding notions defined categorically.

A sequence F1

f��! F2

g�! F3 in .mod �op; Ab/ is exact if the sequence F1.C /
fC���!

F2.C /
gC���! F3.C / is exact, for every C 2 mod �. Moreover, Ker f , Coker f are the

functors such that the sequence 0 ! Ker f ! F1

f��! F2 ! Coker f ! 0 is exact
in .mod �op; Ab/, and f is a monomorphism whenever Ker f D 0, an epimorphism if
Coker f D 0.

The notion of projective functor is defined as usual: P in .mod �op; Ab/ is projective
whenever the functor .P; –/ preserves epimorphisms.

It follows from Yoneda’s Lemma that F1

f��! F2

g�! F3 is exact in .mod �op; Ab/ if

and only if
�
.–; C /; F1

� f��! ..�C /; F2/
g�! ..–; C /; F3/ is exact for every C in mod �.

This shows that the representable functor .–; C / is a projective object in .mod �op; Ab/.
Moreover for every F 2 .mod �op; Ab/ there exist Ci in mod � and an epimor-

phism
`

i2I .–; Ci / ! F . This result follows using again Yoneda’s Lemma. In fact, for
C in mod � and z 2 F.C /, let hz W .–; C / ! F be such that hz.idC / D z. Then`

z2C hz W `
z2C .–; C / ! F is such that .

`
z2C hz/C W `

z2C .C; C / ! F.C / is sur-
jective. Moreover, if C ' C 0, then .

`
z2C hz/C 0 is also surjective. Thus
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a

C

a

z2C

hz W
a

C

a

z2C

.–; C / ! F ;

where C runs over a complete set of representatives of the isomorphism classes of
�-modules, is an epimorphism.

When the set I can be chosen to be finite the functor F is said to be finitely generated.
In this case, if I is finite and C D `

i2I Ci then .–; C / maps onto F . Thus the functor F

in .mod �op; Ab/ is finitely generated if there exists an epimorphism hW .–; C / ! F , with
C in mod �. In case F is also projective the epimorphism .–; C / ! F splits, so there is
t W F ! .–; C / such that ht D idF . Then p D th is an idempotent endomorphism of
.–; C / such that Im p ' F . By Yoneda’s Lemma we obtain that p D .–; g/, for some
idempotent endomorphism g of C , and F ' .–; Im g/ is a representable functor. So the
finitely generated projective functors coincide with the representable functors.

As it occurs for modules, the following result holds for an exact sequence 0 ! F1 !
F2 ! F3 ! 0 in .mod �op; Ab/:

(a) If F1; F3 are finitely generated, then F2 is finitely generated.
(b) If F2 is finitely generated, then F3 is finitely generated.

2 Projective Covers and Simple Functors

Given an additive category C , we recall that a morphism ˛W C1 ! C2 in C is right minimal
if for any morphism ˇW C1 ! C1 in C such that ˛ˇ D ˛ we have that ˇ is an isomorphism.
The notion of left minimal morphism is defined dually: ˛W C1 ! C2 in C is left minimal
if any morphism ˇW C2 ! C2 in C such that ˇ˛ D ˛ is an isomorphism.

It is not difficult to prove that when C is the category of �-modules, an epimorphism
f W P ! M in mod � with P projective is a projective cover of M if and only if f is right
minimal.

We say that an epimorphism P
f��! F in .mod �op; Ab/ is a projective cover of F if P

is projective and f is a right minimal morphism.
We will prove next that projective covers of finitely generated functors exist and are

unique up to isomorphism in .mod �op; Ab/.

Proposition 2.1. Let F be a finitely generated functor in .mod �op; Ab/. Then

(a) F has a projective cover.
(b) If f W .–; C / ! F and f1W .–; C1/ ! F are projective covers of F then there is an

isomorphism t W .–; C1/ ! .–; C / such that f1 D f t .

Proof. (a) Since F is finitely generated there exists an epimorphism .–; C / ! F , with
C in mod �. We choose amongst all such epimorphisms one, say f W .–; C1/ ! F , such
that C1 has smallest dimension. We prove next that f is a right minimal morphism. So we
assume that hW C1 ! C1 is a morphism such that the diagram
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.–; C1/
f

.–;h/

F

.–; C1/

f

commutes. Then we obtain a commutative diagram

.–; C1/
f

.–;h/

F

.–; Im h/

.–;j /

f

.–; C1/

f

where j W Im h ! C1 is the inclusion morphism. Then f .–; j /W .–; Im h/ ! F is an
epimorphism, and the minimality of the dimension of C1 implies that dim Im h D dim C1,
so Im h D C1, and therefore h is an isomorphism. This proves that f W .–; C1/ ! F is
right minimal and it is thus a projective cover of F .

(b) Assume that f W .–; C / ! F , f1W .–; C1/ ! F are projective covers of F . Since
f is an epimorphism and .–; C1/ is projective, there is a morphism t W .–; C1/ ! .–; C /

such that f1 D f t . Using that f1 is an epimorphism and .–; C / is projective we find
hW .–; C / ! .–; C1/ such that f1h D f . Then f1 D f1ht , f D f th and the minimality
of f1 and f imply that ht and th are isomorphisms. This proves that t is an isomorphism
and ends the proof of (b). ut

The notions of simple functor and indecomposable functor, as well as the notion of func-
tor of finite length, are defined as in the category of �-modules. We will next study simple
functors. The functor S in .mod �op; Ab/ is simple if S ¤ 0 and S contains no proper
subfunctors. It follows directly from the definition that a nonzero functor S is simple if
and only if any nonzero morphism F ! S in .mod �op; Ab/ is an epimorphism.

We start by proving that simple functors are finitely generated. First we state an impor-
tant remark, whose proof is straightforward.

Remarks 2.2. Let F in .mod �op; Ab/ and X in mod �. Then F.X/ has a natural structure
of End�.X/op-module, defined by f :z D F.f /.z/, for f 2 End�.X/ and z 2 F.X/.
Moreover, if f W F ! G is a morphism in .mod �op; Ab/, then fX W F.X/ ! G.X/ is a
morphism of End�.X/op-modules, for every X in mod �.

Let S in .mod �op; Ab/ be simple. Then S ¤ 0, so there is C in mod � such that
S.C / ¤ 0, and since S is an additive functor we may assume that C is an indecomposable
module. Let 0 ¤ x 2 S.C /. By Yoneda’s Lemma we know that there is f W .–; C / ! S

such that fC .idC / D x. Then f is an epimorphism because S is a simple functor, and thus
fC W .C; C / ! S.C / is also an epimorphism in mod End�.C /op.
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We will prove next that the End�.C /op-module S.C / is simple. Let y 2 S.C /, and let
hW C ! C be such that fC .h/ D y. From the commutative diagram

.C; C /
fC

.h;C /

S.C /

S.h/

.C; C /
fC

S.C /

we obtain that

y D fC .h/ D fC .h; C /.idC / D S.h/fC .idC / D S.h/.x/ D h:x :

Thus y D h:x. So we prove that x generates the End�.C /op-module S.C /. Since x

is an arbitrary nonzero element of S.C /, it follows that S.C / is a simple module over
End�.C /op.

We give now a characterization of simple functors.

Proposition 2.3. A functor S in .mod �op; Ab/ is simple if and only if there exists a unique
C in ind � such that S.C / ¤ 0 and S.C / is a simple module over End�.C /op.

Moreover, if S in .mod �op; Ab/ is simple and the indecomposable module C is such
that S.C / ¤ 0, then .–; C / ! S is a projective cover.

Proof. We proved above that when S is simple then there exists C as required. Since C is
indecomposable and .–; C / is projective, it follows that .–; C / ! S is a projective cover.
Then the uniqueness of such C follows from the uniqueness of projective covers.

To prove the converse we assume that there exists a unique C in ind � such that S.C / ¤
0 and S.C / is a simple module over End�.C /op. Let 0 ¤ S1 � S in .mod �op; Ab/. Then
S1.C 0/ � S.C 0/ D 0 for any indecomposable module C 0 in mod � not isomorphic to C .
On the other hand, since S1 ¤ 0 and S1.C / � S.C / with S.C / simple over End�.C /op,
it follows that S1.C / D S.C /, so that S1 D S . Thus S is a simple functor. ut

So a simple functor S determines a unique module C in ind � such that S.C / ¤ 0. We
will show that the converse holds, that is, given C in ind � there is a simple functor S such
that S.C / ¤ 0, and such S is unique up to isomorphism.

We know that indecomposable projective �-modules have a unique maximal submod-
ule. A similar result holds in .mod �op; Ab/. In fact, we will show that a finitely generated
indecomposable projective functor .–; C / has a unique maximal subfunctor.

We recall that a morphism f W X ! Y in an additive category C is said to be a split
epimorphism if it is an epimorphism and there is a morphism gW Y ! X such that the
composition fg is the identity morphism idY W Y ! Y . And f is a split monomorphism if
it is a monomorphism and there is a morphism gW Y ! X such that the composition gf is
the identity morphism idX W X ! X .

Exercise 2.4. Let gW B ! C in mod �, with C indecomposable. Then the following con-
ditions are equivalent.

(a) .–; g/W .–; B/ ! .–; C / is an epimorphism.
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(b) .–; g/W .–; B/ ! .–; C / is a split epimorphism.
(c) gW B ! C is a split epimorphism.

If we assume, moreover, that B is indecomposable then the above conditions are equivalent
to

(d) gW B ! C is an isomorphism.

Thus, if we want to prove that .–; C / has a unique maximal subfunctor R, then R

must contain Im.–; g/, for any gW B ! C which is not a split epimorphism. In the next
proposition we show that these images generate a unique maximal submodule of .–; C /.

Proposition 2.5. Let C in ind �, and let ffi W Bi ! C gi2I be the family of all nonisomor-
phisms fi W Bi ! C with Bi in ind �. Then

(a) Im
�`

i2I .–; Bi /

`
.–;fi /i2I��������! .–; C /

�
is the unique maximal subfunctor rad.–; C / of

.–; C /.
(b) SC D .–; C /= rad.–; C / is the unique simple functor not vanishing on C .

Proof. Let f D `
.–; fi /i2I W `

i2I .–; Bi / ! .–; C /. First we will prove that f is
not an epimorphism. Otherwise fC D `

.C; fi /i2I W `
i2I .C; Bi / ! .C; C / would be

an epimorphism. Since End�.C /op is a local ring, then it contains a unique maximal
ideal M, and then there is i 2 I such that Im.C; fi / is not contained in M. Thus
Im.C; fi / D End�.C /op and then .C; fi /W .C; Bi / ! .C; C / is an epimorphism. Since
Bi is an indecomposable module, we obtain from Exercise 2.4(d) that fi W Bi ! C is an
isomorphism. This contradicts the hypothesis and ends the proof that f is not an epimor-
phism. Thus Im.f / is a proper subfunctor of .–; C /, and we will prove that it contains all
proper subfunctors of .–; C /.

Let F be a proper subfunctor of .–; C /. We will prove that F � Im.f / D R. Let B in
ind � and h 2 F.B/ � .B; C /. By Corollary 1.3 we know that Im.–; h/ � F , and since we
assumed that F is a proper subfunctor of .–; C / it follows that .–; h/ is not an epimorphism.
Using again Exercise 2.4(d) we obtain that h is not an isomorphism, so h is one of the
fi W Bi ! C and B D Bi , with i 2 I . Therefore Im..–; h/W .–; B/ ! .–; C // � R and
from Corollary 1.3 we obtain that h 2 R.B/. Thus F.B/ � R.B/ for every B in ind �.
Since F and R are additive functors it follows that F � R.

This proves that R is the only maximal subfunctor rad.–; C / of .–; C /, that is, (a) holds.
This ends the proof of the proposition, because (b) is a direct consequence of (a). ut
Corollary 2.6. Let C in ind �

(a) rad.–; C /.X/ D ff W X ! C j f is not an isomorphismg, for X in ind �.
(b) rad.–; C /.X/ D ff W X ! C j f is not a split epimorphismg, for X in mod �.

Proof. (a) Follows from (a) in the proposition and Corollary 1.3.
(b) Follows from (a) in the proposition and the following lemma. ut

Lemma 2.7. Let C in ind �, X in mod �, X D `n
iD1 Xi , f D `n

iD1 fi W `n
iD1 Xi ! C .

Then the following conditions are equivalent:
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(a) f is a split epimorphism.
(b) There exists i 2 f1; : : : ; ng such that fi is an isomorphism.

Proof. Assume that f is a split epimorphism and let gW C ! `n
iD1 Xi be such that fg D

idC . We use matrix notation to denote f and g, that is, we write f D �
f1 � � � fn

�
, g D

�
g1 � � � gn

�t
. Then fg D Pn

iD1 fi gi is an isomorphism. Since End�.C / is a local ring, it
follows that there is i such that fi gi is an isomorphism. Thus fi is a split epimorphism,
and therefore an isomorphism because Xi is indecomposable. So (a) implies (b).

To prove the converse we assume that one of the fi , say f1, is a split epimor-
phism. Let g1W C ! X1 be such that f1g1 D idC and let g D �

g1 0 � � � 0
�
. Then

�
g1 0 � � � 0

� �
f1 f2 � � � fn

�t D idC . That is, fg D idC , so (a) holds. ut
We would like to know when rad.–; C / is a finitely generated functor. That is, when is

there a morphism f W B ! C inducing an epimorphism .–; B/ ! rad.–; C /? The answer
to this question is given in the next corollary.

Corollary 2.8. Let f W B ! C in mod � with C indecomposable. Then Im.–; f / D
rad.–; C / if and only if f satisfies the following conditions:

(a) f is not a split epimorphism.
(b) If hW X ! C is not a split epimorphism then there exists sW X ! B such that h D f s.

Proof. Assume that Im.–; f / D rad.–; C /. From Corollary 1.3 we obtain that f 2
rad.–; C /.B/, so f is not a split epimorphism, by Corollary 2.6(b), thus condition (a) holds.
To prove (b) we consider a morphism hW X ! C in mod � which is not a split epimor-
phism. Using again Corollary 2.6(b) and our assumption we have that h 2 rad.–; C /.X/ D
Im

�
.X; f /W .X; B/ ! .X; C /

�
, so there is s 2 .X; B/ such that .X; f /.s/ D h, that is,

there is s such that f s D h. This ends the proof of (b).
The proof of the converse is similar and is left to the reader. ut

Definition 2.9. A morphism f W B ! C in mod � is called a right almost split morphism
if it satisfies the following conditions:

(a) f is not a split epimorphism.
(b) If hW X ! C is not a split epimorphism then there exists sW X ! B such that h D f s.

If, moreover, the morphism f is right minimal, then f is called a minimal right almost
split morphism.

Left almost split morphisms are defined dually:

Definition 2.10. A morphism f W A ! B in mod � is called a left almost split morphism
if it satisfies the following conditions:

(a) f is not a split monomorphism.
(b) If hW A ! X is not a split monomorphism then there exists sW B ! X such that

h D sf .

If, moreover, the morphism f is left minimal, then f is called a minimal left almost split
morphism.



Introduction to the Representation Theory of Finite-Dimensional Algebras 9

Given a module C , the existence of a right almost split morphism f W B ! C implies
that C is indecomposable and f is unique in the sense stated in the next exercise.

Exercise 2.11. Let f W B ! C be a right almost split morphism. Prove

(a) The module C is indecomposable.
(b) If f is minimal and f 0W B 0 ! C is another minimal right almost split morphism, then

there exists an isomorphism � W B 0 ! B such that f 0 D f �

(c) If C is not projective then f is an epimorphism.

The previous corollary can be stated in the following way:

Corollary 2.12. Let C be an indecomposable module. A morphism f W B ! C in mod �

satisfies that Im.–; f / D rad.–; C / if and only if f is a right almost split morphism.

In analogy with the definition of finitely presented modules, finitely presented functors
are defined as follows.

Definition 2.13. A functor F in .mod �op; Ab/ is finitely presented if there exists an exact

sequence .–; B/
f��! .–; C /

g�! F ! 0 with B; C in mod �. If this is the case, the

sequence .–; B/
f��! .–; C /

g�! F ! 0 is called a projective presentation of F . If,
moreover, f and g are right minimal, then the projective presentation is called minimal.

Let S in .mod �op; Ab/ be a simple functor and let C be the unique module in ind �

such that S.C / ¤ 0. We know by Proposition 2.3 that .–; C / ! S is a projective cover,
and we proved in Proposition 2.5 that .–; C / has a unique maximal subfunctor rad.–; C /,
so that S D .–; C /= rad.–; C /. It follows that S is a finitely presented functor if and only if
rad.–; C / is finitely generated. This is, if and only if there exists a morphism f W B ! C

such that Im.–; f / D rad.–; C /. From the previous corollary we know that this amounts
to saying that there exists an almost split morphism f W B ! C in mod �. We state this
result in the following proposition.

Proposition 2.14. Let S in .mod �op; Ab/ be a simple functor and let C be the unique
module in ind � such that S.C / ¤ 0. Then the following conditions are equivalent:

(a) S is finitely presented.
(b) There exists a right almost split morphism f W B ! C in mod �.

Moreover, if S is finitely presented, then .–; B/
.–;f /����! .–; C / ! S ! 0 is a projective

presentation of S if and only if f W B ! C is a right almost split morphism, and it is a
minimal projective presentation if and only if f W B ! C is a minimal right almost split
morphism.

The previous proposition shows that proving that almost split morphisms B ! C exist
in mod � for every C in ind � is equivalent to prove that simple functors in .mod �op; Ab/

are finitely presented. In the next section we study properties of finitely presented functors,
and in Sect. 4 we will prove that simple functors are amongst them.
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3 Finitely Presented Functors

Finitely presented functors play an important role in the study of the category of finitely
generated modules, and we devote this section to study some of their properties, which will
be needed later.

Finitely presented functors are the cokernel of morphisms between projective functors,
and projective functors are representable. Thus, a finitely presented functor is given by a
morphism between representable functors. It follows from Yoneda’s Lemma that such a
morphism is given by a morphism between the corresponding modules. This provides a
way to study properties of finitely presented functors using properties of morphisms in
mod � and conversely. A nice and simple illustration of this idea is given in the following
remark.

Finitely presented functors have projective dimension at most 2. In fact, if F in

.mod �op; Ab/ is finitely presented, .–; B/
f��! .–; C / ! F ! 0 is exact and K D Ker f ,

then 0 ! .–; K/ ! .–; B/
f��! .–; C / ! F ! 0 is a projective resolution of F .

In this case, the existence of kernels in mod � translates in a property about the projec-
tive dimension of finitely presented functors.

We start by giving some characterizations of finitely presented functors. We leave the
proof to the reader, since it is analogous to the proof of the corresponding result for finitely
presented modules.

Proposition 3.1. The following conditions are equivalent for F in .mod �op; Ab/:

(a) F is finitely presented.
(b) There exists an exact sequence 0 ! F1 ! F0 ! F ! 0 in .mod �op; Ab/ with F0

finitely generated projective, F1 finitely generated.
(c) F is finitely generated and given an exact sequence 0 ! F1 ! F0 ! F ! 0 in

.mod �op; Ab/, then F0 finitely generated implies that F1 is finitely generated.

To prove the next proposition we will use again Yoneda’s Lemma.

Proposition 3.2. Let 0 ! F1 ! F2 ! F3 ! 0 be an exact sequence in .mod �op; Ab/

with F1 finitely generated, F2 finitely presented. Then F1 and F3 are finitely presented.

Proof. Assume that 0 ! F1 ! F2 ! F3 ! 0 is an exact sequence in .mod �op; Ab/

with F1 finitely generated, F2 finitely presented. To prove that F3 is finitely presented we
consider A in mod � such that .–; A/ ! F2 ! 0, which exists because F2 is finitely
generated. We obtain a commutative diagram with exact rows and columns:
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0 0

K L

0 .–; A/
D

.–; A/ 0

0 F1

D
F2 F3 0

F1 0 0 .

Using the Snake Lemma (see [11, III, 5.1] or [10, III, 3]) we obtain an exact sequence
0 ! K ! L ! F1 ! 0. Since F2 is finitely presented, then by the previous proposition
we know that K is finitely generated. On the other hand, we know by hypothesis that F1 is
finitely generated. Thus the middle term L of the sequence 0 ! K ! L ! F1 ! 0 is also
finitely generated. It follows from the exactness of the last column of the above diagram
and the previous proposition that F3 is finitely presented.

We prove next that F1 is finitely presented.
Assume first that F2 D .–; C /, with C 2 mod �. Since F1 is finitely generated, there

exists an epimorphism .–; B/ ! F1 ! 0, with B in mod �. We know from Yoneda’s
Lemma that the composition .–; B/ ! F1 ! F2 D .–; C / induces a morphism f W B ! C

such that Im.–; f / D F1. Then we obtain an exact sequence

0 ! .–; Ker f / ! .–; B/ ! Im.–; f / D F1 ! 0 ;

and this shows that F1 is finitely presented.
Now we prove the general case, so we assume that F1 is finitely generated and F2 is

finitely presented. Then there exists an epimorphism .–; C / ! F2 ! 0 with C in mod �.
We obtain a commutative diagram

0 0

K
D

K

0 L .–; C / F3

D
0

0 F1 F2 F3 0

0 0 .

We know that K is finitely generated because F2 is finitely presented. We proved that F3

is finitely presented, so from the exact sequence 0 ! L ! .–; C / ! F3 ! 0 and the
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case just proved it follows that L is finitely presented. Since K is finitely generated, the
first nonzero column in the diagram shows that F1 is finitely presented. ut

4 Simple Functors Are Finitely Presented

To prove the results in this section we will need the notion of dual of a finitely generated
functor. For this reason we will restrict to an appropriate subcategory of .mod �op; Ab/

containing the finitely generated functors, and with the property that there is a duality
between this subcategory and its opposite category.

Let F in .mod �op; Ab/ and X in mod �op. Then X is a finite-dimensional vector space
over k, and F.X/ is a k-vector space. We denote by .mod �op; mod k/ the full subcategory
of .mod �op; Ab/ consisting of the functors F such that the k-vector space F.X/ is finitely
generated, for every X in mod �.

Given an exact sequence 0 ! F1 ! F2 ! F3 ! 0 in .mod �op; Ab/, then
F2 is in .mod �op; mod k/ if and only if F1; F3 are in .mod �op; mod k/. Also, repre-
sentable functors are in .mod �op; mod k/, and thus all finitely generated functors are also
in .mod �op; mod k/.

Let D D Hom.–; k/W mod � ! mod �op be the usual duality, where D.M/ is con-
sidered as a �-module by .�:f /.m/ D f .�m/, for any M in mod �, m 2 M; f 2
Homk.M; k/ and � 2 �. We define a duality DW .mod �; mod k/ ! .mod �op; mod k/ by
D.F /.X/ D D

�
F.X/

�
, for F in .mod �; mod k/ and X 2 mod �, and .Dh/X D D.hX /,

for a morphism hW F1 ! F2 in .mod �; mod k/, X in mod �. The inverse duality
DW .mod �op; mod k/ ! .mod �; mod k/ is defined in an analogous way.

We will use this duality to prove that simple functors in .mod �op; Ab/ are finitely pre-
sented. We start by proving that the duality D preserves finitely presented functors.

Proposition 4.1. Let F in .mod �; mod k/ be a finitely presented functor. Then DF is also
a finitely presented functor.

Proof. Let .B; –/ ! .A; –/ ! F ! 0 be an exact sequence, with A; B 2 mod �.
Then the sequence 0 ! DF ! D.A; –/ ! D.B; –/ is exact. To prove that DF is

finitely presented it suffices to prove that D.A; –/ and D.B; –/ are finitely presented. So we
will prove that the dual of any representable functor is finitely presented. Let X 2 mod �,
and consider an exact sequence �m ! �n ! X ! 0. Then we obtain an exact sequence
0 ! .X; –/ ! .�n; –/ ! .�m; –/, which leads to the exact sequence D.�m; –/ !
D.�n; –/ ! D.X; –/ ! 0.

Thus to prove that D.X; –/ is finitely presented we only need to prove that D.�; –/

is finitely presented. Let Y in mod �. Using that there is an isomorphism of functors
.�; –/ D Hom�.�; –/ ' Id we obtain D.�; –/.Y / D D

�
Hom�.�; Y /

� ' DY '
Hom�.�; DY / ' Hom�op.Y; D�/. These isomorphisms are functorial and hold for any
Y in mod �. Thus D.�; –/ ' .–; D�/. So D.�; –/ is representable and therefore it is
finitely presented. ut

The following corollary will be very useful to prove that simple functors in .mod �op; Ab/

are finitely presented.
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Corollary 4.2. The functor F in .mod �op; mod k/ is finitely presented if and only if F and
DF are finitely generated.

Proof. Assume that F; DF are finitely generated, and let C in mod � be such that there is
an epimorphism .–; C / ! F . Then we obtain an exact sequence 0 ! DF ! D.–; C /.
By the previous proposition we know that D.–; C / is finitely presented, because .–; C /

is finitely presented. Since we are assuming that DF is finitely generated, it follows from
Proposition 3.2 that DF is finitely presented. Using again the previous proposition we
obtain that F ' DDF is finitely presented. This proves that if F and DF are finitely
generated then F is finitely presented. The converse follows directly from the previous
proposition. ut
Theorem 4.3. The simple functors in .mod �op; Ab/ are finitely presented.

Proof. The simple functors in .mod �op; Ab/ are finitely generated and thus belong to the
subcategory .mod �op; mod k/. Let S in .mod �op; Ab/ be a simple functor. This amounts
to saying that every nonzero morphism S ! F in .mod �op; Ab/ is a monomorphism.
Then every nonzero morphism G ! DS in .mod �; Ab/ is an epimorphism, and this
proves that DS is also a simple functor and consequently it is finitely generated. So we can
apply the previous corollary to S and conclude that S is finitely presented. ut

We are now in a position to prove the existence of almost split morphisms.

Theorem 4.4. Let C be an indecomposable finitely generated �-module. Then there exists
a minimal right almost split morphism f W B ! C .

Proof. We know by Proposition 2.5 that SC D .–; C /= rad.–; C / is a simple functor. By

the previous theorem we know that it is finitely presented, and let .–; B/ ! .–; C /
.–;f /����!

SC ! 0 be a minimal projective presentation of SC in .mod �op; Ab/. Then Proposi-
tion 2.14 states that f W B ! C is a minimal right almost split morphism. ut
Lemma 4.5. Let f W B ! C be a minimal right almost split morphism. Then

(a) If C is not projective then A D Ker f is indecomposable.
(b) If C D P is projective then there is an isomorphism � W B ! rad P and the diagram

B
f

�

P

rad P

j

commutes, where j denotes the inclusion morphism.

Proof. (a) Assume that C is not projective. Let A D Ker f , and assume A D `n
iD1 Ai ,

with Ai in mod � indecomposable for i D 1; : : : ; n. Consider the exact sequence 0 !
A

g�! B
f��! C ! 0. Since f is right almost split, then it is not a split epimorphism, so g

is not a split monomorphism. Then there is i such that the projection �i W A ! Ai induced
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by the given decomposition of A as as direct sum of the Ai does not factor through g. In
the pushout diagram

0 A

�i

g
B

v

f
C

D

0

0 Ai
s

L
t

C 0

the morphism s is not a split monomorphism. Otherwise there exists �W L ! Ai such
that �s D idAi

. Then, from s�i D vg we get �i D �s�i D �vg, so �i D .�v/g.
This contradicts the fact that �i W A ! Ai does not factor through g. Thus s is not a split
monomorphism, so t is not a split epimorphism.

Since f is a right almost split morphism, there is hW L ! B such that t D f h. There-
fore f D tv D f hv. Since f is minimal, from f D f .hv/, we obtain that hv is an
isomorphism. Thus v is a split monomorphism and therefore an isomorphism, because
l.L/ � l.B/. Then �i is also an isomorphism, therefore A ' Ai , so n D 1 and A D Ker f

is indecomposable.
(b) Let C D P be projective. We know by Exercise 2.11 that P is indecomposable,

because there is a right almost split morphism B ! P . We prove next that the inclusion
j W rad P ! P is a right almost split morphism. Let hW X ! P be a morphism in mod �

which is not a split epimorphism. Then h is not an epimorphism because P is projective,
so Im h is contained in the unique maximal submodule rad P of P . If we denote also by h

the induced morphism X ! rad P we have a commutative diagram

rad P
j

P .

X

h
h

This proves that rad P ! P is a right almost split morphism, and a straightforward argu-
ment shows that f is also minimal. Now, (b) follows from the uniqueness of minimal right
almost split morphisms (See Exercise 2.11). ut

Definition 4.6. An exact sequence 0 ! A ! B
g�! C ! 0 in mod � is an almost split

sequence if

(a) The sequence does not split.
(b) The modules A and C are indecomposable.
(c) g is a right almost split morphism.

Remarks 4.7. Almost split sequences were defined by Maurice Auslander and Idun Reiten
in [5] and are also called AR-sequences. They are a fundamental tool in the study of finite-
dimensional algebras.

We give next some characterizations of almost split sequences. We leave the proof as an
exercise for the reader.
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Proposition 4.8. The following conditions are equivalent for a non-split exact sequence

0 ! A
f��! B

g�! C ! 0 in mod �.

(a) The sequence is an almost split sequence.
(b) The modules A and C are indecomposable and f is a left almost split morphism.
(c) The morphism g is minimal right almost split.
(d) The morphism f is minimal left almost split.

We are in a position to prove an important theorem, which proves the existence of almost
split sequences.

Theorem 4.9. For any nonprojective indecomposable module C (noninjective indecom-
posable module A) there exists an almost split sequence 0 ! A ! B ! C ! 0 in
mod �.

Proof. Given an indecomposable nonprojective module C we know by Theorem 4.4 that
there exists a minimal almost split morphism gW B ! C , which is an epimorphism by
Exercise 2.11(c). From Lemma 4.5 we know that A D Ker g is indecomposable, so that the
sequence 0 ! A ! B ! C ! 0 is almost split.

When A is an indecomposable noninjective module the statement follows by duality,
using Proposition 4.8. ut

Almost split sequences are determined, up to isomorphism, by the indecomposable
nonprojective module C (the indecomposable noninjective module A), as we state next.

Proposition 4.10. Let 0 ! A
f��! B

g�! C �! 0, 0 ! A0 f 0

��! B 0 g0

��! C 0 ! 0 in mod �

be almost split sequences. Then the following conditions are equivalent:

(a) A ' A0
(b) There exists a commutative diagram

0 A

�1

f
B

�2

g
C

�3

0

0 A0 f 0

B 0 g0

C 0 0

with �1; �2; �3 isomorphisms.
(c) C ' C 0.

Proof. The proof is straightforward using the definitions and is left as an exercise. ut
Exercise 4.11. Let C be a nonprojective indecomposable module. Prove that the sequence
0 ! A ! B ! C ! 0 is an almost split sequence if and only if 0 ! .–; A/ ! .–; B/ !
.–; C / ! SC ! 0 is a minimal projective resolution of the simple functor SC which is
nonzero at C .
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This exercise shows us how an appropriately chosen well-known notion in the category
of modules, when applied to functors, can be translated into a new notion in the category
of modules. In this case the notion of minimal projective resolution, known for modules, is
carried over to the category of functors and we look at the minimal projective resolution of a
simple functor S . Since projective functors are representable, we obtain an exact sequence
0 ! .–; A/ ! .–; B/ ! .–; C / ! S ! 0. Then Yoneda’s Lemma allows us to go back to
the category of modules, and we obtain the exact sequence 0 ! A ! B ! C . Then A ¤ 0

if and only if C is not projective and in this case 0 ! A ! B ! C ! 0 is an almost
split sequence. So the fact that the exact sequence of functors is a projective resolution of
a simple functor, when expressed in the category of modules leads to the notion of almost
split sequence.

We will give another example of this situation. We start by recalling some definitions.
A quiver Q D .Q0; Q1/ is an oriented graph, where Q0 denotes the set of vertices of Q

and Q1 the set of arrows between vertices. We will assume always that Q is a finite quiver,
that is, both Q0; Q1 are finite sets. P. Gabriel associated a quiver Q� to a basic algebra
�, which turned out to be a fundamental tool in the study of the representation theory
of finite-dimensional algebras. We recall that the algebra � is said to be basic if given a
decomposition � D `n

iD1 Pi of � as a direct sum of indecomposable projective modules,
then Pi is not isomorphic to Pj for i ¤ j . It is known that given a finite-dimensional
algebra � there exists a basic algebra 	 such that the categories mod � and mod 	 are
equivalent (see, for example, [9, II.2]).

Let � be a basic finite-dimensional algebra and write � D `n
iD1 Pi , with Pi inde-

composable and projective for i D 1; : : : ; n. Then the set of vertices of Q� is f1; : : : ; ng,
where i denotes the vertex associated to the projective Pi , and the set of arrows of Q� is
defined as follows. Let Pi D �ei . Then there is an arrow from the vertex i to the vertex
j in .Q�/1 whenever ej .rad �= rad2 �/ei ¤ 0. This can be stated in terms of morphisms
between projective modules: there is an arrow from the vertex i to the vertex j in .Q�/1

if and only if there is a morphism f W Pj ! Pi in mod � such that Im f � rad Pi and
Im f � rad2 Pi .

So morphisms between indecomposable projective modules such that their image is
contained in the radical of the codomain and is not contained in the square of such radical
are important in mod �. We will carry over this notion to the category .mod �op; Ab/. To
do so, we define the radical of a functor in .mod �op; Ab/ and study some of its properties.

Definition 4.12. Let F in .mod �op; Ab/. Then the radical of F is the intersection of all
the maximal subfunctors of F .

We will denote the radical of F by rad F . One can easily prove that, if f W F ! G is
a morphism in .mod �op; Ab/, then f .rad F / � rad G and, moreover, the equality holds
when f is an epimorphism. Thus we have a functor radW .mod �op; Ab/ ! .mod �op; Ab/,
sending F to rad F and f W F ! G to f jrad F W rad F ! rad G. Then radn is defined by
induction: rad1 D rad, radnC1 D rad radn. The functor radical is additive, and in particular
rad.

`n
iD1 Fi / ' `n

iD1 rad.Fi /.
Let C in mod � be indecomposable. We proved above that the indecomposable

projective functor .–; C / has a unique maximal subfunctor, which coincides thus with
rad.–; C / and is described by
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rad.–; C /.X/ D ff W X ! C j f is not a split epimorphismg :

for any X in mod �, by Corollary 2.6(b). By duality we obtain that the equality

rad.–; Y /.A/ D ff W A ! Y j f is not a split monomorphismg
holds for A; Y in mod � with A indecomposable.

Next we describe the morphisms in rad2.B; C ) when B; C are indecomposable
modules.

Proposition 4.13. Let f W B ! C in mod � with B; C indecomposable. Then the following
conditions are equivalent:

(a) f 2 rad2.–; C /.B/.
(b) Im.–; f / � rad2.–; C /.
(c) There is L in mod � such that f D ht , where hW L ! C is not a split epimorphism

and t W B ! L is not a split monomorphism.

Proof. The equivalence of (a) and (b) is a direct consequence of Corollary 1.3. Assume
that (b) holds, that is, assume that Im.–; f / � rad2.–; C /. Let .–; h/W .–; L/ ! rad.–; C /

be a projective cover in .mod �op; Ab/. The induced morphism rad.–; L/ ! rad2.–; C / is
an epimorphism and .–; B/ is projective, so there is a morphism t W B ! L in mod � such
that the diagram

rad.–; L/
.–;h/jrad.–;L/

rad2.–; C /

.–; B/

.–;t/
.–;f /

commutes. From .–; f / D .–; h/.–; t / we get that f D ht . Since Im.–; h/ � rad.–; C /

we know that h is not a split epimorphism, and since Im.–; t / � rad.–; L/ we obtain that t

is not a split monomorphism, by the above observations. Thus (c) holds.
Assume now that (c) holds, and let L in mod � such that f D ht , where hW L ! C

is not a split epimorphism and t W B ! L is not a split monomorphism. Then t 2
rad.–; L/.B/ because t is not a split monomorphism (see remark preceding this propo-
sition), and thus Im.–; t / � rad.–; L/. On the other hand, since h is not a split epimor-
phism it follows that Im.–; h/ � rad.–; C /, so that .–; h/W .–; L/ ! rad.–; C /. Therefore
.–; h/.rad.–; L// � rad2.–; C /. Thus Im.–; f / D .–; h/..–; t /.–; B// � .–; h/.rad.–; L//

� rad2.–; C /. This proves that (b) holds and ends the proof of the proposition. ut
We are now in a position to describe when a morphism f W B ! C in mod � with

B; C indecomposable has the property that Im
�
.–; f /W .–; B/ ! .–; C /

�
is contained in

rad.–; C / and is not contained in rad2.–; C /.

Proposition 4.14. Let f W B ! C be a morphism in mod �, with B; C indecomposable.
Then Im.–; f / � rad.–; C / and Im.–; f / � rad2.–; C / if and only if f satisfies the fol-
lowing conditions:

(a) f is neither a split epimorphism nor a split monomorphism.
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(b) Given a commutative diagram

B
f

t

C

L

h

then either t is a split monomorphism or h is a split epimorphism.

Proof. The statement follows from Proposition 4.13 and the remark preceding it. Notice
that since B and C are indecomposable, then (a) holds if and only if f is not an isomor-
phism. ut
Definition 4.15. A morphism f W B ! C in mod � is called irreducible if it satisfies
conditions (a) and (b) in the previous proposition.

Proposition 4.14 can be stated now in the following way.

Proposition 4.16. Let B; C in mod � be indecomposable. Then a morphism f W B ! C

is irreducible if and only if Im.–; f / � rad.–; C / and Im.–; f / � rad2.–; C /.

We have seen that the category f: p:.mod �op; Ab/ of finitely presented contravariant
functors from mod � to the category of abelian groups has nice properties, and the study
of this category can be helpful to study mod �. An interesting question raised by M. Aus-
lander is: when is this category equivalent to the category of modules over some finite-
dimensional algebra 	 ? The surprising observation he made is that this is the case if and
only if the algebra � is of finite representation type, that is, there exist only a finite number
of nonisomorphic indecomposable modules.

In fact, if f: p:.mod �op; Ab/ is equivalent to mod 	 for a finite-dimensional algebra 	 ,
then f: p:.mod �op; Ab/ has only a finite number of indecomposable nonisomorphic pro-
jective objects, because this is the case in mod 	 . Since .–; C / is projective and indecom-
posable for any C indecomposable in mod �, it follows that there are only a finite num-
ber of nonisomorphic indecomposable representable functors .–; C1/; : : : ; .–; Cn/. Using
Yoneda’s Lemma we can conclude that C1; : : : ; Cn constitute a complete set of nonisomor-
phic indecomposable �-modules, so that � is of finite representation type.

The converse follows from the following result, where the evaluation functor at C ,
eC W f: p:.mod �op; Ab/ ! mod End�.C /op, is defined by eC .F / D F.C /, eC .�/ D �C ,
for an object F and a morphism � in f: p:.mod �op; Ab/.

Proposition 4.17. Assume that � is an algebra of finite representation type, and let
C1; : : : ; Cn be a complete set of nonisomorphic indecomposable �-modules, C D C1 ˚
� � � ˚ Cn. Then the evaluation functor at C , eC W f: p:.mod �op; Ab/ ! mod End�.C /op is
an equivalence of categories.

Proof. We observe first that the functor .C; –/ defines an equivalence from add C to the
category of finitely generated projective modules over End�.C /op [9, Chap. II, Proposi-
tion 2.1].
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To prove that eC is a dense functor, let X in mod End�.C /op, and let .C; C 00/
.C;f /����!

.C; C 0/ ! X ! 0 be a projective presentation of X , with C 0; C 00 in add C . Then F D
Coker..–; f /W .–; C 00/ ! .–; C 0// is such that eC .F / D F.C / ' X . Thus eC is dense.

The fact that eC is faithful follows from the fact that add C D mod � and from the
additivity of the functors considered, and is left as an exercise.

Finally we prove that eC is full. Let F; G in f: p:.mod �op; Ab/ and let hW F.C / !
G.C /. Since F and G are finitely presented, there are exact sequences .–; C 00/

f��!
.–; C 0/

g�! F ! 0 and .–; C 00
1 /

f1��! .–; C 0
1/

g1��! G ! 0, with C 0; C 00; C 0
1; C 00

1 in
add C . Since .C; –/ defines an equivalence from add C to the category of finitely generated
projective modules over End�.C /op, we obtain a commutative diagram in mod.End�.C /op/

.C; C 00/

h00

f .C /
.C; C 0/

h0

g.C /
F.C /

h

0

.C; C 00
1 /

f1.C /
.C; C 0

1/
g1.C /

G.C / 0 .

Using again Yoneda’s Lemma we conclude that there are maps u0W C 0 ! C 0
1 and

u00W C 00 ! C 00
1 such that h0 D .C; u0/; h00 D .C; u00/. Let � W F ! G be such that the

diagram

.–; C 00/

.–;u00/

f
.–; C 0/

.–;u0/

g
F

�

0

.–; C 00
1 /

f1
.–; C 0

1/
g1

G 0

commutes. Then eC .�/ D �C D h. This proves that eC is full and ends the proof of the
proposition. ut

We recall that the Auslander–Reiten quiver 	� of a finite-dimensional algebra 
 is the
quiver (not necessarily finite) whose vertices are in one-to-one correspondence with the
modules in ind 
, and there is an arrow in 	� from the vertex associated to the indecom-
posable module M to the vertex associated to the indecomposable module N if and only if
there is an irreducible morphism from M to N in mod 
 (see [9, Chap. VII, 1]).

It follows then from the previous proposition and Proposition 4.16 that when � is of
finite representation type then the Auslander–Reiten quiver of � coincides with the Gabriel
quiver of mod End�.C /op, where C is the sum of all modules in ind �.
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Auslander–Reiten Theory for Finite-Dimensional
Algebras

Piotr Malicki

Dedicated to María Inés Platzeck on
the occasion of her 70th birthday

Introduction

This article is based on a course given at the CIMPA School “Homological Methods, Rep-
resentation Theory and Cluster Algebras,” held in March 2016 in Mar del Plata. The aim
of the course, consisting of four lectures, was to provide a brief introduction to the notion
of an almost split sequence and its use in the representation theory of finite-dimensional
algebras. The first two sections are reduced, and the next three sections are extended in
comparison with the above-mentioned course.

The representation theory of algebras is one of the most dynamically developing fields of
modern mathematics. Its origins date back to the mid-nineteenth century and were inspired
by the desire to describe the representations of compact groups which appear naturally in
the context of the group theory and Lie algebras. A modern representation theory of alge-
bras has a very wide range of effective tools among which certainly we can rank methods
of algebraic geometry, homological algebra, combinatorics of graphs, and the concise lan-
guage of category theory.

The Auslander–Reiten quiver �A of an algebra A is one of such tools. It is an important
combinatorial and homological invariant of the category mod A of finite-dimensional right
A-modules. Frequently, we may recover the structure of mod A from the combinatorial
structure of �A, for example the shape of the connected components of �A. Moreover, very
often the behavior and properties of distinguished Auslander–Reiten components of an
algebra A in the module category mod A leads to essential homological data which allow
to determine the algebra A and its module category mod A completely.

A prominent role not only in the Auslander–Reiten theory but also in the representa-
tion theory of algebras in general is played by a special type of short exact sequences of
modules, called almost split sequences. Basic properties of irreducible morphisms between
modules and their connection with almost split sequences have been established in the clas-
sical papers by M. Auslander and I. Reiten [10–13] more than 40 years ago. Let us mention
that the notion of almost split sequences has proven to be useful in such various fields of

c� Springer International Publishing AG, part of Springer Nature 2018
I. Assem and S. Trepode (eds.), Homological Methods, Representation
Theory, and Cluster Algebras, CRM Short Courses,
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mathematics as modular group representation, the theory of orders, algebraic singularity
theory, and model theory of modules.

We describe now briefly the content of the sections of this paper. In Sect. 1 we present
basic definitions and facts concerning the radicals of the module categories of finite-
dimensional algebras. In Sect. 2 we recall the Auslander–Reiten theorems playing a
fundamental role in the representation theory of finite-dimensional algebras. Section 3
is devoted to the Auslander–Reiten quiver of an algebra. In Sect. 4 we present known results
on the hereditary algebras, as well as their Auslander–Reiten quivers. In the final Sect. 5
we discuss the number of terms in the middle of almost split sequences in the module
categories of finite-dimensional algebras.

For background on the topics covered in this article we refer to [2, 15, 59, 62, 63, 70]. We
also refer the reader to recent books [16] and [61].

1 Basic Facts and Notation

Throughout the article K will denote a fixed field. The term algebra is used for a finite-
dimensional K-algebra (associative, with an identity), if not specified otherwise. We also
assume (without loss of generality) that the considered algebras are basic and indecom-
posable. For an algebra A, we denote by Aop the opposite algebra of A, and by mod A the
category of finite-dimensional (over K) right A-modules. Then mod Aop is the category of
finite-dimensional (over K) left A-modules, and the functor D D HomK.�; K/, called the
standard duality of mod A, induces the duality of categories

mod A
D

D
mod Aop

with D ıD Š 1mod A and D ıD Š 1mod Aop .
Let A be an algebra and 1A D e1 C � � � C en be a decomposition of the identity 1A of A

into a sum of pairwise orthogonal primitive idempotents. Then

� P1 D e1A,. . . , Pn D enA is a complete set of pairwise nonisomorphic indecomposable
projective modules in mod A,

� I1 D D.Ae1/;. . . , In D D.Aen/ is a complete set of pairwise nonisomorphic inde-
composable injective modules in mod A,

� S1 D top P1 D e1A=e1 rad A,. . . , Sn D top Pn D enA=en rad A is a complete set of
pairwise nonisomorphic simple modules in mod A,

where rad A denotes the Jacobson radical of A, that is, the intersection of all maximal right
(equivalently, left) ideals of A. Consequently, rad A is a two-sided ideal of A. Therefore,
the epimorphism Pi ! Si is a projective cover and the monomorphism Si ! Ii is an
injective envelope in mod A, for any i 2 f1; : : : ; ng. Moreover, the endomorphism algebras
EndA.S1/; EndA.S2/; : : : ; EndA.Sn/ are division algebras. We denote by QA the valued
quiver of A defined as follows. The vertices of QA are the numbers 1; 2; : : : ; n correspond-
ing to the chosen idempotents e1; e2; : : : ; en of A. Further, there is an arrow from i to j in
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QA if Ext1A.Si ; Sj / ¤ 0, and we assign to this arrow the valuation
�
dimEndA.Sj / Ext1A.Si ; Sj /; dimEndA.Si / Ext1A.Si ; Sj /

�
:

We denote by GA the underlying graph of QA, and call it the valued graph of A.
We denote by K0.A/ the Grothendieck group of A, and by ŒM � the image of a module

M from mod A in K0.A/. Recall that K0.A/ is a free abelian group of rank n with the
canonical basis formed by the residue classes of simple modules S1; : : : ; Sn in mod A.
Moreover, for two modules M and N in mod A, ŒM � D ŒN � if and only if M and N have
the same (simple) composition factors including the multiplicities.

For an algebra A and a module M in mod A we denote by pdA M , idA M , and gl: dim A

the projective dimension, the injective dimension of M in mod A, and the global dimension
of A, respectively. By [68] we know that the global dimension of an algebra A is finite if
and only if for every indecomposable module in mod A its projective or injective dimension
is finite.

Let A be an algebra of finite global dimension. Then the Euler form �A of A is the
homological integral quadratic form �AWK0.A/! Z defined by

�A.ŒM �/ D
1X

rD0

.�1/r dimK ExtrA.M; M/ :

The form �A is said to be positive definite if �A.x/ > 0 for all nonzero vectors x 2 K0.A/,
and positive semidefinite if �A.x/ � 0 for all vectors x 2 K0.A/. Let us mention that
in [56] (see also [59, 2.4]) C. M. Ringel introduced the Euler quadratic form �A on the
Grothendieck group K0.A/ of any algebra A of finite global dimension, which is analogous
to the Euler characteristic of a topological space. The Euler forms have been successfully
applied by D. Happel and C.M. Ringel in study of tilted algebras [40], by C.M. Ringel in
study of tubular algebras [59], and many further investigations of algebras of finite global
dimension.

Let A be an algebra, and X , Y be modules in mod A. The set

radA.X; Y /

D ff 2 HomA.X; Y / j 1X � gf is invertible in EndA.X/ for any g 2 HomA.Y; X/g

is said to be the Jacobson radical (briefly, radical) of mod A.

Lemma 1.1. Let A be an algebra, and X; Y be modules in mod A. Then we have

radA.X; Y /

D ff 2 HomA.X; Y / j 1Y � fg is invertible in EndA.Y / for any g 2 HomA.Y; X/g :

Remarks 1.2. Let A be an algebra.

(1) For any module X in mod A, radA.X; X/ is the radical rad EndA.X/ of endomorphism
algebra EndA.X/.
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(2) A module X in mod A is indecomposable if and only if the endomorphism algebra
EndA.X/ of X is local.

Recall that an algebra A is called local if A has a unique maximal right (equivalently,
left) ideal. We note that A is a local algebra if and only if the quotient algebra A= rad A is
a division algebra.

Lemma 1.3. Let A be an algebra and X; Y be indecomposable modules in mod A. Then
the following statements hold.

(1) radA.X; Y / is the vector space of all nonisomorphisms in HomA.X; Y /.
(2) If X � Y then radA.X; Y / D HomA.X; Y /.

Let A be an algebra. For each natural number m � 1, we define the mth power radm
A of

radA such that, for modules X and Y in mod A, radm
A .X; Y / is the subspace of radA.X; Y /

consisting of all finite sums of homomorphisms of the form

X D X0

h1��! X1

h2��! X2 ! � � � ! Xm�1

hm���! Xm D Y ;

where hj 2 radA.Xj �1; Xj / for j 2 f1; : : : ; mg, for some modules X D X0; X1; : : : ;

Xm D Y in mod A. Moreover, the intersection

rad1
A D

1\

mD1

radm
A

of all powers radm
A of radA is a two-sided ideal of mod A, known as the infinite radical

of mod A. For arbitrary modules X and Y in mod A, we have the chain of inclusions of
K-vector spaces

HomA.X; Y / � radA.X; Y / � rad2
A.X; Y / � � � � � radm

A .X; Y / � � � � � rad1
A .X; Y / :

Since HomA.X; Y / is a finite-dimensional K-vector space, as a K-vector subspace of
HomK.X; Y /, we have the following fact.

Lemma 1.4. Let A be an algebra and X; Y be modules in mod A. Then there exists a
natural number m � 1 such that radm

A .X; Y / D rad1
A .X; Y /.

Recall that an algebra A is of finite representation type if the number of the isomorphism
classes of indecomposable A-modules is finite, and A is of infinite representation type if A

is not of finite representation type. Let us mention that the representation theory of algebras
of finite representation type is presently rather well understood (see [19, 21–23, 25]).

Corollary 1.5. If an algebra A is of finite representation type then there exists a positive
natural number m such that radm

A D 0. In particular, we have rad1
A D 0.

For the proof of the above corollary see [70, Corollary III.2.2].
The following result due to M. Auslander [7] is very useful.
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Theorem 1.6 (Auslander). An algebra A is of finite representation type if and only if
rad1

A D 0.

On the other hand we have the following result proved in [28].

Theorem 1.7 (Coelho–Marcos–Merklen–Skowroński). Let A be an algebra of infinite
representation type. Then .rad1

A /2 ¤ 0.

Let us note the following statement, which is known in the representation theory of
algebras, as the first Brauer–Thrall conjecture [7, 60].

Proposition 1.8. Let A be an algebra. Then A is either of finite representation type or
admits indecomposable modules with arbitrary large dimension.

Let A be an algebra. A homomorphism f WX ! Y in mod A is called irreducible if
f is neither a split epimorphism nor a split monomorphism and, if there is a factorization
f D gh of f in mod A, then either h is a split epimorphism or g is a split monomorphism.
By a result of R. Bautista [17], a homomorphism f WX ! Y in mod A with X and Y

indecomposable is irreducible if and only if f belongs to radA.X; Y / n rad2
A.X; Y /. Let

N be a module in mod A. Then a right minimal almost split homomorphism for N is a
homomorphism gWM ! N in mod A such that: (1) g is not a split epimorphism, (2) if
g D gh in mod A then h is an automorphism of M , and (3) if hWM 0 ! N in mod A is
not a split epimorphism, then there exists a homomorphism h0WM 0 ! M in mod A such
that h D gh0. Dually, a left minimal almost split homomorphism for N is a homomorphism
f WN ! M in mod A such that: (1) f is not a split monomorphism, (2) if f D hf in
mod A then h is an automorphism of M , and (3) if hWN ! M 0 in mod A is not a split
monomorphism, then there exists a homomorphism h0WM ! M 0 in mod A such that
h D h0f .

Lemma 1.9. Let A be an algebra and f WX ! Y be an irreducible homomorphism in
mod A. Then f is either a proper monomorphism or a proper epimorphism.

A short exact sequence

0! L
f��!M

g�! N ! 0

in mod A is called an almost split sequence (Auslander–Reiten sequence) provided f is a
left minimal almost split homomorphism in mod A and g is a right minimal almost split
homomorphism in mod A.

Remarks 1.10. Let

0! L
f��!M

g�! N ! 0 (1)

be an almost split sequence in mod A.

(1) A sequence (1) is never split.
(2) The modules L and N are indecomposable.
(3) The module L is not injective and the module N is not projective.
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2 The Auslander–Reiten Theorems

For an algebra A, we denote by proj A the full subcategory of mod A consisting of all
projective modules and by inj A the full subcategory of mod A consisting of all injec-
tive modules. Following Auslander–Bridger [9], consider the contravariant functor .�/t D
HomA.�; A/Wmod A ! mod Aop. Then the functor .�/t induces a duality of categories,
also denoted by .�/t

proj A
.�/t

proj Aop .
.�/t

Remarks 2.1. Let e be an idempotent in A.

(1) .eA/t D HomA.eA; A/ D Ae D eAop.
(2) Every module in proj A is a direct sum of the modules of the form eA, where e is

primitive.
(3) Every module in proj Aop is a direct sum of the modules of the form Ae D eAop, where

e is primitive.

Let M be a module in mod A and

P1

p1��! P0

p0��!M ! 0 (2)

be a minimal projective presentation of M in mod A (that is, an exact sequence such that
p0WP0 ! M and p1WP1 ! Ker p0 are projective covers). Applying to the sequence (2)
(left exact, contravariant) functor .�/t, we get an exact sequence in mod Aop of the form

0!M t
pt

0��! P t
0

pt
1��! P t

1 ! Coker pt
1 ! 0 :

Then Coker pt
1 we denoted by Tr M and called transpose of M .

Remarks 2.2. Let us note the following.

(1) Since projective covers (and hence minimal projective presentations) are uniquely
determined up to isomorphism, we get that Tr M is uniquely determined by M , up
to isomorphism.

(2) The transpose Tr does not define a duality of categories, because it annihilates the pro-
jectives. In order to make this correspondence a duality, we define below two quotient
categories, denoted by mod A and mod A.

For two modules M and N in mod A we define two ideals PA and IA of mod A.

PA.M; N /

D ff 2HomA.M; N / j f Df2f1; f12HomA.M; P /; f22HomA.P; N /; P 2proj Ag ;

IA.M; N /

D fg 2 HomA.M; N / j g D g2g1; g1 2 HomA.M; I /; g2 2 HomA.I; N /; I 2 inj Ag :

The quotient category mod A D mod A=PA is called the projectively stable category, and
the quotient category mod A D mod A=IA is called the injectively stable category.
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� Objects of mod A (respectively, of mod A) are the same as those of mod A.
� K-vector space of morphisms from M to N in mod A (respectively, in mod A) is

the quotient vector space HomA.M; N / D HomA.M; N /=PA.M; N / (respectively,
HomA.M; N / D HomA.M; N /=IA.M; N /).

� The composition of morphisms in mod A (respectively, in mod A) is induced from the
composition of homomorphisms in mod A.

Remark 2.3. Let us mention that there are nonzero objects in mod A which become isomor-
phic to the zero object in mod A (respectively, in mod A).

Proposition 2.4. Let A be an algebra. Then the transpose Tr induces a duality

mod A
Tr

mod Aop .
Tr

Recall that we have the standard duality D D HomK.�; K/ between mod A and
mod Aop. So, D induces a duality between the stable categories mod A and mod Aop. In
particular, we have the equivalences of the categories

�A D D TrWmod A! mod A and ��1
A D Tr DWmod A! mod A

called the Auslander–Reiten functors. In fact, for a module M in mod A, we have well-
defined modules in mod A

�AM D D Tr.M/ and ��1
A M D Tr D.M/

called the Auslander–Reiten translations of M .
The following corollary shows an important property of the Auslander–Reiten transla-

tions.

Corollary 2.5. Let A be an algebra. Then the Auslander–Reiten translation �A induces a
bijection from the set of isomorphism classes of indecomposable nonprojective modules in
mod A to the set of isomorphism classes of indecomposable noninjective modules in mod A,
and ��1

A is the inverse bijection of �A.

The next proposition gives an easy and useful criterion for a module to have projective,
or injective, dimension at most one.

Proposition 2.6. Let A be an algebra and M be a module in mod A. Then the following
statements hold.

(1) pdA M � 1 if and only if HomA.D.A/; �AM/ D 0.
(2) idAM � 1 if and only if HomA.��1

A M; A/ D 0.

We have the following formulas from [10] which allow us to describe the extension
spaces between finite-dimensional modules by the corresponding stable homomorphism
spaces.
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Theorem 2.7 (Auslander–Reiten). Let A be an algebra and M; N modules in mod A.
Then there exist isomorphisms of K-vector spaces

D HomA.��1
A N; M/ Š Ext1A.M; N / Š D HomA.N; �AM/ :

Corollary 2.8. Let A be an algebra and M; N modules in mod A. The following statements
hold.

(1) If pdA M � 1, then there exists a K-linear isomorphism

Ext1A.M; N / Š D HomA.N; �AM/ :

(2) If idAM � 1 then there exists a K-linear isomorphism

Ext1A.M; N / Š D HomA.��1
A N; M/ :

The following theorem proved by M. Auslander and I. Reiten [10] is fundamental for
the representation theory of finite-dimensional algebras.

Theorem 2.9 (Auslander–Reiten). Let A be an algebra. The following statements hold.

(1) For any indecomposable nonprojective module M in mod A, there exists a unique (up
to isomorphism) almost split sequence 0! L! E ! M ! 0 in mod A. Moreover,
then L is indecomposable and isomorphic to �AM .

(2) For any indecomposable noninjective module L in mod A, there exists a unique (up to
isomorphism) almost split sequence 0 ! L ! E ! M ! 0 in mod A. Moreover,
then M is indecomposable and isomorphic to ��1

A L.
(3) If P is an indecomposable projective module in mod A, then the inclusion homomor-

phism rad P ! P is a right minimal almost split homomorphism for P in mod A.
(4) If I is an indecomposable injective module in mod A, then the canonical epimorphism

I ! I= soc I is a left minimal almost split homomorphism for I in mod A.

We have also the following description of irreducible homomorphisms in the module
categories with indecomposable domain and codomain, established by M. Auslander and
I. Reiten [10].

Theorem 2.10 (Auslander–Reiten). Let A be an algebra, X an indecomposable module
in mod A, gWM ! X a right minimal almost split homomorphism for X in mod A, and
f WX ! N a left minimal almost split homomorphism for X in mod A. The following
equivalences hold.

(1) A homomorphism uWU ! X in mod A is irreducible if and only if u D gw for a split
monomorphism wWU !M in mod A.

(2) A homomorphism vWX ! V in mod A is irreducible if and only if v D pf for a split
epimorphism pWN ! V in mod A.

Remark 2.11. Let Q be a finite quiver and K a field. We denote by repK.Q/ the category
of all finite-dimensional K-linear representations of Q and the morphisms of representa-
tions. Let I be an admissible ideal of the path algebra KQ of Q over K. For a bound
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quiver .Q; I / we denote by repK.Q; I / the full subcategory of repK.Q/ consisting of
the representations of Q bound by I . It is known that repK.Q/ (and so repK.Q; I /) is an
abelian K-category. Moreover, there exists a K-linear equivalence of categories mod A and
repK.Q; I /, where A D KQ=I .

Example 2.12. Let K be a field and A D KQ the path algebra of Q over K, where Q is
the quiver of the form

2
˛�! 1

ˇ � 3 :

We identify mod A and repK.Q/. Then a complete set of pairwise nonisomorphic inde-
composable projective modules in mod A (representations in repK.Q/) is of the form

P1 W 0! K  0 ; P2 W K 1�! K  0 ; P3 W 0! K
1 � K ;

and a complete set of pairwise nonisomorphic indecomposable injective modules in mod A

(representations in repK.Q/) is of the form

I1 W K 1�! K
1 � K ; I2 W K ! 0 0 ; I3 W 0! 0 K

Moreover, we observe that P1 D S1, I2 D S2, I3 D S3. Note that rad P1 D 0,
rad P2 D P1, rad P3 D P1, I1=S1 D S2˚S3, I2=S2 D 0, I3=S3 D 0. Since S1 is simple
projective noninjective A-module, we get that the target of each irreducible homomorphism
starting with S1 is projective (see [2, Corollary IV.3.9(a)]). In our case, we have two such
homomorphisms, namely S1 ! P2 and S1 ! P3 (indeed, S1 D rad P2 D rad P3).
Because S1 is not injective, we have in mod A the following almost split sequence:

0! S1 ! P2 ˚ P3 ! ��1
A S1 ! 0 ; where ��1

A S1 D P2 ˚ P3=S1 Š I1 :

Further, since S2 and S3 are simple injective nonprojective A-modules, we get that the
source of each irreducible homomorphism ending at S2 or S3 is injective (see [2, Corol-
lary IV.3.9(b)]). In our case, we have two such homomorphisms, namely I1 ! S2 and
I1 ! S3 (indeed, I1= soc I1 Š I1=S1 D S2 ˚ S3). Because S2 and S3 are not projec-
tive, we have in mod A the following almost split sequences starting with �AS2 and �AS3,
respectively:

0! �AS2 ! I1 ! S2 ! 0 ; where �AS2 D I1=S2 Š P3 ;

0! �AS3 ! I1 ! S3 ! 0 ; where �AS3 D I1=S3 Š P2 :

So, in our example we have the following six irreducible homomorphisms: S1 ! P2,
S1 ! P3, P2 ! I1, P3 ! I1, I1 ! S2, I1 ! S3. For the Auslander–Reiten quiver �A

of A see Example 4.7.

Example 2.13. Let K be a field and A D KQ=I the bound quiver algebra over K, where
Q is the quiver of the form

http://dx.doi.org/10.1007/978-3-319-74585-5_4
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1 4
ˇ

3

�

�

6

˛

�

2 5
�

and I the ideal of the path algebra KQ of Q over K generated by the paths ˇ�; ��;

˛ˇ � 	� . We identify mod A and repK.Q; I /. Then a complete set of pairwise nonisomor-
phic indecomposable projective modules in mod A (representations in repK.Q; I /) is of
the form

P1 W

K 0

0 0 ,

0 0

P2 W

0 0

0 0 ,

K 0

P3 W

K 0

K

1

1

0 ,

K 0

P4 W

0 K
1

K
1

0 ,

K 0

P5 W

K 0

K
1

0 ,

0 K
1

P6 W

0 K
1

K K ,

1

1
0 K

1

and a complete set of pairwise nonisomorphic indecomposable injective modules in mod A

(representations in repK.Q; I /) is of the form

I1 W

K 0

K
1

0;

0 K
1

I2 W

0 K
1

K
1

0;

K 0

I3 W

0 K
1

K K;

1

1
0 K

1

I4 W

0 K

0 K;

1

0 0

I5 W

0 0

0 K;

1
0 K

I6 W

0 0

0 K:

0 0

We have P1 D S1, P2 D S2, P4 D I2, P5 D I1, P6 D I3, and I6 D S6. Note that
rad P3 D S1 ˚ S2. Since S1 and S2 are simple projective noninjective A-modules, we
have in mod A almost split sequences of the forms (see [2, Corollary IV.3.9(a)])

0! S1 ! P3 ! ��1
A S1 ! 0 ; where ��1

A S1 D P3=S1 ;

0! S2 ! P3 ! ��1
A S2 ! 0 ; where ��1

A S2 D P3=S2 :
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Further, since S6 is simple injective nonprojective A-module, we have in mod A an almost
split sequence of the form (see [2, Corollary IV.3.9(b)])

0! �AS6 ! I4 ˚ I5 ! S6 ! 0 ; where �AS6 D P6=S3 :

Moreover, P6 D I3 is projective–injective A-module. Therefore, applying [2, Proposi-
tion IV.3.11], we conclude that there is in mod A an almost split sequence of the form

0! rad P6 ! S4 ˚ S5 ˚ P6 ! P6=S3 ! 0 ; where S4 ˚ S5 Š rad P6= soc P6 :

3 The Auslander–Reiten Quiver of an Algebra

In this section we introduce an important combinatorial and homological invariant of a
finite-dimensional algebra, called the Auslander–Reiten quiver.

Let A be an algebra. Recall that, by Remarks 1.2(2), we know that for an indecompos-
able module Z in mod A the endomorphism algebra EndA.Z/ of Z is a local K-algebra.
Hence

FZ D EndA.Z/= rad EndA.Z/ D EndA.Z/= radA.Z; Z/

is a finite-dimensional division K-algebra. For indecomposable modules X and Y in mod A

we consider the finite-dimensional K-vector space

irrA.X; Y / D radA.X; Y /= rad2
A.X; Y /

called the space of irreducible homomorphisms from X to Y . Note that irrA.X; Y / is an
FY -FX -bimodule by

�
hC radA.Y; Y /

��
f C rad2

A.X; Y /
� D hf C rad2

A.X; Y / ;
�
f C rad2

A.X; Y /
��

g C radA.X; X/
� D fg C rad2

A.X; Y / ;

for f 2 radA.X; Y /, g 2 EndA.X/, h 2 EndA.Y /. Denote by

dXY D dimFY
irrA.X; Y / ; d 0

XY D dimFX
irrA.X; Y / :

The Auslander–Reiten quiver �A of A is the valued translation quiver defined as follows:

(1) The vertices of �A are the isoclasses fXg of indecomposable modules X in mod A,
(2) For two vertices fXg and fY g in �A, there exists an arrow fXg ! fY g if and only if

there is an irreducible homomorphism X ! Y in mod A. Moreover, we associate to
an arrow fXg ! fY g of �A the valued arrow

fXg .dXY ;d 0

XY
/��������! fY g ;

(3) We have the translation �A which assigns to each vertex fXg of �A, with X nonprojec-
tive module, the vertex

http://dx.doi.org/10.1007/978-3-319-74585-5_1
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�AfXg D f�AXg D fD Tr Xg ;

(4) We have the translation ��1
A which assigns to each vertex fXg of �A, with X noninjec-

tive module, the vertex

��1
A fXg D f��1

A Xg D fTr DXg :

We will usually identify a vertex fXg of �A with the indecomposable module X corre-
sponding to it, so we will write

X
.dXY ;d 0

XY
/��������! Y instead of fXg .dXY ;d 0

XY
/��������! fY g :

Moreover, instead of an arrow X
.1;1/����! Y of �A we will write X ! Y .

Remark 3.1. Let A be an algebra. Then the Auslander–Reiten quiver �A of A has no loops.
Indeed, by Lemma 1.9, we know that every irreducible homomorphism f WX ! Y is
either a proper monomorphism or a proper epimorphism. Moreover, if X D Y then
f should be an isomorphism (because X is finite-dimensional as a K-vector space).
Therefore, the source and the target of this homomorphism must be distinct.

Remark 3.2. Let A be an algebra. Then the Auslander–Reiten quiver �A of A is locally
finite, that is, each vertex of �A is the source (respectively, target) of at most finitely many
arrows.

Let X and Y be indecomposable modules in mod A such that there exists an irreducible
homomorphism from X to Y in mod A. Then dXY is the multiplicity of Y in the codomain
M of a left minimal almost split homomorphism X ! M in mod A with the domain X ,
that is, M Š Y dXY ˚M 0 with M 0 without a direct summand isomorphic to Y .

Remarks 3.3. Let A be an algebra.

(1) We know that there exists a left minimal almost split homomorphism X ! M in
mod A, namely:

� if X is a nonsimple injective module, then by Theorem 2.9(4) we have X !
X= soc X DM ,

� if X is not an injective module, then by [2, Theorem IV.1.13(d)] and Theo-
rem 2.9(2), we have an almost split sequence in mod A of the form

0! X !M ! ��1
A X ! 0 :

(2) For any irreducible homomorphism X ! Y m in mod A and positive integer m, we
have m � dXY (see [2, Theorem IV.1.10(a)]).

Similarly, d 0
XY is the multiplicity of X in the domain N of a right minimal almost split

homomorphism N ! Y in mod A with the codomain Y , that is, N Š Xd 0

XY ˚ N 0 with
N 0 without a direct summand isomorphic to X .

http://dx.doi.org/10.1007/978-3-319-74585-5_1
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Remarks 3.4. Let A be an algebra.

(1) We know that there exists a right minimal almost split homomorphism N ! Y in
mod A, namely:

� if Y is a nonsimple projective module, then by Theorem 2.9(3) we have N D
rad Y ! Y ,

� if Y is not a projective module, then by [2, Theorem IV.1.13(e)] and Theo-
rem 2.9(1), we have an almost split sequence in mod A of the form

0! �AY ! N ! Y ! 0 :

(2) For any irreducible homomorphism Xn ! Y in mod A and positive integer n, we have
n � d 0

XY (see [2, Theorem IV.1.10(b)]).

Proposition 3.5. Let A be an algebra and X
.dXY ;d 0

XY
/��������! Y be an arrow of �A. Then the

following statements hold.

(1) If Y is not a projective vertex of �A, then �A admits an arrow �AY
.d�AY;X ;d 0

�AY;X
/

������������! X

and d�AY;X D d 0
XY .

(2) If X is not an injective vertex of �A, then �A admits an arrow Y

.d
Y;��1

A
X

;d 0

Y;��1
A

X
/

��������������!
��1
A X and d 0

Y;��1
A

X
D dXY .

Proof. (1) Assume that Y is not a projective vertex of �A. Then, by Theorem 2.9(1),
there exists in mod A an almost split sequence

0! �AY
f��! N

g�! Y ! 0 ;

where f is a left minimal almost split homomorphism and g is a right minimal almost split
homomorphism in mod A. It follows from the above remarks that N Š Xd 0

XY ˚ N 0 with
N 0 without a direct summand isomorphic to X . Then, by [2, Theorem IV.1.10(a)], there are
in mod A irreducible homomorphisms �AY ! X and �AY ! Xd 0

XY . Hence �A admits a

valued arrow �AY
.d�AY;X ;d 0

�AY;X
/

������������! X with d�AY;X D d 0
XY .

The proof of (2) is similar. ut
The following immediate consequence of Proposition 3.5 gives more information on the

neighbors of simple projective and simple injective modules in �A.

Corollary 3.6. Let A be an algebra and X
.dXY ;d 0

XY
/��������! Y be an arrow of �A. Then the

following statements hold.

(1) If X is simple projective, then Y is projective.
(2) If Y is simple injective, then X is injective.

http://dx.doi.org/10.1007/978-3-319-74585-5_3
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Proposition 3.7. Let A be an algebra, X; Y indecomposable modules in mod A, and
assume that there exists an irreducible homomorphism from X to Y . Then the following
statements hold.

(1) If Y is not a projective module, then d 0
�AY;X D dXY .

(2) If X is not an injective module, then dY;��1
A

X D d 0
XY .

Remarks 3.8. Let us note the following.

(1) If A is an algebra of finite representation type and X
.dXY ;d 0

XY
/��������! Y is an arrow of �A

then dXY D 1 or d 0
XY D 1:

(2) If A is an algebra over an algebraically closed field K and X
.dXY ;d 0

XY
/��������! Y is an arrow

of �A then dXY D d 0
XY (because FX Š K Š FY ). In particular, dXY D d 0

XY D 1 if A

is of finite representation type.

Let A be an algebra and C be a connected component of the quiver �A. Then C is
said to be postprojective if C is acyclic and each module in C belongs to the �A-orbit of a
projective module. Dually, C is said to be preinjective if C is acyclic and each module in
C belongs to the �A-orbit of an injective module. Further, C is called regular if C contains
neither a projective module nor an injective module. A component C is called semiregular
if C does not contain both a projective module and an injective module. For a component
C of �A, we denote by annA C the annihilator of C in mod A, that is, the intersection of the
annihilators annA X D ˚

a 2 A
ˇ̌
Xa D 0

�
of all modules X in C . Observe that annA C is a

two-sided ideal of A and C is a component of the Auslander–Reiten quiver �A= annA C of the
quotient algebra A= annA C . A component C of �A with annA C D 0 is said to be faithful.
Therefore, every component C of �A is a faithful component of �A= annA C . A component
C of �A is called generalized standard if rad1

A .X; Y / D 0 for all modules X and Y in C .
Two components C and D of an Auslander–Reiten quiver �A are said to be orthogonal if
HomA.X; Y / D 0 and HomA.Y; X/ D 0 for all modules X 2 C and Y 2 D . We also
note that if C and D are distinct components of �A then HomA.X; Y / D rad1

A .X; Y / for
all modules X 2 C and Y 2 D . Hence, the Auslander–Reiten quiver �A of an algebra A

describes “only” the quotient category mod A= rad1
A of mod A. Nevertheless, the shapes of

connected components of �A are the first basic invariants of the module category mod A.

Remark 3.9. Let A be an algebra. If A is of finite representation type then by Corollary 1.5
or Theorem 1.6, we know that rad1

A D 0. Therefore, we may recover the morphisms in
mod A from the quiver �A of A.

Recall also that, if 
 D .
0; 
1; d; d 0/ is a locally finite valued acyclic quiver (with-
out multiple arrows), then Z
 D �

.Z
/0; .Z
/1; d; d 0; �
�

is a valued translation quiver
defined as follows: .Z
/0 D Z � 
0 D f.i; x/ j i 2 Z; x 2 
0g, .Z
/1 consists of the
valued arrows

.i; ˛/ W .i; x/
.dxy ;d 0

xy/�������! .i; y/ ; .i; ˛/0 W .i C 1; y/
.d 0

xy ;dxy/�������! .i; x/ ;

i 2 Z, for all arrows ˛ W x .dxy ;d 0

xy/�������! y in 
1. The translation � WZ
0 ! Z
0 is defined
by �.i; x/ D .i C 1; x/ for all i 2 Z, x 2 
0.

http://dx.doi.org/10.1007/978-3-319-74585-5_1
http://dx.doi.org/10.1007/978-3-319-74585-5_1
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If I is a subset of Z, then by I
 we denote the full translation subquiver of Z
 with
the set of vertices I �
0. In particular, we have the valued translation subquivers N
 and
.�N/
 of Z
.

Example 3.10. Let 
 be the valued quiver of the form 1
.1;3/����! 2

.4;2/ ���� 3. Then Z
 is of
the form

.1; 1/
.1;3/

.0; 1/
.1;3/

.�1; 1/
.1;3/

.�2; 1/

� � � .1; 2/

.3;1/

.2;4/

.0; 2/

.3;1/

.2;4/

.�1; 2/

.3;1/

.2;4/

� � �

.1; 3/
.4;2/

.0; 3/
.4;2/

.�1; 3/
.4;2/

.�2; 3/

N
 is of the form

.3; 1/
.1;3/

.2; 1/
.1;3/

.1; 1/
.1;3/

.0; 1/

� � � .3; 2/

.3;1/

.2;4/

.2; 2/

.3;1/

.2;4/

.1; 2/

.3;1/

.2;4/

.0; 2/

.3; 3/
.4;2/

.2; 3/
.4;2/

.1; 3/
.4;2/

.0; 3/

and .�N/
 is of the form

.0; 1/
.1;3/

.�1; 1/
.1;3/

.�2; 1/
.1;3/

.�3; 1/

.0; 2/

.3;1/

.2;4/

.�1; 2/

.3;1/

.2;4/

.�2; 2/

.3;1/

.2;4/

� � �

.0; 3/
.4;2/

.�1; 3/
.4;2/

.�2; 3/
.4;2/

.�3; 3/

If 
 is the infinite quiver

A1 W 1! 2! 3! � � � ! m! mC 1! � � �
with trivial valuations .1; 1/, then ZA1 is of the form

.2; 1/ .1; 1/ .0; 1/ .�1; 1/ .�2; 1/

� � � .2; 2/ .1; 2/ .0; 2/ .�1; 2/ � � �
.3; 3/ .2; 3/ .1; 3/ .0; 3/ .�1; 3/

� � � .3; 4/ .2; 4/ .1; 4/ .0; 4/ � � �
:::

:::
:::
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and its translation � is defined by �.i; j / D .i C 1; j / for all i 2 Z and j 2 N
C D N n f0g.

Then, for an integer r � 1, the orbit quiver ZA1=.� r / is called a stable tube of rank r . A
stable tube of rank one is said to be homogeneous.

Remark 3.11. If 
 is a tree then Z
 does not depend on the orientation of 
.

The following theorem proved independently by S. Liu [43, 45] and Y. Zhang [72]
describes the shape of regular components of an Auslander–Reiten quiver.

Theorem 3.12 (Liu, Zhang). Let A be an algebra and C be a regular component of �A.
The following equivalences hold.

(1) C contains an oriented cycle if and only if C is a stable tube.
(2) C is acyclic if and only if C is of the form Z
, for a connected, locally finite, acyclic,

valued quiver 
.

It follows from the above theorem that a regular component C of �A is a stable tube
if and only if C contains a �A-periodic module (as observed already in [39]), or equiva-
lently, all modules in C are �A-periodic and have the same period with respect to the action
of �A. Therefore, the stable tubes in �A are exactly the regular periodic components in �A.
A component C of �A is said to be almost periodic if all but finitely many �A-orbits in C

are periodic. Similarly, the Auslander–Reiten quiver �A of an algebra A is said to be almost
periodic if all but finitely many �A-orbits in �A are periodic.

An important class of almost periodic components with oriented cycles is formed by the
ray tubes, obtained from stable tubes by a finite number (possibly empty) of ray insertions,
and the coray tubes, obtained from stable tubes by a finite number (possibly empty) of
coray insertions (see [59, 63]).

The following characterizations of ray and coray tubes have been established in [45].

Theorem 3.13 (Liu). Let A be an algebra and C be a semiregular component of �A. The
following equivalences hold.

(1) C contains an oriented cycle but no injective module if and only if C is a ray tube.
(2) C contains an oriented cycle but no projective module if and only if C is a coray tube.

The following result proved in [64, Proposition 2.6] describes an important property of
almost periodic components.

Theorem 3.14 (Skowroński). Let A be an algebra and C be an almost periodic component
of �A. Then, for each integer d � 1, C contains at most finitely many modules of length d .

The following theorem proved in [45, Theorem 3.6 and its dual] describes the shape of
acyclic semiregular components.

Theorem 3.15 (Liu). Let A be an algebra and C be an acyclic semiregular component of
�A. The following statements hold.

(1) If C does not contain injective module then there is a connected locally finite valued
quiver 
 such that C is a full translation subquiver of Z
 which is closed under
successors.
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(2) If C does not contain projective module then there is a connected locally finite valued
quiver 
 such that C is a full translation subquiver of Z
 which is closed under
predecessors.

Example 3.16. Let K be a field and A the path algebra from Example 2.12. Then the
Auslander–Reiten quiver �A of A is of the form (see also Example 4.7)

P2 I3

P1 I1

P3 I2

where P1 D S1, I2 D S3, and I3 D S2. We will show that the valuations of all
arrows from �A are equal .1; 1/ (as in the figure above). We have in �A the valued arrow

P1

.dP1P2
;d 0

P1P2
/

�����������! P2, where dP1P2
is the multiplicity of P2 in a left minimal almost split

homomorphism P1 ! M starting at P1 (see Remarks 3.3). It follows from Example 2.12
that we have in mod A an almost split sequence

0! P1 ! P2 ˚ P3 ! I1 ! 0 ; (3)

and so dP1P2
D 1. Moreover, d 0

P1P2
is the multiplicity of P1 in a right minimal almost

split homomorphism N ! P2 ending in P2 (see Remarks 3.4), where N D rad P2 D
P1. Therefore, d 0

P1P2
D 1 and we get .dP1P2

; d 0
P1P2

/ D .1; 1/ for the valued arrow

P1

.dP1P2
;d 0

P1P2
/

�����������! P2.
Similarly, using the almost split sequence (3) and the equality rad P3 D P1 we receive

that .dP1P3
; d 0

P1P3
/ D .1; 1/ for the valued arrow P1

.dP1P3
;d 0

P1P3
/

�����������! P3.

Further, consider the valued arrow I1

.dI1I3
;d 0

I1I3
/

����������! I3 in �A, where dI1I3
is the mul-

tiplicity of I3 in a left minimal almost split homomorphism I1 ! M 0 starting at I1 (see
Remarks 3.3). Since I1 is injective, we have

I1 ! I1= soc I1 D I1=S1 Š I2 ˚ I3 DM 0 : (4)

Therefore, dI1I3
D 1. Moreover, d 0

I1I3
is the multiplicity of I1 in a right minimal almost

split homomorphism N 0 ! I3 ending in I3 (see Remarks 3.4). It follows from Exam-
ple 2.12 that we have in mod A an almost split sequence

0! P2 ! I1 ! I3 ! 0 ; (5)

and so d 0
I1I3
D1. Hence, we get .dI1I3

; d 0
I1I3

/D.1; 1/ for the valued arrow I1

.dI1I3
;d 0

I1I3
/

���������!
I3.

Similarly, using (4) and the existence in mod A of the almost split sequence of the form

http://dx.doi.org/10.1007/978-3-319-74585-5_4
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
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0! P3 ! I1 ! I2 ! 0 ; (6)

(see Example 2.12), we get .dI1I2
; d 0

I1I2
/ D .1; 1/ for the valued arrow I1

.dI1I2
;d 0

I1I2
/

����������!
I2.

Since I1 is not projective, applying Proposition 3.7(1) to the almost split sequence
(3), we conclude that dP2I1

D d 0
P1P2

D 1 and dP3I1
D d 0

P1P3
D 1. Finally, since P2

(respectively, P3) is not injective, applying Proposition 3.7(2) to the almost split sequence
(5) (respectively, (6)), we get that d 0

P2I1
D dI1I3

D 1 (respectively, d 0
P3I1

D dI1I2
D 1).

Therefore, we have .dP2I1
; d 0

P2I1
/ D .1; 1/ and .dP3I1

; d 0
P3I1

/ D .1; 1/ for the valued

arrows P2

.dP2I1
;d 0

P2I1
/

����������! I1 and P3

.dP3I1
;d 0

P3I1
/

����������! I1 in �A.

Example 3.17. Let A be the following R-subalgebra of the matrix algebra M2.C/:

�
R 0

C C

�
D

(�
a 0

b c

�
2M2.C/

ˇ̌
ˇ̌
ˇ

a 2 R; b; c 2 C

)

:

Then A is 5-dimensional R-algebra of finite representation type and �A is of the form

P2

.2;1/

I2

P1

.1;2/

I1 ,
.1;2/

where P1 D e1A, P2 D e2A are the indecomposable projective modules, I1 D D.Ae1/ D
HomR.Ae1; R/, I2 D D.Ae2/ D HomR.Ae2; R/ are the indecomposable injective mod-
ules and

e1 D
�
1R 0

0 0

�
; e2 D

�
0 0

0 1C

�

are the orthogonal primitive idempotents such that 1A D e1 ˚ e2. Note that P1 D S1 D�
R 0
0 0

� Š R is a simple projective module (S1 D e1A=e1 rad A and rad A D �
0 0
C 0

�
), P2 D�

0 0
C C

� Š C � C, I1 Š R � C, and I2 Š S2 Š C is a simple injective module (S2 D
e2A=e2 rad A). We will show that the valuations of the arrows from �A are the same as
shown in the figure above (see also [70, Example III.10.6(a)]).

We have in �A the valued arrow P1

.dP1P2
;d 0

P1P2
/

�����������! P2, where dP1P2
is the multi-

plicity of P2 in a left minimal almost split homomorphism P1 ! M starting at P1 (see
Remarks 3.3). One can show that we have in mod A an almost split sequence

0! P1 ! P2 ! I1 ! 0 ; (7)

and so dP1P2
D 1. Moreover, d 0

P1P2
is the multiplicity of P1 in a right minimal almost split

homomorphism N ! P2 ending in P2 (see Remarks 3.4), where

N D rad P2 D
�

0 0

C 0

�
D

�
0 0

R˚ Ri 0

�
Š P1 ˚ P1 :

http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
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Therefore, d 0
P1P2

D 2 and we get the valued arrow P1

.1;2/����! P2.

Similarly, we have in �A the valued arrow I1

.dI1I2
;d 0

I1I2
/

����������! I2, where dI1I2
is the

multiplicity of I2 in a left minimal almost split homomorphism I1 ! M 0 starting at I1

(see Remarks 3.3). Since I1 is injective, we have

I1 ! I1= soc I1 D I1=S1 Š S2 Š I2 DM 0 :

Therefore, dI1I2
D 1. Moreover, d 0

I1I2
is the multiplicity of I1 in a right minimal almost

split homomorphism N 0 ! I2 ending in I2 (see Remarks 3.4). One can show that we have
in mod A an almost split sequence

0! P2 ! I1 ˚ I1 ! I2 ! 0 ; (8)

and so d 0
I1I2
D 2. Hence, we get the valued arrow I1

.1;2/����! I2.
Since I1 is not projective, applying Proposition 3.7(1) to the almost split sequence

(7), we conclude that dP2I1
D d 0

P1P2
D 2. Since P2 is not injective, applying Proposi-

tion 3.7(2) to the almost split sequence (8), we get that d 0
P2I1
D dI1I2

D 1. Therefore, we

have in �A the valued arrow P2

.2;1/����! I1.

Finally, note that for the valued quiver 
 of the form 1
.1;2/

2 we have �AŠ Œ0; 1��
.

Example 3.18. Let A be the following R-subalgebra of the matrix algebra M2.H/:

�
R 0

H H

�
D

(�
a 0

b c

�
2M2.H/

ˇ̌
ˇ̌
ˇ

a 2 R; b; c 2 H

)

:

Then A is 9-dimensional R-algebra of infinite representation type and the Auslander–
Reiten quiver �A of A is of the form

P .A/ � � � R.A/ � � � Q.A/

where P .A/ is a postprojective component containing all indecomposable projective
A-modules of the form

P2

.4;1/

��1
A P2

.4;1/

� � �

P1

.1;4/

��1
A P1

.1;4/

��2
A P1

.1;4/

http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
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Q.A/ is a preinjective component containing all indecomposable injective A-modules of
the form

�2
AI2

.4;1/

�AI2

.4;1/

I2

� � �
.1;4/

�AI1

.1;4/

I1

.1;4/

and R.A/ is a family of all regular components containing infinitely many stable tubes of
rank one. Moreover, P1 D e1A, P2 D e2A are the indecomposable projective modules,
I1 D D.Ae1/ D HomR.Ae1; R/, I2 D D.Ae2/ D HomR.Ae2; R/ are the indecomposable
injective modules and

e1 D
�
1R 0

0 0

�
; e2 D

�
0 0

0 1H

�

are the orthogonal primitive idempotents such that 1A D e1˚e2. Note that rad A D �
0 0
H 0

�
,

rad2 A D 0 and A= rad A Š R � H. Moreover, P1 D S1 D
�
R 0
0 0

� Š R is a simple
projective module, P2 D

�
0 0
H H

� Š H � H, I1 Š R � H, and I2 Š S2 Š H is a simple
injective module. Therefore, dimR P1 D 1, dimR P2 D 8, dimR I1 D 5, and dimR I2 D 4.
In particular, there are no nonzero projective–injective modules in mod A. We will show
that a postprojective component P .A/ in �A is the same as shown in the figure above.
Similarly, one can show that a preinjective component Q.A/ in �A is the same as shown in
the figure above (see details in [70, Example III.9.11(c)]).

We have isomorphisms of R-vector spaces

HomA.P1; P2/ Š e2Ae1 Š H ; HomA.P2; P1/ Š e1Ae2 D 0 :

Moreover, we have isomorphisms of R-algebras

EndA.P1/ Š e1Ae1 Š R ; EndA.P2/ Š e2Ae2 Š H ;

and hence

FP1
D EndA.P1/= rad EndA.P1/ Š R ; FP2

D EndA.P2/= rad EndA.P2/ Š H ;

since R and H are division R-algebras. We have rad P1 D 0, rad P2 Š H and all inde-
composable direct summands of rad P2 are isomorphic to P1. More precisely, we have

irrA.P1; P2/ D radA.P1; P2/= rad2
A.P1; P2/ D HomA.P1; P2/ :

Note that rad2
A.P1; P2/D0. Moreover, P1 6Š P2 and by Lemma 1.3(2) we get radA.P1; P2/

D HomA.P1; P2/. Now, we can calculate dP1P2
and d 0

P1P2
. By the definition we have

dP1P2
D dimFP2

irrA.P1; P2/ D dimH H D 1

and
d 0

P1P2
D dimFP1

irrA.P1; P2/ D dimR H D 4 :

http://dx.doi.org/10.1007/978-3-319-74585-5_1
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Obviously, irrA.P2; P1/ D 0 because HomA.P2; P1/ D 0. In particular, we have in �A the

valued arrow P1

.1;4/����! P2.
Since P1 is a simple projective noninjective module in mod A, applying Theorem 2.9(2)

and Corollary 3.6(1), we conclude that there exists in mod A an almost split sequence

0! P1 ! P2 ! ��1
A P1 ! 0 :

Moreover, we have in mod A a right minimal almost split homomorphism of the form
P 4

1 ! P2 (see Theorem 2.9(3)). Further, since P2 is not an injective module it follows

from Propositions 3.5(2) and 3.7(2) that we have in �A the valued arrow P2

.4;1/����! ��1
A P1.

In fact, it is the unique valued arrow in �A with the target ��1
A P1, because P2 is the target

of a unique valued arrow in �A with the source P1 (see Proposition 3.5). Hence we have in
mod A an almost split sequence of the form

0! P2 ! .��1
A P1/4 ! ��1

A P2 ! 0 :

Repeating the arguments we conclude that �A contains an infinite component P .A/ which
is shown above.

Finally, note that for the valued quiver 
 of the form 1
.1;4/

2 we have P .A/ Š
.�N/
 and Q.A/ Š N
.

Example 3.19. Let A be the following R-subalgebra of the matrix algebra M5.C/:
2

666
6
4

C 0 0 0 0

C C 0 0 0

C 0 C 0 0

C 0 0 C 0

C 0 0 C R

3

777
7
5
D

8
ˆ̂̂
<̂

ˆ̂̂
:̂

2

666
6
4

a1 0 0 0 0

a2 a6 0 0 0

a3 0 a7 0 0

a4 0 0 a8 0

a5 0 0 a9 b

3

777
7
5
2M5.C/

ˇ̌
ˇ̌
ˇ

a1; : : : ; a9 2 C; b 2 R

9
>>>>=

>>>>;

:

Then A is a 19-dimensional R-algebra of infinite representation type and �A is of the form

P .A/ : : : R.A/ : : : Q.A/

where P .A/ is a postprojective component containing all indecomposable projective
A-modules of the form

http://dx.doi.org/10.1007/978-3-319-74585-5_2
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_2
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
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P2 ��1
A P2 � � �

P1 P3 ��1
A P1 ��1

A P3 ��2
A P1 � � �

P4

.2;1/

��1
A P4

.2;1/

� � �

P5

.1;2/

��1
A P5

.1;2/

Q.A/ is a preinjective component containing all indecomposable injective A-modules of
the form

�2
AI2 �AI2 I2

� � � �2
AI3 �AI1 �AI3 I1 I3

�2
AI4

.2;1/

�AI4

.2;1/

I4

.2;1/

� � � �2
AI5

.1;2/

�AI5

.1;2/

I5

and R.A/ is a family of all regular components containing a stable tube of rank three, a
stable tube of rank two and infinitely many stable tubes of rank one.

Finally, note that for the valued quiver 
 of the form

2

1 3

4

.2;1/

5

we have P .A/ Š .�N/
 and Q.A/ Š N
.

Example 3.20. Let K be a field and A D KQ=I the bound quiver algebra over K, where
Q is the quiver of the form

1

˛
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and I the ideal of the path algebra KQ of Q over K generated by the path ˛n, where n � 2.
Then A D KQ=I is an n-dimensional K-algebra of finite representation type which is
isomorphic to the quotient polynomial algebra KŒx�=.xn/. The set of all indecomposable
A-modules in mod A is of the form Mi D KŒx�=.xi / for i 2 f1; : : : ; ng. Further, for each
i 2 f1; : : : ; n � 1g we have �AMi D Mi and P1 D I1 Š Mn is projective–injective
A-module. Moreover, S1 Š M1, rad Mn Š Mn�1, Mn= soc Mn Š Mn�1 and there exist
in mod A almost split sequences of the forms

0!M1 !M2 !M1 ! 0;

0!Mi !Mi�1 ˚MiC1 !Mi ! 0 ; where i 2 f2; : : : ; n � 1g :

Then the Auslander–Reiten quiver �A of A consists of n vertices Mi , i 2 f1; : : : ; ng and
�A is of the form

M1 M1

M2

M3 M3

M4

M5

:::
:::

M5

:::

Mn�1 Mn�1

Mn

M1 M1

M2

M3 M3

M4

M5

:::

:::

M5

:::

Mn�1

Mn Mn

if n is even if n is odd

where the vertical dashed lines have to be identified.

Example 3.21. Let K be a field and A D KQ=I the bound quiver algebra over K, where
Q is the quiver of the form

2
˛

1

�

3
ˇ

and I the ideal of the path algebra KQ of Q over K generated by the paths 	2; ˛	 , and
ˇ	 . Then A D KQ=I is isomorphic to the following K-subalgebra of the matrix algebra
M3.K/
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2

4
KŒx�=.x2/ 0 0

K K 0

K 0 K

3

5 D
8
<

:

2

4
a 0 0

b1 b3 0

b2 0 b4

3

5 2M3.K/

ˇ̌
ˇ̌
ˇ

a 2 KŒx�=.x2/; b1; : : : ; b4 2 K

9
=

;
:

We identify mod A and repK.Q; I /. Then a complete set of pairwise nonisomorphic inde-
composable projective modules in mod A (representations in repK.Q; I /) is of the form

P1 W 0 K2

h
0 1
0 0

i

0 , P2 W K
1

K

0

0 , P3 W 0 K

0

K ,1

and a complete set of pairwise nonisomorphic indecomposable injective modules in mod A

(representations in repK.Q; I /) is of the form

I1 W K

h
1
0

i

K2

h
0 1
0 0

i

K ,

h
1
0

i

I2 W K 0 0 , I3 W 0 0 K .

Moreover, A is a 6-dimensional K-algebra of finite representation type and �A is of the
form

110 021 100

010 020 131 111 121 010

011 120 001

where all indecomposable modules are represented by their dimension vectors.

We end this section with an example of an almost periodic Auslander–Reiten quiver �A

of an algebra A, such that �A contains a coray tube.

Example 3.22. Let K be a field and A D KQ=I the bound quiver algebra over K, where
Q is the quiver of the form

6 3
ˇ

2
˛

1
�

7

!

4
ı

5
�
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and I the ideal of the path algebra KQ of Q over K generated by the paths ˛� and 	�. Then
A D KQ=I is isomorphic to the following K-subalgebra of the matrix algebra M7.K/

2

6666
6666
4

K 0 0 0 0 K 0

K K 0 0 0 0 0

K 0 K 0 0 K 0

K 0 0 K 0 K 0

K 0 0 0 K 0 0

0 0 0 0 0 K 0

0 0 0 0 0 K K

3

7777
7777
5

D

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂
:

2

6666
6666
4

a1 0 0 0 0 a10 0

a2 a6 0 0 0 0 0

a3 0 a7 0 0 a11 0

a4 0 0 a8 0 a12 0

a5 0 0 0 a9 0 0

0 0 0 0 0 a13 0

0 0 0 0 0 a14 a15

3

7777
7777
5

2M7.K/

ˇ̌
ˇ̌
ˇ

a1; : : : ; a15 2 K

9
>>>>>>>>=

>>>>>>>>;

:

Moreover, A is a 15-dimensional K-algebra of infinite representation type and �A has a
disjoint union form �A D P .A/[T .A/[Q.A/, where P .A/ is a postprojective component
containing all indecomposable projective A-modules of the form

11 0
1

00 0

10 0
1

11 0
� � �

10 0
1

00 0

10 0
1

01 0

21 0
2

11 0

11 0
1

10 0

11 0
2

11 0
� � �

10 0
0

00 0

10 0
1

10 0

11 0
2

01 0
� � �

10 0
0

10 0

00 0
1

00 0

00 1
1

00 0

11 1
3

01 1
� � �

00 0
1

00 1
� � �

Q.A/ is a preinjective component of the form
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00 1
1

01 1

01 0
0

00 0

01 0
1

01 1

00 1
0

00 0

� � � 02 2
3

02 2

01 1
1

01 1

01 1
1

01 0

00 0
0

00 1

01 1
1

00 1

00 0
0

01 0

and T .A/ is a family of semiregular components containing one coray tube, two stable
tubes of rank two, and infinitely many stable tubes of rank one. More precisely, we have
T .A/ D .T�/�2P1.K/, where, for each � 2 f0;1g, T� is a stable tube of rank two, T1 is a
coray tube and, for each � 2 P1.K/ n f0; 1;1g, T� is a stable tube of rank one.

00 0
1

01 1

01 1
1

00 0

00 0
1

01 1

j 01 1
2

01 1

01 1
2

01 1
j

02 2
3

01 1

01 1
3

02 2

02 2
3

01 1

j : : : : :
: : : : : :

: j
T0
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00 1
1

00 1

11 0
1

01 0

00 0
0

10 0

j 11 1
2

01 1

11 0
1

11 0

12 1
3

02 1

11 1
2

11 1

01 0
1

01 0

00 1
1

00 1

j 12 1
3

12 1

01 1
2

01 1

01 1
2

01 1
j

j : : : : :
: : : : : :

: j
T1

00 1
1

01 0

01 0
1

00 1

00 1
1

01 0

j 01 1
2

01 1

01 1
2

01 1
j

02 1
3

01 2

01 2
3

02 1

02 1
3

01 2

j : : : : :
: : : : : :

: j
T1

01 1
2

01 1

01 1
2

01 1

j 02 2
4

02 2
j

03 3
6

03 3

03 3
6

03 3

j : : : : :
: j

T�

All indecomposable modules are represented by their dimension vectors and one identifies
along the vertical dashed lines.

Denote by B the hereditary K-algebra from Example 4.8. Then A is a T -tubular coex-
tension of B (see [63, Chap. XV.2] for the definition), where T D .T�/�2P1.K/ is a family
of stable tubes of �B (see Example 4.8). Note that a coray tube T1 of �A is obtained from
the stable tube T1 of �B by two coray insertions. One can show that in this case only the
stable tube T1 of �B and the postprojective component of �B may change. The remaining
part of �B becomes the components of �A under the standard embeddings.

http://dx.doi.org/10.1007/978-3-319-74585-5_4
http://dx.doi.org/10.1007/978-3-319-74585-5_4
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4 Hereditary Algebras

The aim of this section is to recall the hereditary algebras, which play an important role
in the representation theory of algebras. Let us mention that the representation theory of
hereditary algebras is one of the most extensively studied and best understood. For the
representation theory of hereditary algebras we refer the reader to [2, 8, 15, 20, 29, 30, 32–
35, 37, 48, 52, 56–58, 62, 63].

Let A be an algebra. Then A is said to be right hereditary if any right ideal of A is a
projective right A-module. Similarly, A is said to be left hereditary if any left ideal of A is
a projective left A-module.

The following characterization of right hereditary algebras and left hereditary algebras
is well-known.

Theorem 4.1. Let A be an algebra. The following conditions are equivalent.

(1) gl: dim A � 1.
(2) A is right hereditary.
(3) A is left hereditary.
(4) Every right A-submodule of a projective module in mod A is projective.
(5) Every factor module of an injective module in mod A is injective.
(6) The radical rad P of any indecomposable projective module P in mod A is projective.
(7) The socle factor I= soc I of any indecomposable injective module I in mod A is injec-

tive.

An algebra A is said to be hereditary if A is left and right hereditary.

Remark 4.2. We note that A is a hereditary algebra if and only if Aop is a hereditary algebra.

Example 4.3. The algebras from Examples 3.17, 3.18 and 3.19 are hereditary R-algebras.

The following known results introduce a natural division of hereditary algebras via
behavior of their Euler forms. The Theorem 4.4 is a consequence of results from [33, 37],
and Theorem 4.5 is a consequence of results from [33, 35, 48].

Theorem 4.4 (Gabriel, Dlab–Ringel). Let A be a hereditary algebra. Then the Euler form
�A is positive definite if and only if the valued graph GA of A is one of the following Dynkin
graphs

Am W � � � � � � � .m vertices/ ; m � 1

Bm W � .1;2/ � � � � � � .m vertices/ ; m � 2

Cm W � .2;1/ � � � � � � .m vertices/ ; m � 3

Dm W
�

� � � � � �
�

.m vertices/ ; m � 4

http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
http://dx.doi.org/10.1007/978-3-319-74585-5_3
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E6 W

�

� � � �

E7 W

�

� � � � � �

E8 W

�

� � � � � � �

F4 W � � .1;2/ � �

G2 W � .1;3/ �
Theorem 4.5 (Donovan–Freislich, Nazarova, Dlab–Ringel). Let A be a hereditary alge-
bra. Then the Euler form �A is positive semidefinite but not positive definite if and only if
the valued graph GA of A is one of the Euclidean graphs

eA11 W � .1;4/ �
eA12 W � .2;2/ �

eAm W
� � � � �

� �
� � � � �

.mC 1 vertices/ ; m � 1

eBm W � .1;2/ � � � � � .2;1/ � .mC 1 vertices/ ; m � 2

eCm W � .2;1/ � � � � � .1;2/ � .mC 1 vertices/ ; m � 2

fBCm W � .1;2/ � : : : � .1;2/ � .mC 1 vertices/ ; m � 2

fBDm W
�

� .1;2/ � : : : �
�

.mC 1 vertices/ ; m � 3

gCDm W
�

� .2;1/ � � � � �
�

.mC 1 vertices/ ; m � 3
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eDm W
� �

� : : : �
� �

.mC 1 vertices/ ; m � 4

eE6 W

�

�

� � � � �

eE7 W

�

� � � � � � �

eE8 W

�

� � � � � � � �
eF41 W � � � .1;2/ � �
eF42 W � � � .2;1/ � �
eG21 W � � .1;3/ �
eG22 W � � .3;1/ �

A hereditary algebra A is said to be a hereditary algebra of Dynkin (respectively,
Euclidean) type if the valued graph of A is a Dynkin (respectively, Euclidean) graph. A
hereditary algebra A is said to be of wild type if A is neither of Dynkin nor Euclidean type.
In particular, we have the following theorem describing the structure of the Auslander–
Reiten quiver of a hereditary algebra.

Theorem 4.6. Let A be a hereditary algebra and Q D QA be the valued quiver of A. Then
the general shape of the Auslander–Reiten quiver �A of A is as follows

P .A/ � � � R.A/ � � � Q.A/

where P .A/ is the postprojective component containing all indecomposable projective
A-modules, Q.A/ is the preinjective component containing all indecomposable injective
A-modules, and R.A/ is the family of all regular components. More precisely, we have

(1) If A is of Dynkin type, then R.A/ is empty and P .A/ D Q.A/.
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(2) If A is of Euclidean type, then P .A/ Š .�N/Qop, Q.A/ Š NQop and R.A/ is an
infinite family of pairwise orthogonal generalized standard faithful stable tubes.

(3) If A is of wild type, then P .A/ Š .�N/Qop, Q.A/ Š NQop and R.A/ is an infinite
family of regular components of type ZA1.

Example 4.7. Let K be a field and A the path algebra from Example 2.12. Then A is iso-
morphic to the following K-subalgebra of the matrix algebra M3.K/:

2

4
K 0 0

K K 0

K 0 K

3

5 D
8
<

:

2

4
a1 0 0

a2 a4 0

a3 0 a5

3

5 2M3.K/

ˇ̌
ˇ̌
ˇ

a1; : : : ; a5 2 K

9
=

;
:

Moreover, A is a 5-dimensional K-algebra. Since the valued graph GA of A is a Dynkin
graph, the hereditary K-algebra A D KQ is of finite representation type and �A is of the
form

110 001

010 111

011 100

where R.A/ is empty, P .A/ D Q.A/ D �A, and all indecomposable modules are repre-
sented by their dimension vectors.

Example 4.8. Let K be a field and A the path algebra of the quiver Q of the form

3

ˇ

2

˛

1

4

ı

5

�

Then A D KQ is isomorphic to the following K-subalgebra of the matrix algebra M5.K/:
2

6666
4

K 0 0 0 0

K K 0 0 0

K 0 K 0 0

K 0 0 K 0

K 0 0 0 K

3

7777
5
D

8
ˆ̂̂
<̂

ˆ̂
ˆ̂:

2

6666
4

a1 0 0 0 0

a2 a6 0 0 0

a3 0 a7 0 0

a4 0 0 a8 0

a5 0 0 0 a9

3

7777
5
2M5.K/

ˇ̌
ˇ̌
ˇ

a1; : : : ; a9 2 K

9
>>>>=

>>>>;

:

Moreover, A is 9-dimensional K-algebra. Since the valued graph GA of A is a Euclidean
graph (and thus is not a Dynkin graph), the hereditary K-algebra A D KQ is of infinite
representation type and �A is of the form
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P .A/ : : : R.A/ : : : Q.A/

where P .A/ is a postprojective component containing all indecomposable projective
A-modules of the form

1 0
1

0 0

0 1
2

1 1

0 1
1

0 0

1 0
2

1 1

0 0
1

0 0

1 1
3

1 1

2 2
5

2 2
� � �

0 0
1

0 1

1 1
2

1 0

0 0
1

1 0

1 1
2

0 1

Q.A/ is a preinjective component containing all indecomposable injective A-modules of
the form

0 1
1

1 1

1 0
0

0 0

1 0
1

1 1

0 1
0

0 0

� � � 2 2
3

2 2

1 1
1

1 1

1 1
1

1 0

0 0
0

0 1

1 1
1

0 1

0 0
0

1 0

and R.A/ is a family of all regular components containing three stable tubes of rank
two and infinitely many stable tubes of rank one. More precisely, we have R.A/ D
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.T�/�2P1.K/, where, for each � 2 f0; 1;1g, T� is a stable tube of rank two and, for each
� 2 P1.K/ n f0; 1;1g, T� is a stable tube of rank one.

0 0
1

1 1

1 1
1

0 0

0 0
1

1 1

j 1 1
2

1 1

1 1
2

1 1
j

2 2
3

1 1

1 1
3

2 2

2 2
3

1 1

j : : : : :
: : : : : :

: j
T0

0 1
1

0 1

1 0
1

1 0

0 1
1

0 1

j 1 1
2

1 1

1 1
2

1 1
j

2 1
3

2 1

1 2
3

1 2

2 1
3

2 1

j : : : : :
: : : : : :

: j
T1

0 1
1

1 0

1 0
1

0 1

0 1
1

1 0

j 1 1
2

1 1

1 1
2

1 1
j

2 1
3

1 2

1 2
3

2 1

2 1
3

1 2

j : : : : :
: : : : : :

: j
T1

1 1
2

1 1

1 1
2

1 1

j 2 2
4

2 2
j

3 3
6

3 3

3 3
6

3 3

j : : : : :
: j

T�

All indecomposable modules are represented by their dimension vectors and one identifies
along the vertical dashed lines. Moreover, we have

HomA.Y; X/ D 0 ; HomA.Z; Y / D 0 ; HomA.Z; X/ D 0 ;

for any modules X 2 P .A/, Y 2 R.A/, and Z 2 Q.A/. Additionally, stable tubes T�,
� 2 P1.K/, are generalized standard, faithful, and pairwise orthogonal.

Finally, note that for the valued quiver 
 of the form
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2

3

1

4

5

we have P .A/ Š .�N/
 and Q.A/ Š N
.

5 The Number of Terms in the Middle of Almost Split Sequences

As mentioned in the introduction a central role in the representation theory of algebras is
played by almost split sequences. For an algebra A and an indecomposable nonprojective
module Z in mod A, there is an almost split sequence

0! X !
rM

iD1

Yi ! Z ! 0

with X Š �AZ an indecomposable noninjective module in mod A (see Theorem 2.9), and
Y1; : : : ; Yr indecomposable modules in mod A. So we may associate to Z the numerical
homological invariant r D r.Z/. Then r D r.Z/ measures the complexity of homomor-
phisms in mod A with domain �AZ and codomain Z. Therefore, it is interesting to study
the relation between an algebra A and the values r D r.Z/ for all indecomposable modules
Z in mod A (we refer to [14, 18, 26, 44, 49, 50, 53, 69, 71] for some results in this direction).

Let A be an algebra, and M be a nonzero module in mod A. It follows from the Jordan–
Hölder theorem that the number n of modules in a composition series (MiC1=Mi is simple
for i D 0; : : : n � 1)

0 DM0 	M1 	 � � � 	Mn DM

of M depends only on M . It is called the length of M and is denoted by `.M/.
The next seven facts have been proved by S. Liu [44].

Lemma 5.1. Let A be an algebra. Moreover, let

0! X
f��!

rM

iD1

Yi

g�! Z ! 0

be an almost split sequence in mod A, Y1; : : : ; Yr indecomposable modules, and `.Yi / <

`.X/ for any i 2 f1; : : : ; rg. Then any sectional path in �A ending with Z does not contain
a projective module.
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Proof. Let Zn ! Zn�1 ! � � � ! Z1 ! Z0 D Z be a sectional path in �A, where n � 1.
Then we have an irreducible homomorphism Z1 ! Z, and hence Z1 Š Ys for some
s 2 f1; : : : ; rg. So, we get an irreducible homomorphism X ! Z1. Using assumption
`.X/ > `.Ys/ D `.Z1/, we conclude that the module Z1 is not projective. Indeed, if it is
not the case then the module X is a direct summand of rad Z1, and so `.X/ < `.Z1/, a
contradiction. Therefore, by Theorem 2.9(1), we have an almost split sequence in mod A

of the form 0! �AZ1 ! E ! Z1 ! 0.
If n � 2 then the module Z2 (respectively, X ) is a direct summand of E, because we

have in mod A an irreducible homomorphism Z2 ! Z1 (respectively, X ! Z1) and
X D �AZ 6Š Z2 (we know that the path Z2 ! Z1 ! Z0 D Z is sectional). Therefore,
E Š X ˚Z2 ˚E 0. Since

`.E/ D `.�AZ1/C `.Z1/ ; `.E/ D `.X/C `.Z2/C `.E 0/ ; `.X/ > `.Z1/ ;

we get that `.�AZ1/ > `.Z2/. Hence, the module Z2 is not projective, because we have in
mod A an irreducible homomorphism �AZ1 ! Z2. So, again by Theorem 2.9(1), we have
an almost split sequence in mod A of the form 0! �AZ2 ! F ! Z2 ! 0.

If n � 3 then F Š �AZ1 ˚ Z3 ˚ F 0, because we have in mod A the irreducible
homomorphisms �AZ1 ! Z2, Z3 ! Z2 and the path Z3 ! Z2 ! Z1 ! Z0 D Z is
sectional (hence �AZ1 6Š Z3). Since

`.F / D `.�AZ2/C `.Z2/ ; `.F / D `.�AZ1/C `.Z3/C `.F 0/ ; `.�AZ1/ > `.Z2/ ;

we get that `.�AZ2/ > `.Z3/. Hence, the module Z3 is not projective, because we have in
mod A an irreducible homomorphism �AZ2 ! Z3.

Continuing, we receive that all modules Z1; Z2; : : : ; Zn are nonprojective. ut
Proposition 5.2. Let A be an algebra. Moreover, let f WX ! L4

iD1 Yi be an irreducible
homomorphism in mod A, X an indecomposable module, Y1; : : : ; Y4 indecomposable non-
projective modules, and

P4
iD1 `.Yi / � 2`.X/. Then X has no projective predecessor in

�A.

Corollary 5.3. Let A be an algebra. Moreover, let f WX ! L4
iD1 Yi be an irreducible

epimorphism in mod A, X an indecomposable module, and Y1; : : : ; Y4 indecomposable
nonprojective modules. Then X has no projective predecessor in �A.

Lemma 5.4. Let A be an algebra. Moreover, let

0! X
f��!

rM

iD1

Yi

g�! Z ! 0

be an almost split sequence in mod A, Y1; : : : ; Yr indecomposable modules, and `.Yi / <

`.Z/ for any i 2 f1; : : : ; rg. Then any sectional path in �A starting at X does not contain
an injective module.

Proposition 5.5. Let A be an algebra. Moreover, let gWL4
iD1 Yi ! Z be an irreducible

homomorphism in mod A, Z an indecomposable module, Y1; : : : ; Y4 indecomposable non-
injective modules, and

P4
iD1 `.Yi / � 2`.Z/. Then Z has no injective successor in �A.



56 P. Malicki

Corollary 5.6. Let A be an algebra. Moreover, let gWL4
iD1 Yi ! Z be an irreducible

monomorphism in mod A, Z an indecomposable module, and Y1; : : : ; Y4 indecomposable
noninjective modules. Then Z has no injective successor in �A.

Theorem 5.7 (Liu). Let A be an algebra. Moreover, let

0! X
f��!

rM

iD1

Yi

g�! Z ! 0

be an almost split sequence in mod A, and Y1; : : : ; Yr indecomposable modules. Assume
that X has a projective predecessor in �A and Z has an injective successor in �A. Then
r � 4, and r D 4 implies that Yi is projective–injective for some i 2 f1; : : : ; 4g and Yj is
not projective–injective for any j 2 f1; : : : ; 4g n fig.

As a direct consequence we obtain the well-known theorem proved by Bautista and
Brenner in [18, Theorem].

Corollary 5.8 (Bautista–Brenner). Let A be an algebra of finite representation type, and

0! X
f��!

rM

iD1

Yi

g�! Z ! 0

be an almost split sequence in mod A, where Yi is the indecomposable module for any
i 2 f1; : : : ; rg. Then r � 4, and r D 4 implies that Yi is projective–injective for some
i 2 f1; : : : ; 4g and Yj is not projective–injective for any j 2 f1; : : : ; 4g n fig.
Remark 5.9. If an algebra A is of finite representation type, then any indecomposable mod-
ule has a projective predecessor and an injective successor in �A.

The following example illustrates Corollary 5.8.

Example 5.10. Let K be a field and A D KQ=I the bound quiver algebra over K, where
Q is the quiver of the form

2

˛

1 3
ˇ

5

"

!

�

4

�

and I the ideal of the path algebra KQ of Q over K generated by the paths "˛ � �ˇ,
�ˇ � !	 .

Then A is of finite representation type and �A is of the form

http://dx.doi.org/10.1007/978-3-319-74585-5_5
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P2 ��1
A P2 S2 �AI2 I2

P1 P3 ��1
A P1 ��1

A P3 R S3 �2
AI5 �AI3 �AI5 I3 I5

P4 ��1
A P4 S4 �AI4 I4

P5

where P1 D S1, R D rad P5, P5 D I1, I5 D S5.

On the other hand, there are algebras A of infinite representation type such that the
middle term of an almost split sequence in mod A has an arbitrary number n � 4 of inde-
composable summands.

Example 5.11. Let K be a field and A D KQ the path algebra of Q over K, where Q is
the quiver of the form

1

0 2

:::

n

where n � 4. Then the Auslander–Reiten quiver �A of A contains the postprojective
component P .A/ (with all indecomposable projective A-modules and without injective
A-modules) of the form

P1 ��1
A P1 � � �

P0 P2 ��1
A P0 ��1

A P2 � � �
:::

:::
:::

Pn ��1
A Pn � � �

and the preinjective component Q.A/ (with all indecomposable injective A-modules and
without projective A-modules) of the form

� � � �AI1 I1 D S1

� � � �AI0 �AI2 I0 I2 D S2

:::
:::

:::

� � � �AIn In D Sn
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Note that from Drozd’s Tame and Wild Theorem [36] the class of finite-dimensional
algebras over an algebraically closed field K may be divided into two disjoint classes (tame
and wild dichotomy). One class consists of the tame algebras for which the indecomposable
modules occur, in each dimension d , in a finite number of discrete and a finite number of
one-parameter families. The second class is formed by the wild algebras whose represen-
tation theory comprises the representation theories of all finite-dimensional algebras over
K. More precisely, following [36], a finite-dimensional algebra A over an algebraically
closed field K is called tame if, for any dimension d , there exists a finite number of KŒx�-
A-bimodules Mi , 1 � i � nd , which are free of finite rank as left KŒx�-modules and all
but finitely many isomorphism classes of modules of dimension d in ind A are of the form
KŒx�=.x � �/˝KŒx� Mi for some � 2 K and some i 2 f1; : : : ; nd g.

We have the following conjecture from [24, Conjecture 1].

Conjecture 5.12 (Brenner–Butler). Let A be a tame finite-dimensional K-algebra over an
algebraically closed field K,

0! X
f��!

rM

iD1

Yi

g�! Z ! 0

an almost split sequence in mod A, and Z indecomposable nonprojective module. Then
r � 5.

In the next theorem, proved in [46, Main Theorem], we give the affirmative answer for
the above conjecture in the case of cycle-finite algebras.

Let A be an algebra. Recall that a cycle of indecomposable modules in mod A is a
sequence

X0

f1��! X1 ! � � � ! Xr�1

fr��! Xr D X0

of nonzero nonisomorphisms in mod A, where Xi is indecomposable for i 2 f1; : : : ; rg,
and such a cycle is said to be finite if the homomorphisms f1; : : : ; fr do not belong to
rad1

A . Then, following [4, 65], an algebra A is said to be cycle-finite if all cycles between
indecomposable modules in mod A are finite.

Remark 5.13. The class of cycle-finite algebras contains the following distinguished classes
of algebras.

(1) The algebras of finite representation type.
(2) The hereditary algebras of Euclidean type [33, 34].
(3) The tame tilted algebras [40, 41, 59].
(4) The tame double tilted algebras [54] (the tame strict shod algebras in the sense of [27]).
(5) The tame generalized double tilted algebras [55] (the tame laura algebras in the sense

of [1]).
(6) The tubular algebras [59].
(7) The iterated tubular algebras [51].
(8) The tame quasi-tilted algebras [42, 67].
(9) The tame coil and multicoil algebras [4–6].

(10) The tame generalized multicoil algebras [47].
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(11) The algebras with cycle-finite derived categories [3].
(12) The strongly simply connected algebras of polynomial growth [66].

Theorem 5.14 (Malicki–de la Peña–Skowroński). Let A be a cycle-finite algebra,

0! X
f��!

rM

iD1

Yi

g�! Z ! 0

an almost split sequence between indecomposable modules in mod A, and Z nonprojec-
tive module. Then r � 5, and r D 5 implies that Yi is projective–injective for some
i 2 f1; : : : ; 5g and Yj is not projective–injective for any j 2 f1; : : : ; 5g n fig.
Remark 5.15. In the above theorem, if r D 5 and Yi is a projective–injective module for
some i 2 f1; : : : ; 5g, then X Š rad Yi and Z Š Yi = soc Yi .

Remark 5.16. For finite-dimensional cycle-finite algebras over an algebraically closed field,
the Theorem 5.14 was proved by J.A. de la Peña and M. Takane [50, Theorem 3], by appli-
cation of spectral properties of Coxeter transformations of algebras and results established
in [44].

We end this section with an example of a cycle-finite algebra A, illustrating Theo-
rem 5.14.

Example 5.17. Let K be a field and A D KQ=I the bound quiver algebra over K, where
Q is the quiver of the form

2

"
3

�

1 6

˛

ˇ

�

ı
4

�

5

!

and I the ideal of the path algebra KQ of Q over K generated by the paths ˇ� � ˛",
	� � ˛", ı! � ˛".

Denote by B the hereditary algebra given by the full subquiver of Q given by the vertices
1; 2; 3; 4; 5 and by C the hereditary algebra given by the full subquiver of Q given by the
vertices 2; 3; 4; 5; 6.

Note that P6 D I1 is a projective–injective A-module. Hence, applying [2, Proposi-
tion IV.3.11], we conclude that there is in mod A an almost split sequence of the form

0! rad P6 ! S2 ˚ S3 ˚ S4 ˚ S5 ˚ P6 ! P6=S1 ! 0 ;
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where S2˚S3˚S4˚S5 Š rad P6=S1. Moreover, rad P6 is the indecomposable injective
B-module I B

1 , whereas P6=S1 is the indecomposable projective C -module P C
6 . The com-

ponent of �A containing P6 D I1 is the following gluing of the preinjective component of
�B with the postprojective component of �C (see details in [2, Example VIII.5.7(e)]):

� � � �BS2 S2 ��1
C S2 � � �

� � � �BS3 S3 ��1
C S3 � � �

�BI B
1 I B

1 P6 P C
6 ��1

C P C
6

� � � �BS4 S4 ��1
C S4 � � �

� � � �BS5 S5 ��1
C S5 � � �

where �B and �C denote the Auslander–Reiten translations in mod B and mod C , respec-
tively.
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5. Assem, I., Skowroński, A.: Indecomposable modules over multicoil algebras. Math. Scand. 71(1), 31–
61 (1992). DOI https://doi.org/10.7146/math.scand.a-12409

6. Assem, I., Skowroński, A.: Multicoil algebras. In: V. Dlab, H. Lenzing (eds.) Representations of Alge-
bras (Ottawa, ON, 1992), CMS Conf. Proc., vol. 14, pp. 29–68. Amer. Math. Soc., Providence, RI
(1993)

7. Auslander, M.: Representation theory of Artin algebras. II. Comm. Algebra 1(4), 269–310 (1974). DOI
https://doi.org/10.1080/00927877409412807

8. Auslander, M., Bautista, R., Platzeck, M.I., Reiten, I., Smalø, S.O.: Almost split sequences whose
middle term has at most two indecomposable summands. Canad. J. Math. 31(5), 942–960 (1979). DOI
https://doi.org/10.4153/CJM-1979-089-5

9. Auslander, M., Bridger, M.: Stable module theory. Mem. Amer. Math. Soc. (94) (1969)
10. Auslander, M., Reiten, I.: Representation theory of Artin algebras. III. Almost split sequences. Comm.

Algebra 3(3), 239–294 (1975). DOI https://doi.org/10.1080/00927877508822046

https://doi.org/10.1016/S0021-8693(03)00436-8
https://doi.org/10.1017/CBO9780511614309
https://doi.org/10.1112/plms/s3-56.3.417
https://doi.org/10.1007/BF02568435
https://doi.org/10.7146/math.scand.a-12409
https://doi.org/10.1080/00927877409412807
https://doi.org/10.4153/CJM-1979-089-5
https://doi.org/10.1080/00927877508822046


Auslander–Reiten Theory for Finite-Dimensional Algebras 61

11. Auslander, M., Reiten, I.: Representation theory of Artin algebras. IV. Invariants given by almost split
sequences. Comm. Algebra 5(5), 443–518 (1977). DOI https://doi.org/10.1080/00927877708822180

12. Auslander, M., Reiten, I.: Representation theory of Artin algebras. V. Methods for computing almost
split sequences and irreducible morphisms. Comm. Algebra 5(5), 519–554 (1977). DOI https://doi.
org/10.1080/00927877708822181

13. Auslander, M., Reiten, I.: Representation theory of Artin algebras. VI. A functorial approach
to almost split sequences. Comm. Algebra 6(3), 257–300 (1978). DOI https://doi.org/10.1080/
00927877808822246

14. Auslander, M., Reiten, I.: Uniserial functors. In: Dlab and Gabriel [31], pp. 1–47. DOI https://doi.org/
10.1007/BFb0088457

15. Auslander, M., Reiten, I., Smalø, S.O.: Representation Theory of Artin Algebras, Cambridge
Stud. Adv. Math., vol. 36. Cambridge Univ. Press, Cambridge (1995). DOI https://doi.org/10.1017/
CBO9780511623608

16. Barot, M.: Introduction to the Representation Theory of Algebras. Springer, Cham (2015). DOI https://
doi.org/10.1007/978-3-319-11475-0

17. Bautista, R.: Irreducible morphisms and the radical of a category. An. Inst. Mat. Univ. Nac. Autónoma
México 22, 83–135 (1982)

18. Bautista, R., Brenner, S.: On the number of terms in the middle of an almost split sequence. In: M. Aus-
lander, E. Lluis (eds.) Representations of Algebras (Puebla, 1980), Lecture Notes in Math., vol. 903,
pp. 1–8. Springer, Berlin (1981). DOI https://doi.org/10.1007/BFb0092980

19. Bautista, R., Gabriel, P., Roı̆ter, A.V., Salmerón, L.: Representation-finite algebras and multiplicative
bases. Invent. Math. 81(2), 217–285 (1985). DOI https://doi.org/10.1007/BF01389052

20. Bernsten, I.N., Gel’fand, I.M., Ponomarev, V.A.: Coxeter functors, and Gabriel’s theorem (Russian).
Uspehi Mat. Nauk 28(2(170)), 19–33 (1973). English transl., Russian Math. Surveys 28(2), 17–32
(1973)

21. Bongartz, K.: A criterion for finite representation type. Math. Ann. 269(1), 1–12 (1984). DOI https://
doi.org/10.1007/BF01455993

22. Bongartz, K.: Indecomposables are standard. Comment. Math. Helv. 60(3), 400–410 (1985). DOI
https://doi.org/10.1007/BF02567423

23. Bongartz, K., Gabriel, P.: Covering spaces in representation-theory. Invent. Math. 65(3), 331–378
(1981/82). DOI https://doi.org/10.1007/BF01396624

24. Brenner, S., Butler, M.C.R.: Wild subquivers of the Auslander–Reiten quiver of a tame algebra. In: E.L.
Green, B. Huisgen-Zimmermann (eds.) Trends in the Representation Theory of Finite-Dimensional
Algebras (Seattle, WA, 1997), Contemp. Math., vol. 229, pp. 29–48. Amer. Math. Soc., Providence,
RI (1998). DOI https://doi.org/10.1090/conm/229/03309

25. Bretscher, O., Gabriel, P.: The standard form of a representation-finite algebra. Bull. Soc. Math. France
111(1), 21–40 (1983)

26. Butler, M.C.R., Ringel, C.M.: Auslander–Reiten sequences with few middle terms and applica-
tions to string algebras. Comm. Algebra 15(1-2), 145–179 (1987). DOI https://doi.org/10.1080/
00927878708823416

27. Coelho, F.U., Lanzilotta, M.A.: Algebras with small homological dimensions. Manuscripta Math.
100(1), 1–11 (1999). DOI https://doi.org/10.1007/s002290050191

28. Coelho, F.U., Marcos, E.d.N., Merklen, H.A., Skowroński, A.: Module categories with infinite radical
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49. de la Peña, J.A., Skowroński, A.: Algebras with cycle-finite Galois coverings. Trans. Amer. Math. Soc.
363(8), 4309–4336 (2011). DOI https://doi.org/10.1090/S0002-9947-2011-05256-6

50. de la Peña, J.A., Takane, M.: On the number of terms in the middle of almost split sequences over tame
algebras. Trans. Amer. Math. Soc. 351(9), 3857–3868 (1999). DOI https://doi.org/10.1090/S0002-
9947-99-02137-6

51. de la Peña, J.A., Tomé, B.: Iterated tubular algebras. J. Pure Appl. Algebra 64(3), 303–314 (1990).
DOI https://doi.org/10.1016/0022-4049(90)90064-O

52. Platzeck, M.I., Auslander, M.: Representation theory of hereditary Artin algebras. In: Gordon [38], pp.
389–424
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Ralf Schiffler

Introduction

Cluster algebras were introduced by Fomin and Zelevinsky [17] in 2002. Their original
motivation was coming from canonical bases in Lie Theory. Today cluster algebras are
connected to various fields of mathematics, including

� Combinatorics (polyhedra, frieze patterns, green sequences, snake graphs, T-paths,
dimer models, triangulations of surfaces)
� Representation theory of finite dimensional algebras (cluster categories, cluster-tilted
algebras, preprojective algebras, tilting theory, 2-Calabi–Yau categories, invariant
theory)
� Poisson geometry and algebraic geometry (cluster varieties, Grassmannians, stability
conditions, scattering diagrams, Poisson structures on SL.n/)
� Teichmüller theory (lambda-lengths, Penner coordinates, cluster varieties)
� Knot theory (Chern–Simons invariants, volume conjecture, Legendrian knots)
� Dynamical systems (frieze patterns, pentagram map, integrable systems, T-systems,
sine-Gordon Y-systems)
� Mathematical Physics (statistical mechanics, Donaldson–Thomas invariants, quantum
dilogarithm identities, BPS particles)

The relation between cluster algebras and representation theory has been established by
the introduction of cluster categories in [3], and in [5] for type A, as well as their gener-
alizations in [1]. Furthermore, for every cluster of the cluster algebra, a finite-dimensional
algebra, called cluster-tilted algebra, was introduced in [5] in type A, and in [4] for all
acyclic types. These algebras are endomorphism algebras of cluster-tilting objects in the
cluster category.

This development has been very fruitful for both areas. In representation theory, it created
the new theory of cluster-tilting which has known a considerable development over the last
decade.Oneof itsmain subjects is the studyofcluster-tiltedalgebrasand their relation to tilted
algebras established in [2]. This is the topic of the course by IbrahimAssem in this volume.

c� Springer International Publishing AG, part of Springer Nature 2018
I. Assem and S. Trepode (eds.), Homological Methods, Representation
Theory, and Cluster Algebras, CRM Short Courses,
https://doi.org/10.1007/978-3-319-74585-5_3
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On the other hand, cluster categories provide a categorification of the cluster algebra.
This means that there is a map, called the cluster character, from the cluster category to the
cluster algebra, which induces bijections between indecomposable rigid objects in the clus-
ter category and cluster variables in the cluster algebra, and the direct sum of two objects in
the cluster category is mapped to the product of their images in the cluster algebra. More-
over, the mutation rule in the cluster algebra is recovered by approximations in the cluster
category. The cluster character is the subject of the course by Pierre-Guy Plamondon in this
volume.

On the other hand, because of an intensive research over the last 15 years, the subject of
cluster algebras itself has grown into an independent theory.

In this course, we will focus on cluster algebras from surfaces, a special class of cluster
algebras. The first section is a short introduction to cluster algebras, and Sects. 2, 3, and 4
are devoted to cluster algebras from surfaces, especially to the expansion formulas for the
cluster variables and the construction of canonical bases in terms of snake and band graphs.

1 Cluster Algebras

The definition of cluster algebras is elementary, but quite complicated. We describe it in
this first section. Since these notes are aiming for cluster algebras from surfaces, we do not
present the most general definition of cluster algebras, but restrict ourselves to so-called
skew-symmetric cluster algebras with principal coefficients. For the general definition and
further details we refer to [19].

1.1 Ground Ring ZP

To define a cluster algebra A we must first fix its ground ring.
Let .P; �/ be a free abelian group (written multiplicatively) on variables y1; : : : ; yn and

define an addition ˚ in P by

Y

j

y
aj

j ˚
Y

j

y
bj

j D
Y

j

y
min.aj ;bj /

j : (1)

For example y2
1y�3

2 y3 ˚ 1 D y�3
2 . Then .P;˚; �/ is a semifield.1, and is called tropical

semifield
Let ZP denote the group ring of P. Then ZP is the ring of Laurent polynomials in the

variables y1; : : : ; yn. The ring ZP will be the ground ring for the cluster algebra.

Remark 1.1. If this is the first time you see cluster algebras, then you may consider the
special case where P D 1, and Z P D Z is just the ring of integers. In this case, we say the
cluster algebra has trivial coefficients.

1 This means that˚ is commutative, associative, and distributive with respect to the multiplication in P.
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Let QP denote the field of fractions of ZP and let F D QP.x1; : : : ; xn/ be the field of
rational functions in n variables and coefficients in QP.

Remark 1.2. In the case of trivial coefficients, we have QP D Q.

1.2 Seeds and Mutations

The cluster algebra is determined by the choice of an initial seed .x; y; Q/, which consists
of the following data.

� Q is a quiver without loops ı and 2-cycles ı ı , and with n vertices;
� y D .y1; : : : ; yn/ is the n-tuple of generators of P, called initial coefficient tuple;
� x D .x1; : : : ; xn/ is the n-tuple of variables of F , called initial cluster.

The triple .x; y; Q/ is called the initial seed of the cluster algebra A D A.x; y; Q/.
The cluster algebra is the ZP-subalgebra of F generated by so-called cluster variables,

and these cluster variables are constructed from the initial seed by a recursive method called
mutation. A mutation transforms a seed .x; y; Q/ into a new seed .x0; y0; Q0/. Given any
seed there are n different mutations �1; : : : ; �n, one for each vertex of the quiver, or equiv-
alently, one for each cluster variable in the cluster.

The seed mutation �k in direction k transforms .x; y; Q/ into the seed �k.x; y; Q/ D
.x0; y0; Q0/ defined as follows:

� x0 is obtained from x by replacing one cluster variable by a new one, x0 D x n fxkg [
fx0

k
g, and x0

k
is defined by the following exchange relation:

xkx0k D
1

yk ˚ 1

 
yk

Y

i!k

xi C
Y

i k

xi

!
(2)

where the first product runs over all arrows in Q that end in k and the second product
runs over all arrows that start in k.
� y0 D .y01; : : : ; y0n/ is a new coefficient n-tuple, where

y0j D
8
<

:

y�1
k

if j D kI
yj

Y

k!j

yk.yk ˚ 1/�1
Y

k j

.yk ˚ 1/ if j ¤ k:

Note that one of the two products is always trivial, hence equal to 1, since Q has no
oriented 2-cycles. Also note that y0 depends only on y and Q.
� The quiver Q0 is obtained from Q in three steps:

(1) for every path i ! k ! j add one arrow i ! j ,
(2) reverse all arrows at k,
(3) delete 2-cycles.

See Fig. 1 for three examples of quiver mutations.
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Fig. 1 Examples of quiver mutations

Lemma 1.3. Mutations are involutions, that is, �k�k.x; y; Q/ D .x; y; Q/.

Note that Q0 only depends on Q, that y0 depends on y and Q, and that x0 depends on the
whole seed .x; y; Q/.

It is convenient to picture the mutation procedure in the so-called exchange graph. The
vertices of this graph are the seeds of the cluster algebra and the edges are the mutations.
Since we can always mutate in n directions, each vertex in the exchange graph has exactly
n neighbors. See Fig. 2 for an example with n D 3.

Fig. 2 A 3-regular graph
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The initial seed is one of the vertices in this graph. Applying the first n mutations to
this seed, will produce the n neighbors of this vertex in the graph, each of which contains
exactly one new cluster variable. So at this stage we have 2n cluster variables. Now we can
continue mutating these new seeds, and at every step we construct a “new” cluster variable.
It may happen, that we obtain a seed that has already appeared previously in this process. In
that case we identify the two corresponding vertices in the n-regular graph, and the actual
exchange graph is a quotient of the graph in Fig. 2. Such a repetition may happen but it does
not have to, and in general the number of seeds is infinite. The whole pattern is determined
by the initial seed.

1.3 Definition

Let X be the set of all cluster variables obtained by mutation from .x; y; Q/. The cluster
algebra A D A.x; y; Q/ is the ZP-subalgebra of F generated by X.

By definition, the elements of A are polynomials in X with coefficients in ZP, so A �
ZPŒX�. On the other hand, A � F , so the elements of A are also rational functions in
x1; : : : ; xn with coefficients in QP.

Remark 1.4. Fomin and Zelevinsky define cluster algebras in a more general setting using
skew-symmetrizable matrices instead of quivers. The quiver definition corresponds to the
special case where the matrices are skew-symmetric.

1.4 Example 1 ! 2

Let .x; y; Q/ D ..x1; x2/; .1; 1/; 1! 2/.
Since the coefficients in this example are trivial, the coefficients in any seed will be

f1; 1g. We therefore omit them in the computation below. Start with the initial seed.

.x1; x2/ ; 1! 2 :

Apply mutation �1. �
x2 C 1

x1

; x2

�
; 1 2 :

Apply mutation �2. �
x2 C 1

x1

;
x2 C 1C x1

x1x2

�
; 1! 2

Apply mutation �1. Let us do this step in detail. We get

x2C1Cx1

x1x2
C 1

x2C1
x1

D .x2 C 1C x1 C x1x2/x1

x1x2.x2 C 1/
D .x2 C 1/.x1 C 1/

x2.x2 C 1/
D x1 C 1

x2

:
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Note that the denominator is a monomial. Thus the new seed is
�

x1 C 1

x2

;
x2 C 1C x1

x1x2

�
; 1 2 :

Apply mutation �2. �
x1 C 1

x2

; x1

�
; 1! 2 :

Apply mutation �1.
.x2; x1/ ; 1 2 :

Continuing the process from here will not yield new cluster variables. Thus in this case,
there are exactly 5 cluster variables

x1 ; x2 ;
x2 C 1

x1

;
x2 C 1C x1

x1x2

;
x1 C 1

x2

:

1.5 Example

Now consider the quiver QD 1 2 3 . Let us rather write it as 1
2

2
2

3 ,
where the number on the arrow from i to j indicates the number of arrows from i to j .
Again we use trivial coefficients, so our initial seed is

.x1; x2; x3/ ; 1
2

2
2

3 :

Apply mutation in (2).

�
x1;

x2
1 C x2

3

x2

; x3

�
; 1

4

2
2

3
2

:

Apply mutation in (1).

0

BBB@

�
x2

1
Cx2

3

x2

�2

C x4
3

x1

;
x2

1 C x2
3

x2

; x3

1

CCCA ; 1
2

2
6

3

4

:

Apply mutation in (3).
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0

BBBBBBBBBBB@

�
x2

1
Cx2

3

x2

�2

C x4
3

x1

;
x2

1 C x2
3

x2

;

0

BB@

 
x2

1
Cx2

3
x2

!2

Cx4
3

x1

1

CCA

4

C
�

x2
1
Cx2

3

x2

�6

x3

1

CCCCCCCCCCCA

; 1
22

2
6

3

4

:

Apply mutation in (2). Then the new variable and the new quiver are

0

BB@

 
x2

1
Cx2

3
x2

!2

Cx4
3

x1

1

CCA

22

C

0

BBBBBBBBB@

0

BBBB@

0

@x2
1

Cx2
3

x2

1

A
2

Cx4
3

x1

1

CCCCA

4

C
 

x2
1

Cx2
3

x2

!6

x3

1

CCCCCCCCCA

6

x2
1
Cx2

3

x2

; 1
22

2
6

3

128

:

It is probably clear by now that each new cluster variable we obtain in this example
is more complicated than the previous ones. Thus this cluster algebra has infinitely many
cluster variables. It is also clear that the quivers we produce will have more and more
arrows, and thus there are also infinitely many quivers in this example. Finally, you should
be convinced by now that computations in cluster algebras are rather involved in general.

1.6 Laurent Phenomenon and Positivity

Theorem 1.5 ([17]). Let u 2 X be any cluster variable. Then

u D f .x1; : : : ; xn/

x
d1

1 � � � xdn
n

where f 2 ZPŒx1; : : : ; xn�, di 2 Z.

Remark 1.6. This is a surprising result, since, a priori, the cluster variables are rational
functions in the variables x1; : : : ; xn. The theorem says that the denominators of these
rational functions are actually monomials. This means that at each mutation, when we have
to divide a binomial of cluster variables by a certain cluster variable x0, the numerator of
that cluster variable x0 is actually a factor of that binomial. Note that the numerator of x0
may be a complicated polynomial. We have already observed this phenomenon in the third
step of Example 1.4. Try to see this phenomenon in the last step of Example 1.5.
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Moreover we have the following positivity result.

Theorem 1.7 ([21]). The coefficients of the Laurent polynomials in Theorem 1.5 are posi-
tive in the sense that f 2 Z�0PŒx1; : : : ; xn�.

Remark 1.8. This result is not obvious; and actually 13 years have passed between the proof
of Theorem 1.5 and the proof of Theorem 1.7. Although the binomial exchange relations
only involve positive terms, one has to make sure that positivity is preserved when reducing
the rational functions that one obtains in the mutation procedure to the Laurent polynomials
in the theorems. This is not true for arbitrary rational functions as the example x3C1

xC1
D

x2 � x C 1 shows.

1.7 Classifications

There are several special types of cluster algebras that have been studied using very differ-
ent methods. We define these types here and show how they overlap.

We say that two quivers Q; Q0 are mutation equivalent, and write Q � Q0, if there
exists a finite sequence of mutations transforming Q into Q0.

Definition 1.9. A cluster algebra A.x; y; Q/ is said to be of

(a) finite type if the number of cluster variables is finite;
(b) finite mutation type if the number of quivers Q0 that are mutation equivalent to Q is

finite;
(c) acyclic type if Q is mutation equivalent to a quiver without oriented cycles;
(d) surface type if Q is the adjacency quiver of a triangulation of a marked surface (see

Sect. 2).

If a cluster algebra is of finite type then it is also of finite mutation type, thus (a) implies
(b). We will see below that (a) also implies (c). The relation between all 4 classes are
illustrated in Fig. 3.

The cluster algebra of Example 1.4 is of finite type, finite mutation type, acyclic type,
and surface type. On the other hand, the cluster algebra of Example 1.5 is not of finite type,
not of finite mutation type, not of surface type, but it is of acyclic type.

Fomin and Zelevinsky showed that the finite-type cluster algebras are classified by the
Dynkin diagrams. Since we are considering only cluster algebras given by quivers, we only
get the simply laced Dynkin diagrams.

Theorem 1.10 ([18]). The cluster algebra A.x; y; Q/ is of finite type if and only if Q is
mutation equivalent to a quiver of Dynkin type A; D or E.

Finite mutation type is more general than finite type. The finite mutation-type classifica-
tion is due to Felikson, Shapiro, and Tumarkin.

Theorem 1.11 ([13]). The cluster algebraA.x; y; Q/ is of finite mutation type if and only if
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Fig. 3 Different types of cluster algebras of rank n � 3

� it is of surface type, or
� n � 2, or
� it is one of 11 exceptional types E6; E7; E8;eE6;eE7;eE8; E

.1;1/
6 ; E

.1;1/
7 ; E

.1;1/
8 ; X6; X7.

The overlaps of the various classes of cluster algebras for n � 3 are illustrated in Fig. 3.
The acyclic and the mutation finite types have in common the finite types A; D; E and the
tame types corresponding to the extended Dynkin diagrams eA;eD;eE, also known as affine
Dynkin diagrams. Other acyclic types are called wild. The 11 exceptions in Theorem 1.11
are indicated by dots; 9 of them correspond to root systems of certain E-types. The other 2
types X6; X7 had not appeared elsewhere before this classification.

2 Cluster Algebras of Surface Type

Building on work of Fock and Goncharov [14, 15], and of Gekhtman, Shapiro and Vain-
shtein [20], Fomin, Shapiro, and Thurston [16] associated a cluster algebra to any bordered
surface with marked points.

2.1 Marked Surfaces

We fix the following notation.

� S is a connected, oriented Riemann surface with (possibly empty) boundary @S .
� M � S is a finite set ofmarked pointswith at least one marked point on each connected
component of the boundary.
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Fig. 4 Examples of surfaces, g is the genus and b is the number of boundary components

We will refer to the pair .S; M/ simply as a surface. A surface is called closed if the
boundary is empty. Marked points in the interior of S are called punctures. Examples are
shown in Fig. 4. For technical reasons, we require that .S; M/ is not a sphere with 1, 2, or
3 punctures; a monogon with 0 or 1 puncture; or a bigon or triangle without punctures.

Remark 2.1. In Sects. 3 and 4, we will restrict to surfaces without punctures. The reason for
this restriction in Sect. 3 is only for the sake of simplicity, but in Sect. 4 it is necessary. In
the appendix, we explain how to modify the results in Sect. 3 in the presence of punctures.

2.2 Arcs and triangulations

An arc � in .S; M/ is a curve in S , considered up to isotopy,2 such that

(a) the endpoints of � are in M ;
(b) except for the endpoints, � is disjoint from M and from @S ;
(c) � does not cut out an unpunctured monogon or an unpunctured bigon;
(d) � does not cross itself, except that its endpoints may coincide.

A generalized arc is a curve which satisfies conditions (a), (b), and (c), but it can have
self-crossings. Curves that connect two marked points and lie entirely on the boundary
of S without passing through a third marked point are called boundary segments. By (c),

2 A homotopy between two continuous maps f; gWX ! Y is a continuous map hW Œ0; 1� � X ! Y
such that h.0; x/ D f .x/ and h.1; x/ D g.x/. An isotopy is a homotopy h such that for all t 2 Œ0; 1�
the map h.t; –/WX ! h.t; X/ is a homeomorphism. In particular an isotopy of curves cannot create
self-crossings.
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boundary segments are not arcs. A closed loop is a closed curve in S which is disjoint from
M and the boundary of S .

For any two arcs �; � 0 in S , define

e.�; � 0/ D minfnumber of crossings of ˛ and˛0 j ˛ ' �; ˛0 ' � 0g;
where ˛ and ˛0 range over all arcs isotopic to � and � 0, respectively. We say that arcs � and
� 0 are compatible if e.�; � 0/ D 0.

An ideal triangulation is a maximal collection of pairwise compatible arcs (together
with all boundary segments). The arcs of a triangulation cut the surface into ideal triangles.
Triangles that have only two distinct sides are called self-folded triangles. Note that a self-
folded triangle consists of a loop `, together with an arc r to an enclosed puncture which
we call a radius. Examples of ideal triangulations are given in Fig. 5 as well as in Figs. 12
and 13.

Lemma 2.2. The number of arcs in an ideal triangulation is exactly

n D 6g C 3b C 3p C c � 6 ;

where g is the genus of S , b is the number of boundary components, p is the number of
punctures, and c D jM j � p is the number of marked points on the boundary of S . The
number n is called the rank of .S; M/.

For the sake of completeness, we include a proof of this fact, since it is usually omitted
in the cited research papers.

Proof. Recall that the Euler characteristic of a surface S is given by �.S/ D f � e C v,
where v is the number of vertices, e is the number of edges, and f is the number of faces
in any triangulation of S . By induction on the genus, one can show that for a closed surface
�.S/ D 2 � 2g. Moreover, if the boundary of S has b connected components then

Fig. 5 Two ideal triangulations of a punctured annulus related by a flip of the arc 6. The triangulation on
the right-hand side has a self-folded triangle
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�.S/ D 2 � 2g � b ; (3)

since removing a disk from S can be thought of reducing the number of faces by one. Now
consider a set of marked points M and a triangulation T . Then the number of vertices in
T is jM j D c C p. The number of edges in T is the number of arcs n plus the number of
boundary segments c. Thus

e D c C n and v D c C p : (4)

We use induction on p. If p D 0, then each triangle has 3 distinct sides. Each of the n arcs
lies in precisely 2 triangles and each of the c boundary segments lies in precisely 1 triangle.
Therefore

3f D 2nC c : (5)

Using (3)–(5) we get
2nC c

3
� c � nC c D 2 � 2g � b ;

and the statement follows.
Now suppose that p > 0. Let T be a triangulation of .S; M/, and let us add a puncture

x. Then we need to add 3 arcs to complete the triangulation. Indeed, the new puncture x

lies in some triangle � of the old triangulation T and connecting x with the three vertices
of � completes the triangulation. Thus adding a puncture increases n by 3. �

Ideal triangulations are connected to each other by sequences of flips. Each flip replaces
a single arc � in T by a unique new arc � 0 ¤ � such that

T 0 D .T n f�g/ [ f� 0g
is a triangulation. See Fig. 6.

2.3 Cluster Algebras from Surfaces

We are now ready to define the cluster algebra associated to the surface. For that purpose,
we choose an ideal triangulation T D f�1; �2; : : : ; �ng and then define a quiver QT without
loops or 2-cycles as follows. The vertices of QT are in bijection with the arcs of T , and
we denote the vertex of QT corresponding to the arc �i simply by i . The arrows of QT

Fig. 6 Two examples of flips



Cluster Algebras from Surfaces 77

are defined as follows. For any triangle � in T which is not self-folded, we add an arrow
i ! j whenever

(a) �i and �j are sides of � with �j following �i in the clockwise order;
(b) �j is a radius in a self-folded triangle enclosed by a loop �`, and �i and �` are sides of

� with �` following �i in the clockwise order;
(c) �i is a radius in a self-folded triangle enclosed by a loop �`, and �` and �j are sides of

� with �j following �` in the clockwise order.

Then we remove all 2-cycles.
For example, the quiver corresponding to the triangulation on the right of Fig. 5 is

1 3

2 4

6 5

To define an initial seed, we associate an indeterminate xi to each �i 2 T and set the
initial cluster xT D .x1; : : : ; xn/; and we set the initial coefficient tuple yT D .y1; : : : ; yn/

to be the vector of generators of P. Then the cluster algebra A D A.xT ; yT ; QT / is called
the cluster algebra associated to the surface .S; M/ with principal coefficients in T .

Fomin, Shapiro, and Thurston showed that, up to a change of coefficients, the cluster
algebra does not depend on the choice of the initial triangulation T . Moreover, they proved
the following correspondence.

Theorem 2.3 ([16]). There are bijections

fcluster variables of Ag
x�

 ! ftagged arcs of .S; M/g
�

fclusters of Ag
xT D fx�1

; : : : ; x�n
g
 ! ftriangulations of .S; M/g

T D f�1; : : : ; �ng

Moreover, if �k is not the radius of a self-folded triangle in a triangulation T , then the
mutation in k corresponds to the flip of the arc �k , that is, the cluster

�k.xT / D .xT n fx�k
g/ [ fx0�k

g
corresponds to the triangulation

��k
.T / D .T n f�kg/ [ f� 0kg :

Remark 2.4. For simplicity, we excluded the case where �k is the radius of a self-folded
triangle because then �k cannot be flipped. In [16] the authors solve this problem by intro-
ducing tagged arcs and tagged triangulations, replacing the loop of a self-folded triangle by
a second radius. In that setup the theorem holds without any restrictions.

Remark 2.5. If ˇ is a boundary segment, we set xˇ D 1.
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3 Snake Graphs and Expansion Formulas

Abstract snake graphs and band graphs were introduced and studied in [7–10] motivated
by the snake graphs and band graphs appearing in the combinatorial formulas for cluster
algebra elements in [22–24, 26]. Throughout we fix the standard orthonormal basis of the
plane.

3.1 Snake graphs

A tile G is a square in the plane whose sides are parallel or orthogonal to the elements in
the fixed basis. All tiles considered will have the same side length.

West East

North

South

We consider a tile G as a graph with four vertices and four edges in the obvious way.
A snake graph G is a connected planar graph consisting of a finite sequence of tiles
G1; G2; : : : ; Gd , with d � 1; such that for each i , the tiles Gi and GiC1 share exactly
one edge ei , and this edge is either the north edge of Gi and the south edge of GiC1, or it
is the east edge of Gi and the west edge of GiC1. An example of a snake graph with 8 tiles
is given in Fig. 7.

The graph consisting of two vertices and one edge joining them is also considered a
snake graph. Figure 8 lists all snake graphs with at most 4 tiles.

3.1.1 Some Notation and Terminology

Let G D .G1; G2; : : : ; Gd / be a snake graph.

Fig. 7 A snake graph with 8 tiles and 7 interior edges (left); a sign function on the same snake graph (right)
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Fig. 8 A list of all snake graphs with at most 4 tiles

� The d � 1 edges e1; e2; : : : ; ed�1 which are contained in two tiles are called interior
edges of G and the other edges are called boundary edges. We will always use the
natural ordering of the set of interior edges, so that ei is the edge shared by the tiles Gi

and GiC1.
� Let IntG D fe1; : : : ; ed�1g denote the set of all interior edges of G .
� Let SWG ;GNE denote the following sets.

SWG D fsouth edge of G1;west edge of G1g I
GNE D fnorth edge of Gd ; east edge of Gd g:

If G is a single edge, we let SWG D ∅ and GNE D ∅.
� We say that two snake graphs are isomorphic if they are isomorphic as graphs.

3.1.2 Sign Function

A sign function f on a snake graph G is a map

f W fedges ofG g ! fC;�g ;

such that on every tile in G

� the north and the west edge have the same sign,
� the south and the east edge have the same sign,
� the sign on the north edge is opposite to the sign on the south edge.

See Fig. 7 for an example. Note that on every snake graph there are exactly two sign
functions.

A snake graph is determined (up to a reflection along the diagonal y D x in the plane)
by its sequence of tiles together with a sign function f on the interior edges. Indeed, three
consecutive tiles Gi�1; Gi ; GiC1 form a straight subsnake graph if and only if on the inte-
rior edges ei�1; ei the sign alternates, thus f .ei�1/ D �f .ei /. Similarly, three consecutive
tiles Gi�1; Gi ; GiC1 form a zigzag subsnake graph if and only if f .ei�1/ D f .ei /.
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3.2 Band Graphs

Band graphs are obtained from snake graphs by identifying a boundary edge of the first
tile with a boundary edge of the last tile, where both edges have the same sign. We use the
notation G ı for general band graphs, indicating their circular shape, and we also use the
notation G b if we know that the band graph is constructed by gluing a snake graph G along
an edge b.

More precisely, to define a band graph G ı, we start with an abstract snake graph G D
.G1; G2; : : : ; Gd / with d � 1, and fix a sign function on G . Denote by x the southwest
vertex of G1, let b 2 SWG be the south edge (respectively the west edge) of G1, and let y

denote the other endpoint of b, see Fig. 9. Let b0 be the unique edge in GNE that has the
same sign as b, and let y0 be the northeast vertex of Gd and x0 the other endpoint of b0.

Let G b denote the graph obtained from G by identifying the edge b with the
edge b0 and the vertex x with x0 and y with y0. The graph G b is called a band
graph or ouroboros.3 Note that non-isomorphic snake graphs can give rise to
isomorphic band graphs. See Fig. 9 for examples.

The interior edges of the band graph G b are by definition the interior edges of G plus
the gluing edge b D b0. A band graph is uniquely determined by its sequence of tiles
G1; : : : ; Gd together with its sign function on the interior edges (including the gluing edge).

In order to be able to formally take sums of band graphs we make the following
definition.

Definition 3.1. Let R denote the free abelian group generated by all isomorphism classes
of finite disjoint unions of snake graphs and band graphs. If G is a snake graph, we also
denote its class in R by G , and we say that G 2 R is a positive snake graph and that its
inverse �G 2 R is a negative snake graph.

3.3 From Snake Graphs to Surfaces

Given a snake graph G D .G1; G2; : : : ; Gd /, we can construct a triangulated polygon as
follows.

� In each tile Gi add a diagonal �i from the northwest corner to the southeast corner.

Fig. 9 Examples of small band graphs; the two band graphs with 3 tiles are isomorphic

3 Ouroboros: a snake devouring its tail.
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� Tilt the snake graph such that each tile becomes a parallelogram consisting of two
equilateral triangles.
� Fold the snake graph along the interior edges e1; : : : ; ed�1, and, at each folding, iden-
tify the two triangles on either side of the interior edge.

This produces a surface that is homeomorphic to a triangulated polygon with dC3 vertices
whose set of boundary segments is precisely SWG [ Int G [ GNE and whose triangulation
is given by the diagonals �1; : : : ; �d .

Exercise 3.2. Cut out the following figure and perform the folding. Interior edges are black.

A labeled snake graph is a snake graph in which each edge and each tile carries a label
or weight. For example, for snake graphs from cluster algebras of surface type, these labels
are cluster variables.

3.4 Labeled Snake Graphs from Surfaces

Now we want to go the other way and associate a snake graph to every arc in a triangulated
surface.

Let T be an ideal triangulation of a surface .S; M/ and let � be an arc in .S; M/ which
is not in T . Choose an orientation on � , let s 2 M be its starting point, and let t 2 M be
its endpoint. Denote by

s D p0; p1; p2; : : : ; pdC1 D t

the points of intersection of � and T in order. For j D 1; 2; : : : ; d , let �ij be the arc of T

containing pj , and let �j�1 and �j be the two ideal triangles in T on either side of �ij .
Then, for j D 1; : : : ; d � 1; the arcs �ij and �ij C1

form two sides of the triangle �j in T

and we define ej to be the third arc in this triangle, see Fig. 10.
Let Gj be the quadrilateral in T that contains �ij as a diagonal. We will think of Gj as

a tile as in Sects. 3.1, but now the edges of the tile are arcs in T and thus are labeled edges.
We also think of the tile Gj itself being labeled by the diagonal �ij .

Define a sign function f on the edges e1; : : : ; ed�1 by

f .ej / D
(
C1 if ej lies on the right of � when passing through�j

�1 otherwise.

The labeled snake graph G� D .G1; : : : ; Gd / with tiles Gi , interior edges e1; e2; : : : ;

ed�1, and sign function f is called the snake graph associated to the arc � . Each edge e of
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Fig. 10 The arc � passing through d C 1 triangles �0; : : : ; �d . The corresponding snake graph is given
in Fig. 11

Fig. 11 The snake graph
corresponding to the arc � in
Fig. 10

G� is labeled by an arc �.e/ of the triangulation T . We define the weight x.e/ of the edge
e to be the cluster variable associated to the arc �.e/. Thus x.e/ D x�.e/.

Note that we can define a sign function f in the same way for any closed loop �. In that
case we define the band graph G ı

�
of � to be the band graph with tiles Gi and sign function

f .

3.5 Perfect Matchings, Height, and Weight

A perfect matching of a graph G is a subset P of the edges of G such that each vertex of G
is incident to exactly one edge of P . We define

Match G D fperfect matchings ofG g :

If G ı D G b is a band graph, we define MatchG ı to be the set of all perfect matchings P

of the snake graph G such that P is a perfect matching of G ı, where we identify the two
gluing edges.
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Each snake graph G has precisely two perfect matchings P�; PC that contain only
boundary edges. We call P� the minimal matching and PC the maximal matching of G .4

P�	P D .P�[P /n.P�\P / denotes the symmetric difference of an arbitrary perfect
matching P 2 MatchG with the minimal matching P�.

Definition 3.3. Let P 2 MatchG . The set P� 	 P is the set of boundary edges of a
(possibly disconnected) subgraph GP of G , and GP is a union of tiles

GP D
[

i

Gi :

We define the height monomial of P by

y.P / D
Y

Gi a tile in GP

yi :

Thus y.P / is the product of all yi for which the tile Gi lies inside in P 	 P� with
multiplicities.

3.6 Expansion Formula

Let T D f�1; : : : ; �ng be a triangulation of .S; M/ and letA D A.xT ; yT ; QT / be the clus-
ter algebra with principal coefficients at T . Thus xT D .x1; : : : ; xn/, yT D .y1; : : : ; yn/

and P D Trop.y1; : : : ; yn/.
For simplicity, we assume here that there are no self-folded triangles in T . For the gen-

eral case see the appendix.

Theorem 3.4 ([23]). Let � be an arc not in the triangulation T . Then the cluster variable
x� is equal to

x� D 1

cross.�/

X

P2MatchG�

x.P /y.P / ;

where x.P / D Q
e2P x.e/ is the weight of P , y.P / is the height of P and cross.�/ DQd

jD1 xij .

Since this theorem gives us a direct formula for the cluster variables, it allows us to
redefine the cluster algebra without using mutations as in the following corollary.

Corollary 3.5. The cluster algebra A of the surface .S; M/ with principal coefficients in
the triangulation T is the ZP- subalgebra of F generated by all

4 There is a choice involved here which of the two is P� and this will make a difference later when we
consider expansion formulas for cluster algebras with nontrivial coefficients. One can determine P� as
follows. If a tile Gj in the snake graph has the same orientation as the corresponding quadrilateral in the
surface S , then P� contains the south and the north edges of Gj if they are boundary edges, and P� does
not contain the east or the west edge of Gj .
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1

cross.�/

X

P2MatchG�

x.P /y.P /,

where � runs over all arcs in .S; M/.

3.7 Examples

In the example in Fig. 12, we compute the snake graph G� of an arc � in a triangulated
polygon. The arc � crosses two arcs of the triangulation, hence the snake graph G� has
two tiles. The graph G� admits exactly 3 perfect matchings (drawn in red), and they form
a linear poset in which P� is the unique minimal element and PC is the unique maximal
element. The corresponding monomials are listed in the rightmost column. Thus in this
example we have

x� D x1 y1y2 C x3 y1 C x2

x1x2

:

In the example in Fig. 13, we compute the snake graph G� of an arc � in a triangulated
annulus. The arc � crosses the triangulation three times, twice in the arc labeled 1 and
once in the arc labeled 2. Hence the snake graph G� has two tiles labeled 1 and one tile
labeled 2. The graph G� admits exactly 5 perfect matchings drawn in red in the poset. The
corresponding monomials are listed on the right of the poset. Thus in this example we have

x� D x2
1 y2

1y2 C y2
1 C 2x2

2 y1 C x4
2

x2
1x2

:

Fig. 12 An arc � in a triangulated hexagon (left), its snake graph G� (center left), and its poset of perfect
matchings (center right), and the corresponding monomials (right). The edges labeled a,b,c,d,e,f are bound-
ary edges and their weights are one. The edges labeled 1,2,3 are arcs in the triangulation and their weights
are the cluster variables x1; x2; x3, respectively. The perfect matching P� is the minimal element of the
poset and PC is the maximal element
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Fig. 13 An arc � in a triangulated annulus (top left), its snake graph G� (top right), the poset of perfect
matchings of G� (bottom left), and the corresponding monomials (bottom right). The edges labeled a,b
are boundary edges and their weights are one. The edges labeled 1,2 are arcs in the triangulation and their
weights are the cluster variables x1; x2, respectively. The perfect matching P� is the minimal element of
the poset and PC is the maximal element

4 Bases for the Cluster Algebra

We would like to have a unique way to write each element of the cluster algebra as a sum
of elements of a fixed basis. Recall the mutation exchange relations (2) among the cluster
variables

.yk ˚ 1/ xkx0k D yk

Y

i!k

xi C
Y

i k

xi :

This is an example of an element of the cluster algebra that can be written in two dif-
ferent ways. We would like a unique way. In this section, we present two solutions to this
problem for cluster algebras of surface type.
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From now on letA D A.xT ; yT ; QT / be a cluster algebra arising from a surface .S; M/

with principal coefficients at a fixed triangulation T , and assume that the surface has no
punctures.5 Since the cluster algebra is generated by cluster variables, we need to under-
stand (sums of) products of cluster variables. Since cluster variables are in bijection with
arcs, products of cluster variables are in bijection with sets of arcs with multiplicities. We
call a set of curves with multiplicities a multicurve.

Moreover, to each arc we have associated a snake graph which allows us to compute
the cluster variable via the perfect matching formula of Theorem 3.4. Therefore a product
of cluster variables can be computed by the same perfect matching formula, replacing the
single snake graph by a union of snake graphs. We get the following diagram:

product of cluster variables multicurve

Laurent expansion union of snake graphs

tY

iD1

.x�i
/�i

tG

iD1

�iG

jD1

f�ig

1

cross.G /

X

P2MatchG

x.P /y.P / G D
tG

iD1

�iG

jD1

G�i

4.1 Skein Relations

The relations among the cluster variables can be expressed on the level of arcs using
smoothing operations [25] and on the level of snake graphs as resolutions [7, 8, 10].

Let �1 and �2 be two curves that cross at a point x. Then we define the smoothing of
f�1; �2g at x to be the pair of multicurves f�3; �4g and f�5; �6g obtained from f�1; �2g
by replacing the crossing 
 in a small neighborhood of x with the pair of segments _̂
(respectively ��).

f�1; �2g smoothing at x���������! f�3; �4g; f�5; �6g :

If � is a curve with a self-crossing at a point x, we also define the smoothing of � at x

to be the pair of curves �34 and �56 obtained from � by the same local transformation. See
Fig. 14 for examples of the smoothing operation.

It is important to notice that performing the smoothing operation on arcs may produce
generalized arcs; and performing it on generalized arcs may produce closed loops. For

5 So far, restricting to the case without punctures has been for the sake of simplicity. But now we really
need to make this restriction.
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Fig. 14 An example of the smoothing operation. The multicurve on the left has two crossings. Smoothing
one of the crossings yields the sum of the two multicurves in the center. Both of them still have one crossing.
Smoothing these yields the sum of the 4 multicurves on the right

example, the first smoothing step in Fig. 14 produces a generalized arc, and the second step
produces a closed loop.

A closed loop is called essential if it is not contractible and it has no self-crossing.
If � is an essential loop, we use the perfect matching formula for the band graph G ı

�
of

� to define a Laurent polynomial x� . That is

x� D 1

cross.�/

X

P2MatchGı
�

x.P /y.P / :

If � is a contractible closed loop, we define x� D �2 (the integer �2). If � is a curve that
has a contractible kink then we set x� D �x N� , where N� is obtained from � by contracting
the kink to a point. Figure 15 illustrates that this definition is compatible with the smoothing
of the self-crossing at the kink.

Theorem 4.1 ([25]).

(a) If f�3; �4g [ f�5; �6g is obtained from f�1; �2g by smoothing a crossing then

x�1
x�2
D y34x�3

x�4
C y56x�5

x�6
;

for some coefficients y34; y56 2 P.
(b) If the pair �34; �56 is obtained from � by smoothing a self-crossing then

x� D y34x�34
C y56x�56

;

for some coefficients y34; y56 2 P.

Remark 4.2. (a) The equations in Theorem 4.1 are called skein relations.
(b) Theorem 4.1 was proved in [25] using hyperbolic geometry. A combinatorial proof in

terms of snake and band graphs was given in [7, 8, 10].

Fig. 15 A curve � with a contractible kink is equal to the negative of the same curve with the kink
removed s N�
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4.1.1 Smoothing of Arcs Versus Resolutions of Snake Graphs

The definition of smoothing is very simple. It is defined as a local transformation replacing
a crossing
with the pair of segments � (resp. ��). But once this local transformation
is done, one needs to find representatives inside the isotopy classes of the resulting curves
which realize the minimal number of crossings with the fixed triangulation. This means
that one needs to deform the obtained curves isotopically, and to “unwind” them if possible,
in order to see their actual crossing pattern, which is crucial for the applications to cluster
algebras. This can be quite complicated especially in a higher genus surface.

The situation for the snake and band graphs is exactly opposite. The definition of the
resolution is very complicated because one has to consider many different cases. But once
all these cases are worked out, one has a complete list of rules in hand, which one can
apply very efficiently in actual computations. The reason for this is that the definitions of
the resolutions already take into account the isotopy mentioned above.

For explicit computations in the cluster algebra, one always needs to construct the snake
graphs in order to compute the Laurent polynomials. Thus for this purpose it is more effi-
cient to work with resolutions of snake graphs.

We will not give the list of resolutions of snake graphs here. We refer to [7, 8, 10].

4.2 Definition of the basesBı andB

We have seen that in order to define a basis, we need to understand products of cluster
variables, and that a product of cluster variables corresponds to a multicurve in the surface.
Let k be the number of crossings in this multicurve. Then we can perform a smoothing
operation at one of the crossings and obtain two multicurves, each of which will have at
most .k � 1/ crossings. Continuing this way, we can construct a collection of at most 2k

multicurves without crossings.
Now using the skein relations, we can perform each smoothing operation on the level of

the Laurent polynomials. Thus we can express our original product of cluster variables as
a sum of at most 2k products

Q
�2C x� where C is a multicurve without crossings.

We have also seen that the multicurves C that appear may contain arcs, boundary seg-
ments, and closed loops. Below, we shall characterize the set Bı of all multicurves C that
arise in this way. Then the above argument shows that Bı spans the cluster algebra.

We introduce the following notation. See Fig. 16 for an illustration.

Definition 4.3. Let � be an essential loop.

(a) The union of k copies of � is called the k-bangle of � and is denoted by Bangk �.
(b) The closed loop obtained by concatenating � with itself k times is called the k-bracelet

of � and is denoted by Brack �.

Note that the k-bracelet Brack � has exactly k � 1 self-crossings.

Definition 4.4. (a) Let Bı be the set of all products
Q

�2C x� where C ranges over all
multicurves of arcs and essential closed loops without crossings.
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Fig. 16 A bangle Bang4 � on
the left and a bracelet Brac4 �
on the right

(b) Let B be the set of all products
Q

�2C x� where C ranges over all collections of arcs
and bracelets such that

� no two elements of C cross, except for the self-crossings of bracelets;
� for every essential loop �, if Brack � 2 C then there is only one copy of it in C

and no other bracelet of � is in C .

Theorem 4.5 ([24]). Both B and Bı are bases for A.x; y; Q/.

Proof idea: The fact that Bı spans the cluster algebra follows from the skein relations
using the method described above. To show that Bı is linearly independent one uses the
so- called g-vectors of the cluster algebra elements, which is closely related to the sign
functions of the snake graphs. Finally, one needs to show that the Laurent polynomials in
Bı actually are elements of the cluster algebra. This is a surprisingly subtle point. In [24]
this was proved for unpunctured surfaces which have at least 2 marked points using the
smoothing operations on arcs. In [6] the proof was extended to all unpunctured surfaces
using snake graph calculus. This shows that Bı is a basis.

To prove that B is a basis, one needs to replace the bangles by the bracelets. Alge-
braically this can be done in terms of Chebyshev polynomials, xBrack � D Tk.x� / where
Tk is the k-th Chebyshev polynomial of the second kind. These polynomials are defined
recursively as

T0.x/ D 2 ; T1.x/ D x ; Tk.x/ D xTk�1.x/ � Tk�2.x/ ; for k � 2 :

Thus for the bracelets, we obtain the relation

Brack.�/ D � Brack�1.�/ � Brack�2.�/ ;

which can be seen also directly from the skein relations. In Fig. 17, we illustrate the case
k D 4, where we are smoothing the top crossing of the 4-bracelet. Note that the rightmost
curve in that figure has a contractible kink, which produces the minus sign in the equation.

The basis B has the following important advantage over the basis Bı.

Theorem 4.6 ([27]). The basis B has positive structure constants.

Fig. 17 Skein relation showing that Brac4.�/ D � Brac3.�/� Brac2.�/
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This means that if b; b0 2 B are two basis elements, and if we express their product as
a linear combination of elements in B as

bb0 D
X

b002B
gb00

b;b0b
00 ;

then the gb00

b;b0 2 ZP are called the structure constants of the basis B, and the theorem says

that gb00

b;b0 2 Z�0P.
It is known that the basis Bı does not have positive structure constants, see [27, Exam-

ple 4.13].

Remark 4.7. The correspondence between the cluster algebra and a triangulated surface
can be generalized to triangulated orbifolds, see [13]. In this setting the cluster algebra
does not correspond to a quiver but to a skew-symmetrizable matrix, and, in contrast to the
surface, the orbifold is allowed to have singularities. The results in Sects. 3 and 4 have been
generalized to this setting in [11, 12].

A Appendix: Generalization to Surfaces with Punctures

A.1 Tagged arcs

Note that an arc � that lies inside a self-folded triangle in T cannot be flipped. In order
to rectify this problem, the authors of [16] were led to introduce the slightly more general
notion of tagged arcs.

A tagged arc is obtained by taking an arc that does not cut out a once-punctured mono-
gon and marking (“tagging”) each of its ends in one of two ways, plain or notched, so that
the following conditions are satisfied:

� an endpoint lying on the boundary of S must be tagged plain
� both ends of a loop must be tagged in the same way.

Thus there are four ways to tag an arc between two distinct punctures and there are two
ways to tag a loop at a puncture, see Fig. 18. The notching is indicated by a bow tie.

One can represent an ordinary arc ˇ by a tagged arc 	.ˇ/ as follows. If ˇ does not cut out
a once-punctured monogon, then 	.ˇ/ is simply ˇ with both ends tagged plain. Otherwise,
ˇ is a loop based at some marked point q and cutting out a punctured monogon with the

Fig. 18 Four ways to tag an arc between two punctures (left); two ways to tag a loop at a puncture (right)
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Fig. 19 Tagged triangulation
of the punctured annulus
corresponding to the ideal
triangulation of the right-hand
side of Fig. 5

sole puncture p inside it. Let ˛ be the unique arc connecting p and q and compatible with
ˇ. Then 	.ˇ/ is obtained by tagging ˛ plain at q and notched at p.

Tagged arcs ˛ and ˇ are called compatible if and only if the following properties hold:

� the arcs ˛0 and ˇ0 obtained from ˛ and ˇ by forgetting the taggings are compatible;
� if ˛0 D ˇ0 then one end of ˛ must be tagged in the same way as the corresponding
end of ˇ;
� ˛0 ¤ ˇ0 but they share an endpoint a, then the ends of ˛ and ˇ connecting to a must
be tagged in the same way.

A maximal collection of pairwise compatible tagged arcs is called a tagged triangu-
lation. Figure 19 shows the tagged triangulation corresponding to the triangulation on the
right-hand side of Fig. 5.

Given a surface .S; M/ with a puncture p and a tagged arc � , we let � .p/ denote the arc
obtained from � by changing its notching at p. If p and q are two punctures, we let � .pq/

denote the arc obtained from � by changing its notching at both p and q.
If ` is an unnotched loop with endpoints at q cutting out a once-punctured monogon

containing puncture p and radius r , see Fig. 20 then we set

x` D xrxr.p/ :

Thus the loop is equal to the product of the two radii.

A.2 Expansion Formula for Plain Arcs in the Presence of Self-Folded
Triangles

If there are self-folded triangles in the triangulation T then we have to modify the y-
monomials in the expansion formula of Theorem 3.4 as follows. Recall that we had defined
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Fig. 20 A self-folded triangle
with loop ` and radius r (left);
the corresponding tagged
arcs r and r.p/ (right). In
the cluster algebra we have
x` D xr xr.p/

y.P / as a monomial in the coefficients y1; : : : ; yn and each yi corresponds to an (untagged)
arc y�i

of T . Now we need to redefine y.P / by replacing every yi in our previous definition
by ˚.yi /, where ˚ is defined below.

˚.yi / D
8
<

:

yi if �i is not a side of a self-folded triangleI
yr

y
r.p/

if �i is a radius r to puncturep in a self-folded triangleI
yr.p/ if �i is a loop ` in a self-folded triangle with radius r and puncturep:

Then the cluster variable x� is equal to

x� D 1

cross.�/

X

P2MatchG�

x.P /y.P / :

A.3 Expansion Formula for Singly Notched Arcs

Definition A.1. If p is a puncture, and � .p/ is a tagged arc with a notch at p but tagged
plain at its other end, we define the associated crossing monomial as

cross.� .p// D cross. p̀/

cross.�/
D cross.�/

Y

�

x� ;

where the product is over all ends of arcs � of T that are incident to p. If p and q are
punctures and � .pq/ is a tagged arc with a notch at p and q, we define the associated
crossing monomial as

cross.� .pq// D cross. p̀/ cross.`q/

cross.�/3
D cross.�/

Y

�

x� ;

where the product is over all ends of arcs � that are incident to p or q.

Let p be a puncture and let � be an arc from a point q ¤ p to p. Let � .p/ be the tagged
arc that is notched at p and plain at q and let ` denote the loop at q that cuts out the once-
punctured monogon with puncture p and radius � . Thus 	.`/ D � .p/. Let G` be the snake
graph of `.
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The snake graph G` contains two disjoint connected subgraphs, one on each end, both
of which are isomorphic to G� . We let G�p ;1 denote the one at the southwest end of G` and
G�p ;2 the one at the northeast end.

We let H�p ;1 be the subgraph of G�p ;1 obtained by deleting the northeast vertex, and
H�p ;2 be the subgraph of G�p ;2 obtained by deleting the southwest vertex.

In Fig. 21, the subgraph G�p ;1 is the subgraph of G` consisting of the first two tiles and
G�p ;2 is the subgraph consisting of the last two tiles. In the same figure, the graph H�p ;1 is
the graph consisting of the first tile and the south edge of the second tile.

Definition A.2. A perfect matching P of G` is called � -symmetric if the restrictions of P

to the two ends satisfy P jH�p;1
Š P jH�p;2

.
If P is � -symmetric, define

Nx.P / D x.P /

x.P jG�;i
/

; Ny.P / D y.P /

y.P jGj�;i /
;

where i D 1 or 2 depending on which subgraph the restriction of P defines a perfect
matching.

Let T D f�1; : : : ; �ng be a tagged triangulation of .S; M/ and let A D A.xT ; yT ; QT /

be the cluster algebra with principal coefficients at T . Thus xT D .x1; : : : ; xn/, yT D
.y1; : : : ; yn/ and P D Trop.y1; : : : ; yn/.

Let p be a puncture and assume that T contains no arc notched at p. In fact this is not
really a restriction, because if the arcs in T are notched at p we can change the tags of all
arcs at p to “plain” and obtain the same quiver QT .

Let � be an arc from a point q ¤ p to p and let � .p/ and ` be as above.

Theorem A.3. If � is not in the triangulation T , then the cluster variable x�.p/ is equal to

x�.p/ D 1

cross.� .p//

X

P

Nx.P / Ny.P / ;

where the sum is over all � -symmetric matchings P of G`.

Remark A.4. If � is in T (so x� is an initial cluster variable), then x�.p/ D x`=x� , where
x` is computed by the formula in Theorem 3.4.

A.4 Expansion Formula for Doubly Notched Arcs

For the case of a tagged arc with notches at both ends, we need two more definitions.
Let p and q be a puncture and let � be an arc from a point p to q. Let � .p/ be the tagged

arc that is notched at p and plain at q and let � .q/ be the tagged arc that is notched at q and
plain at p. Let p̀ be the loop at q such that 	. p̀/ D � .p/, and let `q be the loop at p such
that 	.`q/ D � .q/.
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Definition A.5. Assume that the tagged triangulation T does not contain either � , � .p/, or
� .q/. Let Pp and Pq be � -symmetric matchings of G`p

and G`q
, respectively. Then the pair

.Pp; Pq/ is called � -compatible if at least one of the following two conditions holds.

� The restrictions PpjG�p;1
, and PqjG�q;1

are isomorphic perfect matchings of the sub-
graph G�p ;1 Š G�q ;1, or

� the restrictions PpjG�p;2
, and PqjG�q;2

are isomorphic perfect matchings of the sub-
graph G�p ;2 Š G�q ;2.

If .Pp; Pq/ is a � -compatible pair of matchings define the weight and height monomial,

NNx.Pp; Pq/ D x.Pp/ x.Pq/

x.PpjG�p;i
/3

; NNy.Pp; Pq/ D y.Pp/ y.Pq/

y.PpjG�p;i
/3

;

where i D 1 or 2 depending on the two cases above.

For technical reasons, we require that .S; M/ is not a closed surface with exactly 2

marked points for Theorem A.6.

Theorem A.6. If � is not in the triangulation T , then the cluster variable x�.p/ is equal to

x�.pq/ D 1

cross.� .pq//

X

.Pp ;Pq/

NNx.Pp; Pq/ NNy.Pp; Pq/ ;

where the sum is over all � -compatible pairs of matchings .Pp; Pq/ of .G`p
;G`q

/.

A.5 Example of a Cluster Expansion for a Singly Notched Arc

To compute the Laurent expansion of x�.p/ of the notched arc in top left picture in Fig. 21,
we draw the snake graph G` of the loop `, shown in the top right picture of the same figure.
The poset of � -symmetric matchings of G` is shown in the bottom left picture. Note that
the matchings agree on the subgraphs H�p ;1 and H�p ;2. The corresponding monomials
Nx.P / Ny.P / are shown in the bottom right of the figure.

Simplifying and dividing by cross.� .p// D x1x2x3x4 we obtain

x�.p/ D x1x2x3 y1y2y3y4 C x1x3 y1y2y3 C x4 y1y3 C x2x4 y3 C x2x4 y1 C x2
2x4

x1x2x3x4

:

Since all the initial variables and coefficients appearing in this sum correspond to ordinary
arcs, the specializations of x-weights or y-weights of Sects. A.2 were not necessary in this
case.
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Fig. 21 A notched arc � .p/ in a triangulated punctured square (top left), the snake graph G` of the corre-
sponding loop ` (top right) the poset of �-symmetric matchings of G` (bottom left) and the corresponding
monomials (bottom right)

A.6 Example of a Laurent Expansion for a Doubly Notched Arc

We close with an example of a cluster expansion formula for a tagged arc with notches
at both endpoints. The top left picture in Fig. 22 shows a triangulation of a sphere with 6
punctures in the shape of an octahedron. The numbers 1,. . . ,12 in that figure are the labels
of the arcs of the triangulation. We compute the Laurent expansion of the red arc � .pq/ in
the figure. The two snake graphs of the two loops p̀ and `q are shown in the top right of
the figure. Note that the two snake graphs have the same shape, but not the same labels.
The pictures at the bottom of the figure show the posets of � -symmetric matchings for both
snake graphs. The corresponding monomials Nx.P / Ny.P / are listed below in the shape of
the two posets.



96 R. Schiffler

Fig. 22 Ideal triangulation T ı and doubly notched arc �3
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Fig. 23 The Laurent polynomial of x�.pq/

We want to find all � -compatible pairs. The four perfect matchings on the lower left
side of the first poset all have horizontal edges on the first tile. These edges have labels 2
and 6. Therefore, each of these matchings forms a � -compatible pair with each of the four
matchings on the lower left side of the second poset. Similarly, the four perfect matchings
on the upper right side of the first poset all have horizontal edges on the last tile. These
edges have labels 5 and 9. Therefore, each of these matchings forms a � -compatible pair
with each of the four matchings on the upper right side of the second poset. There are no
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other � -compatible pairs, so we have a total of 32 pairs. The Laurent polynomial for x�.pq/

is shown in Fig. 23.

Acknowledgements The author is supported by NSF CAREER grant DMS-1254567 and by the Univer-
sity of Connecticut.
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Cluster Characters

Pierre-Guy Plamondon

1 Introduction

Shortly after the introduction of cluster algebras in [19], links with an impressively vast
number of fields of mathematics were uncovered. Among these is the representation the-
ory of finite-dimensional algebras, whose links to cluster algebras became apparent in, for
instance, [8, 10, 39].

The link between representation theory and cluster algebra has proved itself to be fruitful
on both sides: on the one hand, it has allowed an understanding of cluster algebras that has
led to the proof of conjectures of Fomin and Zelevinsky: see for instance [13, 16, 22, 25].
On the other hand, it has sparked many developments in representation theory, as illustrated
by the introduction of the theory of � -tilting in [1], the study of cluster-tilted algebras and
their representations initiated in [9] and the study of representations of certain quivers with
loops in [26], among other examples.

Central in the study of this link are cluster characters. Broadly speaking, they are maps
which associate to each module over certain algebras (or object in certain triangulated
categories) an element in a certain cluster algebra. They have been introduced in [10], and
have been studied, used, and generalized for instance in [11, 12, 22, 40, 43, 47].

The aim of these notes is to introduce cluster characters, present some of their main
properties, and show how they can be used to categorify cluster algebras.

The notes are organized as follows. In Sect. 2, we introduce F -polynomials of mod-
ules over finite-dimensional algebras. They can be seen as a “homology-free” version of
cluster characters. Their definition relies heavily on representation theory of quivers and on
projective varieties called submodule Grassmannians; these are introduced first.

In Sect. 3, we introduce the cluster category of an acyclic quiver. We first recall the
notion of derived category, and we focus on examples in type An.

Section 4 is devoted to the introduction of an abstract setting: that of 2-Calabi–Yau
triangulated categories with cluster-tilting objects. This setting contains that of cluster cat-
egories, and is the one used in these notes to study cluster characters.

c� Springer International Publishing AG, part of Springer Nature 2018
I. Assem and S. Trepode (eds.), Homological Methods, Representation
Theory, and Cluster Algebras, CRM Short Courses,
https://doi.org/10.1007/978-3-319-74585-5_4
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Finally, cluster characters are introduced in Sect. 5, together with some of their proper-
ties leading to a categorification of cluster algebras.

The notes reflect a minicourse I gave at the CIMPA school in Mar del Plata, Argentina,
in March 2016. Each section corresponds, more or less, to a one-hour lecture. I take this
opportunity to thank the organizers of the CIMPA–ARTA V joint meeting during which
this minicourse was given.

2 Quiver Representations and Submodule Grassmannians

In this section, we define in an elementary way the notion of quiver representation, and
introduce a projective variety, the submodule Grassmannian, whose points parametrize
subrepresentations of a given representation.

2.1 Quiver Representations

Let k be a field. We are interested in studying modules over k-algebras and their sub-
modules. A convenient setting for this is that of quiver representations. There are many
textbooks dealing with the subject, for instance [3, 4, 42, 46, 48].

Definition 2.1. A quiver is an oriented graph. More precisely, a quiver Q is given by a
4-tuple .Q0; Q1; s; t/, where

� Q0 is a set, whose elements are called vertices;
� Q1 is a set, whose elements are called arrows;
� s; t W Q1 ! Q0 are two maps, which associate to each arrow its source or its target,

respectively.

Quivers are allowed to have multiple edges, oriented cycles, and even loops. Throughout
these notes quivers will be assumed to finite, that is to say, their sets of vertices and arrows
will be finite.

Example 2.2. We will usually number the vertices of a quiver by using natural numbers,
and use letters to name the arrows. We will represent quivers as oriented graphs. Here is an
example:

4

1
b

a

2
c

3
d

e

f

g

5 .

A path in a quiver is a concatenation of arrows w D am � � � a1a0 such that s.aiC1/ D
t .ai / for all i from 0 to m � 1. This means that we compose arrows from right to left. We
extend the maps s and t to the set of all paths by putting s.w/ D s.a0/ and t .w/ D t .am/.
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Additionally, for each vertex i , there is a path of length 0 starting and ending at i and
denoted by ei . We call it either the trivial path or the lazy path at i . If w is any path, then
w D et.w/w D wes.w/.

Definition 2.3. Let Q be a quiver. A representation of Q is a tuple V D .Vi ; Va/i2Q0;a2Q1
,

where

� for each vertex i in Q, Vi is a k-vector space, and
� for each arrow a in Q, VaW Vs.a/ ! Vt.a/ is a k-linear map.

A representation V is said to be finite-dimensional if all the vector spaces Vi are finite-
dimensional; in that case, the dimension vector of V is dimV D .dimVi /i2Q0

. If w D
am � � � a1a0 is a path in Q, we write Vw D Vam

ı � � � ı Va1
ı Va0

.

In these notes, all representations will be finite-dimensional.

Definition 2.4. Let V and W be two representations of a quiver Q. A morphism of repre-
sentations from V to W , denoted by f W V ! W , is a tuple f D .fi /i2Q0

, where

� for each vertex i of Q, fi W Vi ! Wi is a k-linear map, and
� for each arrow a of Q, we have that Wa ı fs.a/ D ft.a/ ı Va. In other words, the

following diagram commutes:

Vs.a/

fs.a/

Va

Ws.a/

Wa

Vt.a/

ft.a/

Wt.a/ .

Composition of morphisms is defined vertex-wise in the obvious way.

Representations of a quiver Q, together with their morphisms, form a category Rep.Q/.
We denote by rep.Q/ its full subcategory whose objects are finite-dimensional representa-
tions. These categories are abelian; we can see this by showing that they are equivalent to
module categories (see Proposition 2.6).

Definition 2.5. Let Q be a quiver. The path algebra of Q is the associative k-algebra kQ

defined as follows.

� For all nonnegative integers `, let .kQ/` be the k-vector space with basis the set of
paths of length ` in Q. Then the underlying vector space of kQ is

L1
`D0.kQ/`.

� Multiplication is defined on paths by

w2 � w1 D
(

w2w1 if s.w2/ D t .w1/

0 otherwise,

and extended to all of kQ by linearity.
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We denote bym the two-sided ideal of kQ generated by the arrows of Q. In other words,
m D L1

`D1.kQ/`.
If I is any two-sided ideal of kQ, then we denote by Rep.Q; I / the full subcategory of

Rep.Q/ whose objects are representations V “satisfying the relations in I ,” that is, such
that for any linear combination of paths

P
i �i wi lying in I , we have that

P
i �i Vwi

D 0.
One of the main motivations for studying representations of quivers can be summarized

in the following results. First, representations of a quiver and modules over its path algebra
should be viewed as being the same thing. More precisely:

Proposition 2.6. Let Q be a quiver and I be a two-sided ideal of kQ. Then the categories
Mod .kQ=I/ and Rep.Qop; I op/ are equivalent. (Here Mod A is the category of right(!)
modules over A, and Qop is the opposite quiver, obtained by reversing the orientation of
all arrows of Q).

The same is true of mod .kQ=I/ and rep.Qop; I op/, the full subcategories of finite-
dimensional modules and representations, respectively.

We see Qop appearing in the proposition because of our choice of conventions: right
modules, and composition of arrows from right to left. The proof of the proposition is
straightforward.

Secondly, over an algebraically closed field, the representation theory of any finite-
dimensional algebra is governed by a quiver with relations. More precisely:

Theorem 2.7. (Gabriel). Assume that the field k is algebraically closed. For any finite-
dimensional associative k-algebra A, there is a unique quiver QA and a (nonunique) ideal
I of kQA such that A and kQA=I are Morita equivalent, and mr � I � m2 for some
r � 2.

An ideal I satisfying mr � I � m2 is called an admissible ideal.

2.2 Submodule Grassmannian

Let Q be a finite quiver, I be an admissible ideal, and V be a representation of .Q; I /.

Definition 2.8. A subrepresentation of V is a tuple .Wi /i2Q0
, where

� each Wi is a subspace of Vi , and
� for each arrow a in Q, we have that Va.Ws.a// � Wt.a/.

In that case, W D .Wi ; VajWs.a/
/i2Q0;a2Q1

is a representation of .Q; I /, and the canon-
ical inclusion into V is a morphism of representations.

Grassmannians of vector spaces are projective varieties whose points parametrize sub-
vector spaces of a given dimension. Submodule Grassmannians of modules generalize
this notion: they are projective varieties, whose points parametrize submodules of a given
dimension vector.
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Definition 2.9. Let e 2 N
Q0 be a dimension vector. The submodule Grassmannian of V

with dimension vector e is the subset Gre.V / of
Q

i2Q0
Grei .Vi / of all points .Wi /i2Q0

defining a subrepresentation of V .

The submodule Grassmannian is in fact a Zariski-closed subset of
Q

i2Q0
Grei .Vi /, so

it is a projective variety.

Examples 2.10.(1) If the quiver Q has only one vertex and no arrows, then representa-
tions of Q are just vector spaces, and their submodule Grassmannians are just usual
Grassmannians.

(2) Let Q D 1 2 be the Kronecker quiver. Consider the representation

V D k2

�
1 0
0 1

�

�
1 1
0 1

� k2:

Then there are six dimension vectors for which the submodule Grassmannian of V is
nonempty. The table below lists those dimension vectors and gives a variety to which
the corresponding submodule Grassmannian is isomorphic.

e .0; 0/ .0; 1/ .0; 2/ .1; 1/ .1; 2/ .2; 2/

Gre.V / point P
1 point point P

1 point

2.3 F -Polynomials of Modules

We now define the F -polynomial of a representation of a quiver with relations .Q; I /

(or, equivalently, of a module over A D kQ=I ). Roughly, the F -polynomial can be seen
as a generating function for counting submodules of a given module (even though this
might not make sense if the base field k is infinite, since a module may have infinitely
many submodules). This theory originates from [10], although F -polynomials of modules
appeared later in [16]. The general results in this section can be found in [18, Sect. 2].

In the rest of this section, the base field k is the field C of complex numbers.

Definition 2.11. Let V be an A-module. Its F -polynomial is

FV .y/ WD
X

e2NQ0

�
�
Gre.V /

�
ye;

where

� y is the tuple of variables .yi j i 2 Q0/;
� ye D Q

i2Q0
y

ei
i ;

� Gre.V / is the submodule Grassmannian (see Definition 2.9); and
� � is the Euler–Poincaré characteristic.
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We give examples of F -polynomials at the end of the section. It is easy to see that the
F -polynomial of a module V only depends on the isomorphism class of V .

Remark 2.12. The most difficult part in the computation of an F -polynomial is determining
the submodule Grassmannians Gre.V /. To compute their Euler–Poincaré characteristic, the
following facts (true since we work over C!) are often sufficient (and indeed, suffice to
prove all the formulas in these notes):

(1) �.point/ D 1;
(2) �.An/ D 1, where An is the affine space of dimension n;
(3) �.Pn/ D n C 1, where Pn is the projective space of dimension n;
(4) �.U � V/ D �.U/ � �.V/;
(5) ifU is a disjoint union of two constructible subsets C1 and C2, then �.U/ D �.C1/ C

�.C2/.
(6) if f W U ! V is a surjective morphism of varieties (or even a surjective constructible

map) such that all fibers f �1.x/ have the same Euler characteristic, say c, then
�.U/ D c�.V/.

See [23, Proposition 7.4.1], which itself refers to [17, 37]. On constructible maps, we refer
the reader to [31].

The first property of F -polynomials deals with direct sums, or equivalently, with split
exact sequences.

Proposition 2.13 ([10, 18]). Let V and W be two modules over A D kQ=I . Then FV �
FW D FV ˚W .

We outline the proof of this proposition, as it gives the flavor of the methods used to
prove the various formulas that appear in these notes. We follow [10, Proposition 3.6].

Proof of Proposition 2.13. Consider the split exact sequence

0 ! V
��! V ˚ W

��! W ! 0 :

To any submodule B of V ˚ W we associate the submodules ��1.B/ and �.B/ of V and
W , respectively. This defines maps

˚eWGre.V ˚ W / �!
a

fCgDe

Grf.V / � Grg.W /

B 7�! �
��1.B/; �.B/

�

which are constructible maps. These maps are clearly surjective. Moreover, the fiber of a
point .U1; U2/ can be shown to be an affine space (it is isomorphic to HomA.U2; V=U1/,
see [10, Lemma 3.8]).

Thus, by Remark 2.12, we get
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�
�
Gre.V ˚ W /

� D �

 
a

fCgDe

Grf.V / � Grg.W /

!

D
X

fCgDe

�
�
Grf.V /

� � �
�
Grg.W /

�
:

From there, the proof is a simple computation:

FV .y/FW .y/ D
 
X

f2NQ0

�
�
Grf.V /

�
yf
!

�
 
X

g2NQ0

�
�
Grg.W /

�
yg
!

D
X

f;g

�
�
Grf.V /

�
�
�
Grg.W /

�
yfCg

D
X

e

 
X

fCgDe

�
�
Grf.V /

�
�
�
Grg.W /

�
!

ye

D
X

e

�
�
Gre.V ˚ W /

�
ye

D FV ˚W .y/ : �
The second property of F -polynomials, and perhaps the most important one for our

purposes, deals with almost-split exact sequences. For the theory of almost-split sequences
and the definition of the Auslander–Reiten translation � , we refer the reader to the notes of
the courses [38, 45] in this volume.

Theorem 2.14 ([10, 18]). Let 0 ! �V ! E ! V ! 0 be an almost-split sequence of
modules over A D kQ=I . Then F�V � FV D FE C ydimV .

The spirit of the proof of this theorem is similar to that of Proposition 2.13. The differ-
ence lies in the fact that the morphism ˚e is no longer surjective for all e; the term ydimV in
the right-hand side of the statement compensates, in some sense, this lack of surjectivity.

2.4 Examples of F -Polynomials

2.4.1 .

Let Q be the quiver with one vertex and no arrows. Its path algebra is simply C, and
representations of Q are just vector spaces.

Let V be a d -dimensional vector space. Then

FV .y/ D
dX

iD0

 
d

i

!

yi :
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This can be seen by observing that, for d D 1, the F -polynomial is 1 C y, and then by
applying Proposition 2.13. As a corollary, we get a nice proof of the known fact that the
Euler–Poincaré characteristic of the (usual) Grassmannian Gri .Cd / is equal to

�
d
i

�
.

2.4.2 .

Let Q be the quiver with one vertex and one loop `, subject to the relation `2 D 0. For this
quiver, there are only two indecomposable representations (up to isomorphism):

V1 D C

0

and V2 D C
2

�
0 0
1 0

�

and only one almost-split sequence:

0 ! V1 ! V2 ! V1 ! 0:

The F -polynomials are easily seen to be FV1
.y/ D 1 C y and FV2

.y/ D 1 C y C y2, and
one can check that they satisfy Theorem 2.14.

2.4.3 .

Let Q and V be as in Example 2.10(2). Then FV .y1; y2/ D 1 C 2y2 C y2
2 C y1y2 C

2y1y2
2 C y2

1y2
2 .

2.4.4 .

We list a few more examples and properties of F -polynomials.

(1) If V and W are isomorphic, then FV D FW . The converse is false: consider the Kro-
necker quiver

1
a

b
2 .

Then the representations

V1 D C
0

1
C and V2 D C

1

0
C

are not isomorphic, but their F -polynomials are both equal to 1 C y2 C y1y2.
(2) If FV is an irreducible polynomial, then V is indecomposable. The converse is false:

consider the quiver

1
a

2 .
b
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Then the representation

C
2

. 1 0 /

C .�
0
1

�

is indecomposable, but its F -polynomial is 1Cy1Cy1y2Cy2
1y2 D .1Cy1y2/.1Cy1/.

(3) An F -polynomial may have negative coefficients. An example for a quiver with two
vertices and four arrows is given in [16, Example 3.6].

3 Cluster Categories

3.1 Derived Categories

Derived categories were introduced by J.-L. Verdier in [49, 50]. Their general theory is
discussed in numerous books and papers; let us cite [28, 29, 32, 34, 51].

In this section, we only give a brief outline of the theory of derived categories, focusing
on aspects that suit the purpose of these notes. Here, k is an arbitrary field.

3.1.1 Generalities

Let A be an abelian category (for example, the category of modules over a finite-dimen-
sional k-algebra). In particular, every morphism inA has a kernel and a cokernel.

A complex of objects of A is a sequence of morphisms

C D � � � di�2����! Ci�1

di�1����! Ci

di���! CiC1

diC1����! � � �
such that diC1 ı di D 0 for all integers i .

Let C and C 0 be two complexes. A morphism of complexes f W C ! C 0 is an infinite
tuple f D .fi /i2Z such that for all integers i , fi W Ci ! C 0

i is a morphism, and the square

Ci

di

fi

CiC1

fiC1

C 0
i

d 0

i
C 0

iC1

commutes, that is, fiC1 ı di D d 0
i ı fi .

We denote by C.A/ the category of complexes ofA. It is an abelian category. It admits
an automorphism called the shift functor and denoted by Œ1�, which is defined by .C Œ1�/i D
CiC1, and where the differential ı of C Œ1� is defined by ıi D �diC1.

The homology of a complex C at degree i is the object Hi .C / WD ker.di /= im.di�1/. It
is easy to see that a morphism of complexes f W C ! C 0 induces in each degree a morphism
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Hi .f /W Hi .C / ! Hi .C
0/. A quasi-isomorphism is a morphism of complexes f such that

all induced morphisms in homology are isomorphisms.
The derived category of A is the category obtained when formally inverting all quasi-

isomorphisms in C.A/. A convenient construction of the derived category is given by first
defining the homotopy category K.A/. This category is the quotient of C.A/ by the ideal
of all null-homotopic morphisms, that is, morphisms of complexes f W C ! C 0 such that
there exist morphisms si W Ci ! C 0

i�1 isA such that fi D d 0
i�1si C siC1di for all i 2 Z.

The derived categoryD.A/ is then the category obtained fromK.A/ by formally invert-
ing all quasi-isomorphisms.

If, instead of C.A/, one considers the categories CC.A/, C�.A/ and Cb.A/ of com-
plexes bounded on the left, on the right and on both sides, respectively, then one defines
derived categories DC.A/, D�.A/, and Db.A/. Of importance to us in the next section
will beDb.A/, called the bounded derived category.

The advantage of defining the derived category by working in K.A/ instead of C.A/ is
that it allows one to use a notion of “calculus of fractions” of morphisms, see for instance
[34, Sect. 2.2]. Another advantage, relevant to our situation, is that if A is the module
category of a finite-dimensional algebra A, and if we denote by projA the full subcategory
ofA whose objects are projective modules, thenD�.A/ is equivalent to K�.projA/. This
latter category is often easier to work with.

Proposition 3.1. The functor J WA ! D�.A/ sending an object M to the complex C with
C0 D M and Cj D 0 if j ¤ 0 is fully faithful. Here, � can be C; �; b or an absence of
symbol.

By an abuse of notation, if M is an object ofA, then we denote still by M its image by
the functor J .

3.1.2 Triangulated Categories

An important property of derived categories is that they are triangulated categories. A
triangulated category is a k-linear category T together with a k-linear automorphism
˙ W T ! T called the suspension functor and with a collection of sequences of morphisms
of the form

X
f��! Y

g��! Z
h��! ˙X ;

where gf and hg vanish. The sequences belonging to the collection are called distinguished
triangles, or simply triangles. They are required to satisfy several axioms, which are listed
below and which can be found in any of the references given at the beginning of the section.

(T1) The class of triangles is closed under isomorphism of complexes of length 4. For

any object X , the sequence X
idX���! X ! 0 ! ˙X is a triangle. Any morphism X

f��!
Y can be embedded into a triangle X

f��! Y
g��! Z

h��! ˙X .

(T2) The sequence X
f��! Y

g��! Z
h��! ˙X is a triangle if and only if Y

g��!
Z

h��! ˙X
�˙f�����! ˙Y is.
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(T3) For any commutative diagram

X
f

u

Y
g

v

Z
h

˙X

˙u

X 0 f 0

Y 0 g0

Z0 h0

˙X 0

whose rows are triangles, there exists a morphism wW Z ! Z0 such that the resulting
diagram also commutes (that is, wg D g0v and h0w D .˙u/h).

(T4) (Octahedral axiom) Assume that

X
f��! Y

h��!Z0 i��! ˙X ; Y
g��! Z

j��! X 0 k��! ˙Y ;

X
gf���! Z

`��! Y 0 m��! ˙X

are triangles, and arrange them as in the following picture:

Y 0

X Z

Z0

Y

X 0

Cm
`

9p 9q

gf
C
i

f g

j

h

C.˙h/k

kC

where a “C” on an arrow A ! B means a morphism A ! ˙B . Then there exist mor-
phisms pW Z0 ! Y 0 and qW Y 0 ! X 0 such that

Z0 p��! Y 0 q��! X 0 .˙h/k�����! ˙Z0

is a triangle, and we have ph D `g, .˙f /m D kq, i D mp and j D q`.
In other words, the four oriented triangles in the above pictures are triangles of T , the four
nonoriented triangles are commutative diagrams, and the two “big squares” containing the
top and bottom vertices are commutative diagrams.

A consequence of the axioms is that for any object X of T , the functor HomT .X; ‹/W T
! mod k sends triangles to exact sequences.

The derived category D.A/ is a triangulated category whose suspension functor is Œ1�.
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3.1.3 Hereditary Case

We now restrict to the case whereA D mod kQ, for some finite quiver Q without oriented
cycles. The path algebra kQ is then hereditary; in other words, the extension bifunctors
Exti

kQ
.‹; ‹/ vanish for i � 2.

In this situation, we have a good description of the objects of the bounded derived cate-
gory Db.mod kQ/.

Proposition 3.2 ([28, Lemma 5.2]). All indecomposable objects of Db.mod kQ/ are iso-
morphic to indecomposable stalk complexes, that is, complexes C for which there is an
integer i such that Cj D 0 for j ¤ i , and Ci is an indecomposable kQ-module.

Thus all indecomposable objects of Db.mod kQ/ have the form MŒi�, for M an inde-
composable kQ-module and i an integer.

Another important feature in this case is the existence of an automorphism of the derived
category called the Auslander–Reiten translation and denoted by � . We refer the reader
to, for instance, [35, Sect. 3] for its definition in the derived category. It is an avatar of
the Auslander–Reiten translation in module categories, see [38, 45] in this volume, and
also [3, 4].

3.1.4 Dynkin Case

We can say even more about the structure of Db.mod kQ/ if Q is an orientation of a
simply-laced Dynkin diagram:

An W 1 2 � � � n

Dn W
1

3 4 � � � n

2

E6 W

4

1 2 3 5 6

E7 W

4

1 2 3 5 6 7

E8 W

4

1 2 3 5 6 7 8

For any quiver Q, define the repetition quiver ZQ as follows:

� vertices of ZQ are elements .i; n/ of Q0 � Z;



Cluster Characters 113

� for every arrow aW i ! j in Q and every integer n, there are arrows .a; n/W .i; n/ !
.j; n/ and .a�; n/W .j; n/ ! .i; n C 1/ in ZQ.

Example 3.3. If Q D 1 ! 2 ! 3 ! 4 is a quiver of type A4, then ZQ looks like

.1; 0/ .1; 1/ .1; 2/ .1; 3/ .1; 4/ � � �
� � � .2; 0/ .2; 1/ .2; 2/ .2; 3/ .2; 4/

.3; �1/ .3; 0/ .3; 1/ .3; 2/ .3; 3/ � � �
� � � .4; �1/ .4; 0/ .4; 1/ .4; 2/ .4; 3/

Example 3.4. If Q D 1 2 is the Kronecker quiver, then ZQ looks like

.1; 0/ .1; 1/ .1; 2/ .1; 3/ � � �
� � � .2; 0/ .2; 1/ .2; 2/ .2; 3/

Define the mesh category k.ZQ/ to be the category whose objects are the vertices of
ZQ and whose morphisms are k-linear combinations of paths in ZQ, modulo the mesh
relations: whenever we have

�

b1�

.i; n/

a1

ar

::: .i; n C 1/

�
br

in ZQ, where the aj are all arrows leaving .i; n/ and the bj are all arrows arriving in
.i; n C 1/, then

Pr
j D1 bj aj D 0.

For any category C , let ind.C/ be the full subcategory of indecomposable objects of C .

Theorem 3.5 ([27, Proposition 4.6]). If Q is an orientation of a simply-laced Dynkin dia-
gram, then ind

�
Db.mod kQ/

�
is equivalent to k.ZQ/.

3.1.5 Example: Type An

Many computations can be done easily in the derived category of a quiver of type An. Let
Q D 1 ! 2 ! � � � ! n. Then ind

�
Db.mod kQ/

�
is equivalent to the mesh category

k.ZQ/, and so can be pictured as follows (for n D 4):
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1 2 3 4

4
3
2
1

Œ1� � � �

� � � 2
1

3
2

4
3

3
2
1

Œ1�
4
3
2

Œ1�

4
3

Œ�1�
3
2
1

4
3
2

2
1

Œ1� 3
2

Œ1� � � �

� � � 4Œ�1�

4
3
2
1

1Œ1� 2Œ1� 3Œ1�

Here we denoted kQ-modules by their composition series (recall that right kQ-modules
are equivalent to representations of Qop!). The action of the shift functor Œ1� can be seen on
the diagram; that of the Auslander–Reiten translation � is “translation to the left.”

Morphism spaces between two indecomposable objects can be completely determined
using the mesh relations; in particular, these vector spaces have dimension at most 1. Some
triangles can also be derived directly on the picture:

� � � � � � �

� � � � E1 � � � � � � �

� � � � � � �

� � � � � Y � F � � � �

X � � � � � �

� � � � � � � � V � � �

� E2 � U � � �

� � � � � � � � � � � �
On the left of the picture, we see a “rectangle” of solid arrows; it induces a triangle

X ! E1 ˚ E2 ! Y ! ˙X .
On the right of the picture, we see a “hook” of solid arrows, which induces a triangle

U ! F ! V ! ˙U . The rule that “hooks” must obey is the following: the length of
the second part of the hook (from F to V on the picture) is one more than the length of the
downward path from the first object (here U ) to the bottom of the picture. Of course, hooks
that are symmetric to the one pictured also yield triangles.
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3.2 Cluster Categories

Cluster categories are triangulated categories that share many of the combinatorial proper-
ties of cluster algebras. They constitute the main setting for the definition of cluster char-
acters (see Sect. 5).

3.2.1 Orbit Categories

Definition 3.6. Let C be a k-linear category, and let F be an automorphism of C . The orbit
category C=F is the k-linear category defined as follows:

� its objects are the objects of C ;
� for any objects X and Y , HomC=F .X; Y / WD L

n2Z HomC .X; F nY /.

As one might expect from the name “orbit category,” the objects X and FX become iso-
morphic in C=F .

3.2.2 Cluster Categories

Definition 3.7 ([8]). Let Q be a quiver without oriented cycles. The cluster category of Q

is the orbit category
CQ D Db.mod kQ/=F ;

where F D ��1 ı Œ1�.

Example 3.8 If Q D 1 ! 2 ! 3 ! 4 is a quiver of type A4, then using Sect. 3.1.5, we
get that the cluster category can be depicted as

1 2 3 4

4
3
2
1

Œ1� � � �

� � � 2
1

3
2

4
3

3
2
1

Œ1�
3
2
1

3
2
1

Œ1�
3
2
1

4
3
2

2
1

Œ1� 2
1 � � �

� � �
4
3
2
1

Œ1�

4
3
2
1

1Œ1� 1 2

Notice that the objects repeat in the diagram. What happens is that any object X becomes
identified with FX D ��1XŒ1�. Morphism spaces and triangles can still be computed as in
Sect. 3.1.5.

Let us now list some of the most important properties of the cluster category.

Theorem 3.9 ([33]). The cluster category CQ is a triangulated category, and the canonical
functor Db.mod kQ/ ! CQ is a triangulated functor.
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Proposition 3.10 ([9]). The functor H D HomCQ
.kQ; ‹/WCQ ! mod kQ induces an

equivalence of k-linear categories

H WCQ=.kQŒ1�/ �! mod kQ ;

where .kQŒ1�/ is the ideal of all morphisms factoring through a direct sum of direct sum-
mands of the object kQŒ1�.

Proposition 3.11 ([8]). The cluster category is 2-Calabi–Yau, in the sense of Definition 4.1
below.

Proposition 3.12 ([8]). The cluster category has cluster-tilting objects, in the sense of Def-
inition 4.6 below.

4 2-Calabi–Yau Categories

The properties of the cluster categories listed at the end of the previous section are the ones
needed for the theory of cluster characters. For this reason, we will turn to a more abstract
setting where these properties are satisfied. In this section, k is an arbitrary field.

4.1 Definition

Let C be a k-linear category. We will assume the following:

� C is Hom-finite, that is, all morphism spaces in C are finite-dimensional;
� C is Krull–Schmidt, that is, every object of C is isomorphic to a direct sum of indecom-

posable objects (with local endomorphism rings), and this decomposition is unique up
to isomorphism and reordering of the factors;

� C is triangulated, with shift functor ˙ .

Definition 4.1. The category C is 2-Calabi–Yau if, for all objects X and Y of C , there is a
(bifunctorial) isomorphism

HomC .X; ˙Y / ! D HomC .Y; ˙X/;

where D D Homk.‹; k/ is the usual vector space duality.

Example 4.2. As seen in the previous section, the cluster category CQ of a quiver Q without
oriented cycles is a 2-Calabi–Yau category.

Example 4.3. Another family of examples is given by C. Amiot’s generalized cluster cate-
gory associated to a quiver with potential. This is developed in [2].

Example 4.4. In [24] and [6], certain subcategories Cw of the category of modules over
a preprojective algebra were studied. These categories are Frobenius categories, and their
stable categories are triangulated and 2-Calabi–Yau.



Cluster Characters 117

4.2 Cluster-Tilting Objects

Keep the notations of Sect. 4.1.

Definition 4.5. Let C be a triangulated category. An object X of C is said to be rigid if
HomC .X; ˙X/ D 0.

Definition 4.6. Let C be a 2-Calabi–Yau category. An object T of C is a cluster-tilting
object if

� T is rigid, and
� for any object X , HomC .T; ˙X/ D 0 only if X is a direct sum of direct summands of

T .

We will usually assume that cluster-tilting objects are basic, that is, that they can be
written as a direct sum of pairwise nonisomorphic indecomposable objects.

Example 4.7. In a cluster category CQ, the object kQ is always a cluster-tilting object.

Example 4.8. An object T is cluster-tilting if and only if ˙T is.

Example 4.9. In Example 3.8, the objects

kQ D 1 ˚ 2
1 ˚ 3

2
1

˚
4
3
2
1

; T D 1 ˚ 3 ˚ 3
2
1

˚
4
3
2
1

and T 0 D 1 ˚ 3 ˚ 4
3 ˚

4
3
2
1

are cluster-tilting objects.

We will see in Sect. 5.3 how to obtain new cluster-tilting objects from a given one.
The following property is crucial in the definition of cluster characters (Sect. 5): it tells

us how to pass from a 2-Calabi–Yau category to a module category.

Proposition 4.10 ([9, 36]). Let T D T1 ˚ : : : ˚ Tn be a basic cluster-tilting object of a
2-Calabi–Yau category C . We assume that the Ti are indecomposable. Then the functor

H D HomC .T; ˙‹/WC �! mod EndC .T /

induces an equivalence of k-linear categories

H W C=.T / �! mod EndC .T /:

Moreover,

� H.˙�1Ti / is an indecomposable projective module for all i 2 f1; 2; : : : ; ng;
� H.˙Ti / is an indecomposable injective module for all i 2 f1; 2; : : : ; ng;
� for any indecomposable object X other than the Ti , H.˙X/ D �H.X/, where � is

the Auslander–Reiten translation;
� triangles in C are sent to long exact sequences in mod EndC .T /.
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4.3 Index

In a 2-Calabi–Yau triangulated category, cluster-tilting objects act like generators of the
category. To be precise:

Proposition 4.11 ([36]). Let C be a 2-Calabi–Yau category with basic cluster-tilting object
T D Ln

iD1 Ti . Then for any object X of C , there is a triangle

T X
1 ! T X

0 ! X ! ˙T X
1 ;

where T X
0 D Ln

iD1 T
˚ai

i and T X
1 D Ln

iD1 T
˚bi

i .

Definition 4.12 ([14]).With the notations of Proposition 4.11, the index of X (with respect
to T ) is the integer vector

indT X D .a1 � b1; : : : ; an � bn/ :

Note that, even though the triangle in Proposition 4.11 is not unique, the index is well-
defined.

Remark 4.13. Applying H to the triangle in Proposition 4.11, we get an injective presenta-
tion of HX . More precisely, from the triangle

T X
1 ! T X

0 ! X ! ˙T X
1 ;

we can deduce another triangle

T X
0 ! X ! ˙T X

1 ! ˙T X
0 ;

and applying H to this triangle yields the exact sequence

0 ! HX ! H.˙T X
1 / ! H.˙T X

0 / ;

where H.˙T X
0 / and H.˙T X

1 / are injective modules by Proposition 4.10. This can be
used to compute indices: if one can compute a minimal injective presentation of HX , then
one can deduce the index of X .

Example 4.14. The index of Ti is always the vector with all coordinates zero, except the i th
one, which is 1. The index of ˙Ti is the same vector, but replacing 1 by �1. These can be
computed from the triangles

0 ! Ti
id��! Ti ! 0

and
Ti ! 0 ! ˙Ti

id��! ˙Ti :

Example 4.15. Let Q D 1 ! 2 ! 3 ! 4, and let C be the cluster category of Q, as in
Example 3.8. Take
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T D kQŒ1� D 1 Œ1� ˚ 2
1 Œ1� ˚ 3

2
1

Œ1� ˚
4
3
2
1

Œ1� :

Then the choice of name for the objects of C in the figure of Example 3.8 corresponds
to their image by H in mod kQ (except for the summands of T ).

We can compute the index of indecomposable objects by computing injective resolutions
of modules, as pointed out in Remark 4.13. The injective modules are

I1 D
4
3
2
1

; I2 D 4
3
2

; I3 D 4
3 and I4 D 4 :

Here are some minimal injective presentations:

0 ! 2 !
4

3

2

! 4

3
;

0 !
3

2

1

!
4

3

2

1

! 4 ;

0 ! 1 !
4

3

2

1

!
4

3

2

:

Thus indT .2/ D .0; �1; 1; 0/, indT

�
3
2
1

�
D .�1; 0; 0; 1/ and indT .1/ D .�1; 1; 0; 0/.

Here are some properties of indices.

(1) For any objects X and Y , indT X ˚ Y D indT X C indT Y .
(2) [14] If X and Y are rigid and indT X D indT Y , then X and Y are isomorphic.

(3) [40] If X ! Y ! Z
f! ˙X is a triangle, and if f lies in .˙T /, then indT Y D

indT X C indT Z.
(4) [40] For any object X , the vector .indT X C indT ˙X/ only depends on the dimension

vector of HX .

Notation 4.16. If e is the dimension vector of HX , then we put �.e/ WD .indT X C
indT ˙X/.

5 Cluster Characters

We now come to the main aim of these notes: to define cluster characters and give some of
their main properties.
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In this section, C is a 2-Calabi–Yau category and T D Ln
iD1 Ti is a basic cluster-tilting

object of C . The field k is now assumed to be C.

5.1 Definition

Definition 5.1 ([10, 12, 40]). The cluster character associated to T is the map CC with
values in ZŒx˙1

1 ; : : : x˙1
n � defined on objects of C by the formula

CC.X/ D xindT X
X

e2Nn

�
�
Gre.HX/

�
x��.e/:

Remark 5.2. By computing �.e/ when e is the dimension vector of a simple module, and by
using the fact that � is additive, one can show that the above formula is equivalent to

CC.X/ D xindT X FHX . Oy1; : : : ; Oyn/;

where

� we define a matrix B D .bij /n�n by bij D .# arrows i ! j / � .# arrows j ! i/,
where arrows are taken in the Gabriel quiver of the algebra EndC .T /,

� Oyi D Qn
j D1 x

bji

j , and
� FHX is the F -polynomial of HX as defined in Definition 2.11.

An immediate consequence of the above remark is the following.

Proposition 5.3 ([10, 12, 40]). If X and Y are objects in C , then CC.X ˚ Y / D CC.X/ �
CC.Y /.

Proof. This is a consequence of Proposition 2.13 and the fact that indT X ˚Y D indT X C
indT Y . �

Example 5.4. For any choice of C and T , we have CC.0/ D 1 and CC.Ti / D xi .

Example 5.5. In Example 3.8, with T D kQŒ1�, we have that

CC

0

@
3

2

1

1

A D x1x2 C x1x4 C x3x4 C x2x3x4

x1x2x3

:

5.2 Multiplication Formula

The main theorem of the theory of cluster characters is the following multiplication
formula.
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Theorem 5.6 ([10, 12, 40]). Let X and Y be objects of C such that HomC .X; ˙Y / is one-
dimensional. Let " 2 HomC .X; ˙Y / and � 2 HomC .Y; ˙X/ be nonzero (they are unique
up to a scalar). Let

Y
i! E

p! X
"! ˙Y

and

X
i 0

! E 0 p0

! Y
�! ˙X

be the corresponding non-split triangles in C . Then

CC.X/ � CC.Y / D CC.E/ C CC.E 0/ :

This result has the same spirit as Theorem 2.14 for F -polynomials. Its proof relies on
the following dichotomy:

Proposition 5.7 (Prop. 4.3 of [40]). Keep the notations of Theorem 5.6. Let U and V be
submodules of HX and H Y , respectively. Then the two following conditions are equiva-
lent:

1. There exists a submodule W of HE such that Hp.W / D U and .Hi/�1.W / D V .
2. There does not exist any submodule W 0 of HE 0 such that Hp0.W 0/ D V and

.Hi 0/�1.W 0/ D U .

This result allows us to compare Euler characteristics of the submodule Grassmannians
Gr�.HE/, Gr�.HE 0/, Gr�.HX/ and Gr�.H Y /, in a way similar to (but more involved
than) what we did in the proof of Proposition 2.13. Together with a result concerning the
indices [40, Lemma 5.1], it allows to prove Theorem 5.6. We do not recount the proof here,
but rather refer the reader to [40].

5.3 Mutation of Cluster-Tilting Objects

Assume that R D R1˚R2˚: : :˚Rn is a cluster-tilting object of C . Assume that EndC .R/

is written as CQR=I , with QR a finite quiver without oriented cycles of length 1 or 2, and
I an admissible ideal.

Fix i 2 f1; : : : ; ng. Consider the following triangles:

Ri
˛!

M

aWi!j in QR

Rj ! R�
i ! ˙Ri

and

R��
i !

M

bWh!i in QR

Rh

ˇ! Ri ! ˙R��
i ;

where ˛ is the direct sum of all morphisms Ri ! Rj corresponding to arrows a W i ! j in
QR, and ˇ is the direct sum of all morphisms Rh ! Ri corresponding to arrows b W h ! i

in QR.
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Theorem 5.8 ([30]).

(1) The objects R�
i and R��

i are isomorphic.
(2) The object 	i .R/ WD R1 ˚ : : : ˚ Ri�1 ˚ R�

i ˚ RiC1 ˚ : : : ˚ Rn is a cluster-tilting
object of C .

(3) The only cluster-tilting objects of C having all Rj (j ¤ i ) as direct summands are R

and 	i .R/.
(4) The space HomC .Ri ; ˙R�

i / is one-dimensional.

Definition 5.9. The object 	i .R/ of Theorem 5.8 is the mutation of R at i . Any cluster-
tilting object obtained from R by a sequence of mutations is said to be reachable from R.

We will see in Sect. 5.4 why this process of mutation, coupled with the multiplication
formula of Theorem 5.6, allows for a categorification of cluster algebras.

Example 5.10. In Example 4.9, the cluster-tilting object T is obtained mutating kQ at the
second direct summand, and T 0 is obtained by mutating T at the third direct summand.

An interesting result holds for cluster categories.

Proposition 5.11 ([8, Proposition 3.5]). Let Q be a quiver without oriented cycles, and let
T be a cluster-tilting object of the cluster category CQ. Then all cluster-tilting objects of
CQ are reachable from T .

Remark 5.12. There are 2-Calabi–Yau categories in which cluster-tilting objects are not all
reachable from each other. An example is given in [44, Example 4.3].

5.4 Application: Categorification of Cluster Algebras

The results of the previous sections combine neatly to provide a categorification of cluster
algebras.

Corollary 5.13. Let T be a cluster-tilting object of a 2-Calabi–Yau category C , and let R

be as in Theorem 5.8. Then

CC.Ri / � CC.R�
i / D

Y

aWi!j in QR

CC.Rj / C
Y

bWh!i in QR

CC.Rh/:

Proof. This follows directly from Theorem 5.8(4) and from Theorem 5.6, and from the fact
that CC.X ˚ Y / D CC.X/ � CC.Y / for all objects X and Y . �

The point of this corollary is that it writes down exactly an exchange relation in a cluster
algebra:

Definition 5.14 ([5, 19–21]). Let Q be a quiver with n vertices without oriented cycles of
length 1 or 2, and let u D .u1; : : : ; un/ be a free generating set of the field Q.x1; : : : ; xn/.
Call .Q;u/ a seed.
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Then the mutation of .Q;u/ at i is a new seed .Q0;u0/ .u1; : : : ; ui�1; u0
i ; uiC1; : : : ; un/,

where
ui � u0

i D
Y

aWi!j in Q

uj C
Y

bWh!i in Q

uh:

and Q0 is the quiver obtained from Q by changing the orientation of all arrows adjacent to
i , adding an arrow h ! j for every path h ! i ! j , and removing cycles of length 2.

Now, the mutation of quivers can also be interpreted inside the cluster category:

Theorem 5.15 ([7, Theorem 5.2]). Let R be as in Theorem 5.8. Assume that the endomor-
phism algebra of R is the Jacobian algebra of a quiver with potential .QR; WR/ (see [15]).
Then the endomorphism algebra of 	i .R/ is the Jacobian algebra of the mutated quiver
with potential 	i .QR; WR/. In particular, Q�i .R/ D 	i .QR/.

Thus we get:

Corollary 5.16 ([10, 12, 40, 43]. . . ). If C is a cluster category or a generalized cluster
category (see [2]), then the cluster character sends reachable indecomposable objects of C
to cluster variables in the cluster algebra of Q, where Q is the Gabriel quiver of EndC .T /.

Remark 5.17.(1) The multiplication formula of Theorem 5.6 can be generalized to the case
when the dimension of the space HomC .X; ˙Y / is greater than 1, see [23, 41].

(2) Cluster characters can also be defined in the setting of stably 2-Calabi–Yau Frobenius
categories, see [22] (and also [6, 24]).

(3) If we work over finite fields instead of C, then we can define cluster characters by
counting points in submodule Grassmannians. This leads to a categorification of quan-
tum cluster algebras, see [47].

(4) It is possible to study cluster characters without the assumption that C is Hom-finite,
provided C is the generalized cluster category of a quiver with potential, see [43].

Acknowledgements The author was partially supported by the French ANR grant SC3A (ANR-15-CE40-
0004-01).
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ory of Algebras and Related Topics (Toruń, 2007), EMS Ser. Congr. Rep., pp. 467–489. Eur. Math.
Soc., Zürich (2008). DOI https://doi.org/10.4171/062-1/11

36. Keller, B., Reiten, I.: Cluster-tilted algebras are Gorenstein and stably Calabi–Yau. Adv. Math. 211(1),
123–151 (2007). DOI https://doi.org/10.1016/j.aim.2006.07.013

37. MacPherson, R.D.: Chern classes for singular algebraic varieties. Ann. of Math. (2) 100(2), 423–432
(1974). DOI https://doi.org/10.2307/1971080

38. Malicki, P.: Auslander–Reiten theory for finite-dimensional algebras. (2018)
39. Marsh, R., Reineke, M., Zelevinsky, A.: Generalized associahedra via quiver representations. Trans.

Amer. Math. Soc. 355(10), 4171–4186 (2003). DOI https://doi.org/10.1090/S0002-9947-03-03320-8
40. Palu, Y.: Cluster characters for 2-Calabi–Yau triangulated categories. Ann. Inst. Fourier (Grenoble)

58(6), 2221–2248 (2008)
41. Palu, Y.: Cluster characters II: A multiplication formula. Proc. London Math. Soc. 104(1), 57–78

(2012)
42. Pierce, R.S.: Associative Algebras, Grad. Texts in Math., vol. 88. Springer, New York–Berlin (1982)
43. Plamondon, P.-G.: Cluster characters for cluster categories with infinite-dimensional morphism spaces.

Adv. Math. 227(1), 1 – 39 (2011). DOI https://doi.org/10.1016/j.aim.2010.12.010
44. Plamondon, P.-G.: Generic bases for cluster algebras from the cluster category. Int. Math. Res. Not.

IMRN 2013(10), 2368–2420 (2013). DOI https://doi.org/10.1093/imrn/rns102
45. Platzeck, M.I.: Introduction to the representation theory of finite-dimensional algebras. In this volume
46. Ringel, C.M.: Tame algebras and integral quadratic forms, Lecture Notes in Math., vol. 1099. Springer,

Berlin (1984). DOI https://doi.org/10.1007/BFb0072870
47. Rupel, D.: Quantum cluster characters for valued quivers. Trans. Amer. Math. Soc. 367(10), 7061–

7102 (2015). DOI https://doi.org/10.1090/S0002-9947-2015-06251-5
48. Schiffler, R.: Quiver Representations. CMS Books Math./Ouvrages Math. SMC. Springer, Cham

(2014). DOI https://doi.org/10.1007/978-3-319-09204-1
49. Verdier, J.-L.: Catégories dérivées : Quelques résultats (État 0). In: Cohomologie étale, Lecture Notes

in Math., vol. 569, pp. 262–311. Springer, Berlin–New York (1977). DOI https://doi.org/10.1007/
BFb0091525

50. Verdier, J.-L.: Des catégories dérivées des catégories abéliennes. Astérisque 239 (1996)
51. Weibel, C.A.: An Introduction to Homological Algebra, Cambridge Stud. Adv. Math., vol. 38. Cam-

bridge Univ. Press, Cambridge (1994). DOI https://doi.org/10.1017/CBO9781139644136

https://doi.org/10.1112/S0024610706023180
https://doi.org/10.1007/978-3-662-02661-8
https://doi.org/10.1017/CBO9780511735134.005
https://doi.org/10.4171/062-1/11
https://doi.org/10.1016/j.aim.2006.07.013
https://doi.org/10.2307/1971080
https://doi.org/10.1090/S0002-9947-03-03320-8
https://doi.org/10.1016/j.aim.2010.12.010
https://doi.org/10.1093/imrn/rns102
https://doi.org/10.1007/BFb0072870
https://doi.org/10.1090/S0002-9947-2015-06251-5
https://doi.org/10.1007/978-3-319-09204-1
https://doi.org/10.1007/BFb0091525
https://doi.org/10.1007/BFb0091525
https://doi.org/10.1017/CBO9781139644136


A Course on Cluster Tilted Algebras

Ibrahim Assem

Introduction

These notes are an expanded version of a mini-course given in the CIMPA School ‘Ho-
mological Methods, Representation Theory and Cluster Algebras’, held from the 7th to the
18th of March 2016 in Mar del Plata (Argentina). The aim of the course was to introduce
the participants to cluster tilted algebras and their applications in the representation theory
of algebras.

Cluster tilted algebras were defined in [38] and also, independently, in [43] for type A.
This class of finite-dimensional algebras appeared as a byproduct of the now extensive the-
ory of cluster algebras of Fomin and Zelevinsky [46]. They are the endomorphism algebras
of tilting objects in the cluster category of [36]. Since their introduction, they have been the
subject of several investigations, which we survey in this course.

For reasons of space, it was not possible to be encyclopaedic. Thus, we have chosen
to concentrate on the representation theoretical aspects and to ignore other aspects of the
theory like, for instance, the relations between cluster tilted algebras and cluster algebras
arising from surfaces, or the combinatorics of cluster variables. In keeping with the nature
of the course, we tried to make these notes as self-contained as we could, providing exam-
ples for most results and proofs whenever possible.

1 Tilting in the Cluster Category

1.1 Notation

Throughout these notes, k denotes an algebraically closed field and algebras are, unless oth-
erwise specified, basic and connected finite-dimensional k-algebras. For such an algebra A,
we denote by mod A the category of finitely generated right A-modules, and by ind A a
full subcategory containing exactly one representative from each isoclass (D isomorphism

c� Springer International Publishing AG, part of Springer Nature 2018
I. Assem and S. Trepode (eds.), Homological Methods, Representation
Theory, and Cluster Algebras, CRM Short Courses,
https://doi.org/10.1007/978-3-319-74585-5_5

127



128 I. Assem

class) of indecomposable A-modules. When we speak about an A-module or an inde-
composable A-module, we always mean implicitly that it belongs to mod A or to ind A,
respectively. Given a module M , we denote by pd M and id M its projective and injec-
tive dimension, respectively.The global dimension of A is denoted by gl: dim A. Given an
additive category C , we sometimes write M 2 C0 to express that M is an object in C . We
denote by add M the full additive subcategory of C consisting of the finite direct sums of
indecomposable summands of M .

We recall that any algebra A can be written in the form A Š kQA=I where kQA is the
path algebra of the quiver QA of A, and I is an ideal generated by finitely many relations.

We recall that a quiver Q is defined by two sets: the set Q0 of its points (also called
vertices) and the set Q1 of its arrows. We follow the notation of [17], thus, if ˛; ˇ are
arrows such that the target of ˛ coincides with the source of ˇ, we write their composition
as ˛ˇ. A relation on a quiver is a linear combination � D Pm

iD1 �i wi where the �i are
nonzero scalars and the wi are paths of length at least two all having the same source and
the same target. It is a zero-relation if it is a path, and a commutativity relation if it is of
the form � D w1 � w2. Following [33], we sometimes consider equivalently an algebra
A as a k-category, in which the object class A0 is a complete set of primitive orthogonal
idempotents fe1; : : : ; eng in A and the set of morphisms A.i; j / from ei to ej is the vector
space ei Aej . We denote by Pi ; Ii and Si , respectively, the indecomposable projective, the
indecomposable injective and the simple A-module corresponding to ei .

For unexplained notions and results of representation theory, we refer the reader to [17,
20]. For tilting theory, we refer to [9, 17].

1.2 The Derived Category of a Hereditary Algebra

Once an exotic mathematical object, the derived category is now an indispensable tool of
homological algebra. For its definition and properties, we refer the reader to [49, 50, 68].
Here we are only interested in derived categories of hereditary algebras.

Let Q be a finite, connected and acyclic quiver. Its path algebra kQ is hereditary, see
[17, 20]. Let D D Db.mod kQ/ denote the bounded derived category of mod kQ, that
is, the derived category of the category of bounded complexes of finitely generated kQ-
modules. It is well known that D is a triangulated category with almost split triangles, see
[51]. We denote by Œ1�D the shift of D and by �D its Auslander–Reiten translation, or
simply by Œ1� and � , respectively, if no ambiguity may arise. Both are automorphisms of
D .

Because D is a Krull–Schmidt category, every object in D decomposes as a finite direct
sum of objects having local endomorphisms rings. Let indD denote a full subcategory of
D consisting of exactly one representative from each isoclass of indecomposable objects
in D . Because kQ is hereditary, these indecomposable objects have a particularly simple
form: they can be written as MŒi�, that is, stalk complexes with M an indecomposable
kQ-module concentrated in degree i , for i 2 Z, see [51, p. 49]. Morphisms between inde-
composable objects in D are computed according to the rule:
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HomD.MŒi�; N Œj �/ D

8
<̂

:̂

HomkQ.M; N / if j D i

Ext1kQ.M; N / if j D i C 1

0 otherwise.

As is usual when dealing with triangulated categories, morphisms from an object to a shift
of another are called extensions and we write ExtiD.M; N / D HomD.M; N Œi �/. Denoting
by D D Homk.–; k/ the usual vector space duality, the shift and the Auslander–Reiten
translation of D are related by the following bifunctorial isomorphism, known as Serre
duality:

HomD.M; N Œ1�/ Š D HomD.N; �M/

which is the analogue inside D of the well-known Auslander–Reiten formula in a module
category, see [17, p. 118].

We now describe the Auslander–Reiten quiver � .D/ of D . Let � .mod kQ/ denote the
Auslander–Reiten quiver of kQ. For each i 2 Z, denote by �i a copy of � .mod kQ/. Then
� .D/ is the translation quiver obtained from the disjoint union

`
i2Z �i by adding, for

each i 2 Z and each arrow x ! y in Q, an arrow from Ix in �i to Py in �iC1 and by
setting �Px Œ1� D Ix for each point x 2 Q0, see [51, p. 52]. Identifying �i with ind kQŒi�,
one can then think of indD as being formed by copies of ind kQ joined together by extra
arrows.

ind kQ[0]ind kQ[−1] ind kQ[1] ind kQ[2]· · · · · ·

Examples 1.1. (a) Let Q be the quiver
123
.

Denoting the indecomposable kQ-modules by their Loewy series, the Auslander–Reiten
quiver of Db.mod kQ/ is

3
2
1
[−1]

2[−1]

3
2 [−1]

3[−1]

1[0]

2
1 [0]

2[0]

3
2
1
[0]

3
2 [0]

3[0]

1[1]

2
1 [1]

3
2
1
[1]

2[1]

3
2 [1]

3[1]

1[2]

Distinct copies of � .mod kQ/ are indicated by dotted lines.
(b) Let Q be the quiver

1
2

3

4

The Auslander–Reiten quiver of Db.mod kQ/ is
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4[−1]

1[0]

3[−1]

2
1 [0]

4
2
1
[0]

2[0]

3
2
1
[0]

34
22
1
[0]

3
2 [0]

34
2
1
[0]

4
2 [0]

34
2 [0]

4[0]

1[1]

3[0]

2
1 [1]

4
2
1
[1]

2[1]

3
2
1
[1]

34
22
1
[1]

3
2 [1]

34
2
1
[1]

4
2 [1]

where again, distinct copies of � .mod kQ/ are indicated by dashed lines.
(c) Let Q be the quiver

1

2

3

4

Then kQ is tame hereditary, � .mod kQ/ consists of an infinite postprojective compo-
nent, an infinite preinjective component, two exceptional tubes of rank two and an infinite
family of tubes of rank one. Thus the Auslander–Reiten quiver of Db.mod kQ/ is

where one identifies the horizontal dashed lines.

This is the general shape: if Q is Dynkin, then �
�
Db.mod kQ/

�
has a unique compo-

nent of the form ZQ while, if Q is Euclidean or wild, it has infinitely many such com-
ponents, any two of which are separated by infinitely many tubes, or components of type
ZA1, respectively. The components of the form ZQ are called transjective, and the others
are called regular.
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1.3 The Cluster Category

Let Q be a finite, connected and acyclic quiver and D D Db.mod kQ/ its derived category.
Because each of the shift Œ1� and the Auslander–Reiten translation � is an automorphism
of D , so is the composition F D ��1Œ1�. One may thus define the orbit category D=F .
Its objects are the F -orbits of the objects in D . For each X 2 D0, we denote by �X D
.F i X/i2Z its F -orbit. Then, for two objects �X; �Y in D=F , we define

HomD=F .�X; �Y / D
M

i2Z
HomD.X; F i Y /:

One shows easily that this vector space does not depend on the choices of the objects X

and Y in their respective orbits and thus, the Hom-spaces of D=F are well defined.

Definition 1.2 ([36]). The cluster category of the quiver Q is the orbit category D=F . It is
denoted by CQ, or simply C , if no ambiguity may arise.

It follows directly from the definition that C is a k-linear category and that there exists
a canonical projection functor � WD ! C which sends each X 2 D0 to its F -orbit �X in C

and acts in the obvious way on morphisms.
The next theorem summarises the elementary properties of C and � .

Theorem 1.3 ([36, 57]). With the above notations

(a) C is a Krull–Schmidt category and � WD ! C preserves indecomposability,
(b) C is a triangulated category and � WD ! C is a triangle functor,
(c) C has almost split triangles and � WD ! C preserves almost split triangles.

We derive some consequences. Because of (b) and (c) above, the shift Œ1�C of C and its
Auslander–Reiten translation �

C
are induced by Œ1�D and �

D
, respectively. Thus, for each

X 2 D0, we have
�XŒ1�C D X̃ Œ1�D and �C

�X D �̃
D

X :

As a direct consequence, we have, for each �X 2 C0,

�C
�X D �XŒ1�C :

Indeed, we have �X D gFX D ˜��1
D

XŒ1� D ��1
C
�XŒ1�; which establishes our claim.

Again, we denote briefly Œ1�C D �
C

by Œ1�, or by � , if no ambiguity may arise.
Another easy consequence is that, if Q; Q0 are quivers such that there is a triangle

equivalence Db.mod kQ/ Š Db.mod kQ0/, then this equivalence induces another trian-
gle equivalence CQ Š CQ0 . This is expressed by saying that CQ is invariant under derived
equivalence.

Denoting Ext1C .X; Y / D HomC .X; Y Œ1�/, we get the following formula.

Lemma 1.4 ([36, (1.4)]). Let �X;�Y 2 C0, then we have a bifunctorial isomorphism

Ext1C .�X;�Y / Š D Ext1C .�Y ; �X/ :
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Proof. Using that F D ��1
D

Œ1�D (and thus �D D F �1Œ1�D ), we have

Ext1C .�X;�Y / D
M

i2Z
HomD

�
X; F i Y Œ1�D

�

Š
M

i2Z
D HomD

�
F i Y; �DX

�

Š
M

i2Z
D HomD

�
F i Y; F �1XŒ1�D

�

Š
M

i2Z
D HomD

�
F i Y; XŒ1�D

� Š D Ext1C .�Y ; �X/ :
ut

The previous formula says that C is what is called a 2-Calabi–Yau category. Reading
the formula as Ext1

C

�
�X; �Y

� Š D HomC

�
�Y ; � �X

�
, we see that it can be interpreted as the

Auslander–Reiten formula in C .
We now show how to compute the Auslander–Reiten quiver � .C/ of C .

Examples 1.5. (a) Let Q be as in Example 1.1(a). The cluster category is constructed from
the derived category by identifying the objects which lie in the same F -orbit, hence each
X with the corresponding FX D ��1XŒ1�. Thus � .C/ is obtained by identifying the
dotted sections in the figure below, so that � .C/ lies on a Möbius strip.

2̃
1

1

3̃
2
1

2

3̃
2

˜1[1]

3

2̃
1 [1]

F˜1 = ˜1

3
2
1

F 2̃
1 = 2̃

1

F
3
2
1
=

3
2
1

From now on, in examples, we drop the � denoting the orbit of an object.
(b) Let Q be as in Example 1.1(b). Applying the same recipe, we get that � .C/ lies on

the cylinder obtained by identifying the dotted sections.

1 2
1

4
2
1

2

3
2
1

34
22
1

3
2

34
2
1

4
2

34
2

4

1[1]

3

2
1 [1]

4
2
1
[1]

1

3
2
1
[1]

2
1

4
2
1

3
2
1

(c) This procedure is general: in order to construct � .CQ/, we must identify the sections
in �

�
Db.mod kQ/

�
corresponding to kQkQ, that is, the indecomposable projective kQ-
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modules, and to ��1kQŒ1�. So, if Q is as in example 1.2(c), then � .CQ/ is of the form

kQkQ[1]

Thus, the Auslander–Reiten quiver of the cluster category always admits a transjective
component, which is the whole quiver if Q is Dynkin, and is of the form ZQ otherwise.
In this latter case, � .CQ/ also admits tubes if Q is Euclidean, or components of the form
ZA1 if Q is wild.

1.4 Tilting Objects

The tilting objects in the cluster category are the analogues of the tilting modules over a
hereditary algebra, see [17, Chap. VI]. Let Q be a finite, connected and acyclic quiver and
C D CQ the corresponding cluster category.

Definition 1.6 ([36, (3.3)]). An object T in C is called rigid if Ext1
C

.T; T / D 0. It is
called tilting if it is rigid and has a maximal number of isoclasses of indecomposable direct
summands.

Actually, the maximality in the definition may be replaced by the following condition,
easier to verify.

Proposition 1.7 ([36, (3.3)]). Let T be a rigid object in CQ. Then T is tilting if and only if
it has jQ0j isoclasses of indecomposable direct summands.

Examples 1.8. (a) Let T be a tilting kQ-module. Denoting by

i W mod kQ D D Db.mod kQ/

the canonical embedding X 7! XŒ0�, then the image of T under the composition of functors

mod kQ D CQ D C
i �

is rigid. Indeed, T embeds as a rigid object in D , and thus is projected on a rigid object
in C (using that C is a 2-Calabi–Yau category). It has obviously as many isoclasses of
indecomposable summands as T has in mod kQ. Therefore, it is a tilting object in C . Such
an object is said to be induced from the tilting module T . For instance, in Example 1.5(a),

the tilting kQ-module T D 1 ˚ 3
2
1

˚ 3 induces a tilting object in C .
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Of course, there exist tilting objects which are not induced from tilting modules. Also

in the algebra of Example 1.5(a), the tilting object 2 ˚ 1Œ1� ˚ 3
2
1

Œ1� is not induced.
(b) In the algebra of Example 1.5(b), the object

T D 2 ˚ 4
2 ˚ 3

2 ˚ 1Œ1�

is not induced. We check that it is a tilting object. Because it has obviously 4 D jQ0j
isoclasses of indecomposable summands, we just have to check its rigidity. As an example,
we check here that Ext1C . 4

2 ; 1Œ1�/ D 0. Because of Lemma 1.4, it is equivalent to prove that
Ext1C .1Œ1�; 4

2 / D 0. Now

Ext1C .1Œ1�; 4
2 / D HomC .1Œ1�; 4

2 Œ1�/

D HomC .1; 4
2 /

D HomD.1; 4
2 / ˚ HomD.1; ��1 4

2 Œ1�/

D HomkQ.1; 4
2 / ˚ Ext1kQ.1; 3/

D 0 :

However, one can look at this example from another point of view. Indeed kQ is derived
equivalent to kQ0 where Q0 is the quiver

ı1 ı 2

ı 3

ı 4

and, under this triangle equivalence, T corresponds to the tilting kQ0-module T 0 D 1 ˚
3 2
1 ˚ 3 4

1 ˚ 2, that is, T may be considered as induced from a tilting kQ0-module.

This change of quiver is actually always possible.

Proposition 1.9 ([36, (3.3)]). Let T be a tilting object in CQ. Then there exists a quiver Q0
such that kQ and kQ0 are derived equivalent, and T is induced from a tilting kQ0-module.

In one important aspect, tilting objects behave better than tilting modules. Indeed, let A

be a hereditary algebra, a rigid A-module T is called an almost complete tilting module if
it has jQ0j � 1 isoclasses of indecomposable summands. Because of Bongartz’ lemma [17,
p. 196], there always exists an indecomposable module M such that T ˚ M is a tilting
module. Such an M is called a complement of T . It is known that an almost complete
tilting module has at most two nonisomorphic complements and it has two if and only if it
is sincere, see [55]. We now look at the corresponding result inside the cluster category.

Definition 1.10. Let C be a Krull–Schmidt category, and X 2 C0. For U 2 C0, a morphism

fX W UX ! U
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with UX 2 .add X/0 is called a right X -approximation for U if, for every object X 0 2
.add X/0 and morphism f 0W X 0 ! U , there exists gW X 0 ! UX such that f 0 D fX g

UX U .

X 0

fX

g
f 0

Such a right approximation fX is called right minimal if, for a morphism hW UX ! UX , the
relation fX h D fX implies that h is an automorphism

UX U

UX U .

h

fX

fX

One defines dually left X -approximations and left minimal X -approximations.

Let now T be a rigid object in the cluster category C . In analogy with the situation
for modules, T is called an almost complete tilting object if it has jQ0j � 1 isoclasses
of indecomposable summands. Again, because of Bongartz’ lemma and Proposition 1.9
above, there exists at least one indecomposable object M in C such that T ˚ M is a tilting
object. Then M is called a complement to T .

Theorem 1.11 ([36, (6.8)]). An almost complete tilting object T in C has exactly two iso-
classes of indecomposable complements M1; M2 and moreover there exist triangles

M2 T1 M1 M2Œ1�
g1 f1

and

M1 T2 M2 M1Œ1�
g2 f2

where f1; f2 are right minimal T -approximations and g1; g2 are left minimal T -approxi-
mations.

Example 1.12. In the cluster category of Example 1.1(b), the object T D 4
2 ˚ 3

2 ˚ 1Œ1�

is almost complete. It has exactly two (isoclasses of) complements, namely M1 D 2 and
M2 D 3 4

2 . We also have triangles

2 4
2 ˚ 3

2
3 4
2 2Œ1�

3 4
2 1Œ1� 2 3 4

2 Œ1�

where the morphisms are minimal approximations.
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2 Cluster Tilted Algebras

2.1 The Definition and Examples

In classical tilting theory, the endomorphism algebra of a tilting module over a heredi-
tary algebra is called a tilted algebra. Due to its proximity to hereditary algebras, this
class of algebras was heavily investigated and is by now considered to be well understood.
Moreover, it turned out to play an important rôle in representation theory, see [9, 17]. The
corresponding notion in the cluster category is that of cluster tilted algebras.

Definition 2.1 ([38]). Let Q be a finite, connected and acyclic quiver. An algebra B is
called cluster tilted of type Q if there exists a tilting object T in the cluster category CQ

such that B D EndCQ
T .

Because, from the representation theoretic point of view, we may restrict ourselves to
basic algebras, we assume, from now on and without loss of generality, that the indecom-
posable summands of a tilting object are pairwise nonisomorphic. This ensures that the
endomorphism algebra is basic. Such a tilting object is then called basic.

Any hereditary algebra A is cluster tilted: let indeed A D kQ and consider the tilting
object in CQ induced by T D AA, its endomorphism algebra in CQ is A.

Actually, as we see in Sect. 3.2 below, a cluster tilted algebra is either hereditary or it
has infinite global dimension.

Examples 2.2. (a) Let Q be as in Example 1.5(a) and T the tilting object in CQ induced

by the tilting module 1 ˚ 3
2
1

˚ 3. Its endomorphism algebra is given by the quiver

ı
1

ı2

ı
3�

˛ˇ

bound by ˛ˇ D 0, ˇ� D 0 and �˛ D 0.
(b) Let Q be as in Example 1.5(b), and T D 2 ˚ 4

2 ˚ 3
2 ˚ 1Œ1�. Its endomorphism

algebra is given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ

"
˛

�

bound by ˛ˇ D �ı, "˛ D 0, "� D 0, ˇ" D 0, ı" D 0.

(c) For the same Q of Example 1.5(b), and T D 2˚ 3
2 ˚1Œ1�˚ 4

2
1

Œ1�, the endomorphism
algebra is given by the quiver
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ı1 ı 2

ı4 ı 3

˛

ˇ
�

ı

bound by ˛ˇ� D 0, ˇ�ı D 0, �ı˛ D 0, ı˛ˇ D 0.

(d) Let Q be as in Example 1.5(c), and T D 1 ˚ 4
2
1

˚ 4
3
1

˚ 4. Here, � .CQ/ is as follows:

◦

1

◦

2
1

3
1

4
2 3
1 1

2 3
1

4
2 3
1 1

◦

◦

◦

◦

◦

4
2
1

3
4
2
1

4
3
1

2
4
3
1

◦

◦

4 4
2 3
1

4
2 3

4 4
2 3
1

4
2

4
3

1[1]

4

1[1]

2
1 [1]

3
1 [1]

2 3
1 [1]

4
2 3
1 1

[1]

2 3
1 [1]

◦

◦

where we have only drawn the tubes of rank two. One has to identify the horizontal dashed
lines to get the transjective component and the vertical dashed lines to get the tubes. The
direct summands of T are indicated by squares. The endomorphism algebra of T is given
by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ

�

	

˛

�

bound by ˛ˇ D 0, ˇ� D 0, �˛ D 0, �ı D 0, ı	 D 0, 	� D 0.

2.2 Relation with Mutations

Mutation is an essential tool in the construction of cluster algebras. Let Q be a quiver
having neither loops ( ı ) nor 2-cycles ( ı ı ) and x a point in Q. The mutation
	x at the point x transforms Q into another quiver Q0 D 	xQ constructed as follows:

(a) The points of Q0 are the same as those of Q.
(b) If, in Q, there are rij paths of length two of the form i x j, then we add rij

arrows from i to j in Q0.
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(c) We reverse the direction of all arrows incident to x.
(d) All other arrows remain the same.
(e) We successively delete all pairs of 2-cycles thus obtained until Q0 has no more 2-cycles.

It is well known and easy to prove that mutation is an involutive process, that is, 	2
x is

the identity transformation on Q.

Example 2.3. (a) Let Q be the Dynkin quiver

ı1
ı2

ı
3

ı 4

then Q0 D 	1Q is the quiver

ı1

ı2

ı
3

ı 4

which is the quiver of the cluster tilted algebra of Example 2.2(b). Repeating, and mutating
this time at 2, we get Q00 D 	2	1Q which is the quiver

ı1 ı 2

ı4 ı 3

of Example 2.2(c).

Now, recall from Theorem 1.11 that any almost complete tilting object T0 of the cluster
category C has exactly two nonisomorphic complements M1 and M2, giving rise to two
tilting objects T1 D T0 ˚ M1 and T2 D T0 ˚ M2. To these correspond in turn two cluster
tilted algebras B1 D EndC T1 and B2 D EndC T2 with respective quivers QB1

and QB2
.

It turns out that we can pass from one to the other using mutation.

Theorem 2.4 ([39]). With the previous notation, let x be the point in QB1
corresponding

to the summand M1 of T1, then QB2
D 	xQB1

.

Example 2.3. (b) As seen in Example 1.12(c), the almost complete tilting object T0 D
4
2 ˚ 3

2 ˚ 1Œ1� in the cluster category of Example 1.5(c) has exactly two complements,
M1 D 2 and M2 D 34

2 , The endomorphism algebra of T2 D T0 ˚ M1 is the algebra of
Example 2.2(b), while that of T2 D T0 ˚ M2 is that of Example 2.2(c). We have just seen
in example (a) that mutating the quiver of End T1 gives the quiver of End T2.
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Because of part (e) of the definition of mutation, it creates neither loops nor 2-cycles,
we deduce the following corollary.

Corollary 2.5. The quiver of a cluster tilted algebra contains neither loops nor 2-cycles.

Moreover, we can obtain all the quivers of cluster tilted algebras of type Q by repeatedly
mutating the quiver Q itself. This indeed follows from the fact that, if T; T 0 are two tilting
objects in CQ, then there exists a sequence T D T0; T1; : : : ; Tn D T 0 such that, for each i

with 0 � i < n, we have that Ti and TiC1 are as in Theorem 1.11, that is, they have all but
one indecomposable summand in common. This is sometimes expressed by saying that the
exchange graph of the tilting objects is connected, see [36, (3.5)].

Corollary 2.6. Let Q be a finite, connected and acyclic quiver. The class of quivers
obtained from Q by successive mutations coincides with the class of quivers of cluster
tilted algebras of type Q.

2.3 Relation Extensions Algebras

So far, in order to know whether a given algebra is cluster tilted or not, we need to iden-
tify a tilting object in some cluster category and verify whether the given algebra is its
endomorphism algebra or not. This is clearly a difficult process in general (however, in the
representation-finite case, we refer the reader to [30]). It is thus reasonable to ask for an
intrinsic characterisation of cluster tilted algebras.

In order to motivate the next definition, consider the cluster tilted algebra B of Example
2.2(a). It is given by the quiver

ı
1

ı2

ı
3�

˛ˇ

bound by ˛ˇ D 0, ˇ� D 0 and �˛ D 0. Deleting the arrow � , we get the quiver

ı1 ı2 ı3˛ˇ

bound by ˛ˇ D 0: this is the bound quiver of a tilted algebra, which we call C . The two-
sided ideal E D B�B has a natural structure of C -C -bimodule and C D B=E. As a
k-vector space, B D C ˚ E. This is actually a classical construction.

Definition 2.7. Let C be an algebra, and E a C -C -bimodule. The trivial extension B D
C � E is the k-vector space

B D C ˚ E D f.c; e/ j c 2 C; e 2 Eg
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with the multiplication induced from the bimodule structure of E, that is

.c; e/.c0; e0/ D .cc0; ce0 C ec0/

for c; c0 2 C and e; e0 2 E.

Equivalently, we may describe B as being the algebra of 2 � 2-matrices

B D
��

c 0

e c

� ˇ
ˇ
ˇ
ˇ c 2 C; e 2 E

�

with the usual matrix addition and the multiplication induced from the bimodule structure
of E.

If B D C � E, then there exists a short exact sequence of C -C -bimodules

0 E B C 0
i p

where i W e 7! .0; e/ (for e 2 E) is the canonical inclusion and the projection p W .c; e/ 7!
c (for .c; e/ 2 B) is an algebra morphism with another algebra morphism as section q W
c 7! .c; 0/ (for c 2 C ). Thus, this sequence splits as a sequence of C -C -bimodules.
Moreover, E2 D 0, so that E � rad B . This implies that rad B D rad C ˚ E, as vector
spaces. We now show how to compute the quiver of a trivial extension.

Lemma 2.8 ([5]). Let C be an algebra, and E a C -C -bimodule. The quiver QB of B D
C � E is constructed as follows:

(a) .QB/0 D .QC /0,
(b) for x; y 2 .QC /0, the set of arrows in QB from x to y equals the set of arrows in QC

from x to y plus

dimk

exEey

ex.rad C /Eey C exE.rad C /ey

additional arrows.

Proof. (a) This follows from the fact that E � rad B .

(b) The arrows in QB from x to y are in bijection with a basis of ex

	
rad B

rad2 B



ey . Now

rad B D rad C ˚ E and E2 D 0 imply that

rad2 B D rad2 C ˚ �
.rad C /E C E.rad C /

�
:

The statement follows from the facts that rad2 C � rad C and .rad C /E CE.rad C / � E.

ut
Recall that an algebra whose quiver is acyclic is called triangular.

Definition 2.9 ([5]). Let C be a triangular algebra of global dimension at most two. Its
relation extension is the algebra �C D C � E, where E D Ext2C .D C; C / is considered as
a C -C -bimodule with the natural actions.
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If C is hereditary, then E D 0 and �C D C is its own relation extension. On the other
hand, if gl: dim C D 2, then there exist simple C -modules S; S 0 such that Ext2C .S; S 0/ ¤
0. Let I be the injective envelope of S and P 0 the projective cover of S 0, then the short
exact sequences 0 ! rad P 0 ! P 0 ! S 0 ! 0 and 0 ! S ! I ! I=S ! 0 induce an
epimorphism Ext2C .I; P 0/ ! Ext2C .S; S 0/. Therefore Ext2C .D C; C / ¤ 0.

Following [32], we define a system of relations for an algebra C D kQC =I to be a
subset R of

S
x;y2.QC /0

exIey such that R, but no proper subset of R, generates I as a
two-sided ideal.

Theorem 2.10 ([5, (2.6)]). Let C D kQC =I be a triangular algebra of global dimension
at most two, and R a system of relations for C . The quiver of the relation extension �C is
constructed as follows:

(a)
�
Q�C

�
0

D .QC /0

(b) For x; y 2 �Q�C

�
0
, the set of arrows in Q�C from x to y equals the set of arrows in QC

from x to y plus jR \ .eyIex/j additional arrows.

“Proof”. Let S be the direct sum of a complete set of representatives of the isoclasses of
simple C -modules. Because C is basic, we have S D top CC D soc.D C /C . Because of
[32, (1.2)], the relations in R correspond to a k-basis of Ext2C .S; S/. Because of [5, (2.4)]
Ext2

C
.S; S/ Š top Ext2

C
.D C; C /. Lemma 2.8 implies that the number of additional arrows

is dimk ex Ext2C .S; S/ey D dimk Ext2C .Sy ; Sx/, hence the result. ut
In view of the theorem, we sometimes refer to the arrows of QC as the ‘old’ arrows in

Q�C , the remaining being called the ‘new’ arrows
As a consequence of the theorem, the quiver of a nonhereditary relation extension always

has oriented cycles. Indeed, this follows from the facts that the relation extension of a
hereditary algebra is itself and a nonhereditary algebra is bound by at least one relation. We
still have to describe the relations occurring in the quiver of a relation extension algebra.
This is done in the next subsection. For the time being we establish the relation between
cluster tilted algebras and relation extensions.

Theorem 2.11 ([5, (3.4)]). An algebra B is cluster tilted of type Q if and only if there exists
a tilted algebra C of type Q such that B D �C .

Proof. Assume that B is cluster tilted of type Q. Then there exists a tilting object T in the
cluster category CQ such that B D EndCQ

T . Because of Proposition 1.9, we may assume
that T is induced from a tilting kQ-module. Let D D Db.mod kQ/. We have

B D EndCQ
T D

M

i2Z
HomD.T; F i T /

as k-spaces. Because T is a kQ-module, HomD.T; F i T / D 0 for i � 2. Moreover C D
End TkQ is tilted and, as k-vector spaces

B Š End TkQ ˚ HomD.T; F T / D C ˚ HomD.T; F T / :
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Because of Happel’s theorem, see [51, p. 109],D is triangle equivalent toD 0 D Db.mod C /.
Setting F 0 D ��1Œ1� in D 0, we have

HomD.T; F T / Š HomD 0.C; F 0C /

Š HomD 0.�C Œ1�; C Œ2�/

Š HomD 0.D C; C Œ2�/

Š Ext2C .D C; C / ;

where we have used that, in Db.mod C /, the Auslander–Reiten translate of C Œ1� is D C

(see [51, Proof of Theorem I.4.6]). We leave to the reader the verification that the multi-
plicative structure of B is the same as that of �C . This proves necessity. Sufficiency is proved
in the same way. ut

Thus, there exists a surjective map from the class of tilted algebras to the class of cluster
tilted algebras, given by C 7! �C . However, this map is not injective as we see in example
(a) below. It is therefore an interesting question to find all the tilted algebras which lie in
the fibre of a given cluster tilted algebra. We return to this question in Sect. 3.4 below.

Examples 2.12. (a) Let C be the algebra given by the quiver

ı1
ı 2

ı 3

ı4

ˇ

ı

"

bound by ˇ" D 0, ı" D 0. It is tilted of type D4. Because of Theorem 2.10, the quiver of
its relation extension is

ı1

ı2

ı
3

ı 4

ı

ˇ
"

˛

�

with ˛; � new arrows. In order to compute a system of relations, we use the following obser-
vation. Let Px ; �Px denote, respectively, the indecomposable projective C and �C -modules
corresponding to x.
Because Px and �Px admit both Sx as simple top, there exists a projective cover morphism
px W �Px ! Px in mod �C . On the other hand, we have an isomorphism of vector spaces
�Px D ex

�C D exC ˚ ex Ext2C .D C; C / D Px ˚ Ext2C .D C; Px/ hence we have another
exact sequence

0 Ext2C .D C; Px/ �Px Px 0
px

where px is a projective cover. Now, in this example, it is easily seen that Ext2C .I2; P4/ Š
Ext2C .I3; P4/ Š Ext2C .I1; P4/ Š k and all other Ext2C .Ii ; Pj / D 0. Thus
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�C�C D 1
4 ˚ 2

1 ˚ 3
1 ˚ 4

2 3
1

and so the quiver above is bound by ˛ˇ D �ı, ˇ" D 0, "� D 0, "ı D 0, ˛" D 0. This is
the bound quiver of Example 2.2(b)
Now let C 0 be the tilted algebra of type D4 given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D �ı, then a similar calculation yields �C 0 Š �C . This shows that the mapping
C 7! �C is not injective.

(b) Let C be the triangular algebra of global dimension 2 given by

ı
1

ı2

ı
3

�
˛ˇ

bound by ˛ˇ D 0. Here, C is not tilted because its Auslander–Reiten quiver contains an
oriented cycle. Applying Theorem 2.10, a calculation similar to that of example (a) above
shows that �C is given by

ı
1

ı2

ı
3

ı

�

˛ˇ

bound by ˛ˇ D 0, ˇı D 0, ı˛ D 0, ı�ı D 0. We see that �C is not cluster tilted because
its quiver contains a 2-cycle, contrary to Corollary 2.5.

2.4 The Relations on a Cluster Tilted Algebra

Starting from a tilted algebra C , Theorem 2.10 allows to construct easily the quiver of its
relation extension �C which is cluster tilted, thanks to Theorem 2.11. Now we show how to
compute as easily a system of relations for �C .

Let C D kQC =I be a triangular algebra of global dimension at most 2, and R D
f�1; : : : ; �t g a system of relations for C . To the relation �i from xi to yi , say, there corre-
sponds in �C a new arrow ˛i W yi ! xi , as in Theorem 2.10. The Keller potential on �C is
the element
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w D
tX

iD1

�i ˛i

of kQ�C . This element is considered up to cyclic equivalence: two potentials are called
cyclically equivalent if their difference is a linear combination of elements of the form
�1�2 � � � �m � �m�1 � � � �m�1, where �1�2 � � � �m is a cycle in the quiver Q�C . For a given
arrow � , the cyclic partial derivative of this cycle with respect to � is defined to be

@� .�1 � � � �m/ D
X

�i D�

�iC1 � � � �m�1 � � � �i�1:

In particular, the cyclic partial derivative is invariant under cyclic permutations. The Jaco-
bian algebra J.Q�C ; w/ is the quotient of kQ�C by the ideal generated by all cyclic partial
derivatives @� w of the Keller potential w with respect to all the arrows � in Q�C , see [58].

Proposition 2.13 ([14, (5.2)]). Let C be a triangular algebra of global dimension at most
two, and w the Keller potential on �C . Then

�C Š J.Q�C ; w/=J

where J is the square of the ideal generated by the new arrows.

“Proof”. It was shown in [58, (6.12a)] that J.Q�C ; w/ is isomorphic to the endomorphism
algebra of the tilting object C in Amiot’s generalised cluster category associated with C .
Because of [1, (1.7)], this endomorphism algebra is isomorphic to the tensor algebra of the
bimodule C EC and its quiver is isomorphic to Q�C , which is also the quiver of J.Q�C ; w/.
Taking the quotient of the tensor algebra by the ideal J generated by all tensor powers
E˝C i with i � 2, we get exactly �C . But now J is the square of the ideal generated by the
new arrows. ut

The next result is proven, for instance, in [35], see also [22, (4.22)] or [2, p. 17].

Proposition 2.14. Let C be a tilted algebra, and w the Keller potential on �C , then �C D
J.Q�C ; w/.

That is, if C is tilted, then the square J of the ideal generated by the new arrows is
contained in the ideal generated by all cyclic partial derivatives of the Keller potential. This
gives a system of relations on a cluster tilted algebra.

Examples 2.15. (a) Let C be the tilted algebra of Example 2.12(a), given by the quiver

ı1
ı 2

ı 3

ı4

ˇ

ı

"

bound by ˇ" D 0, ı" D 0. Applying Theorem 2.10 yields the quiver
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ı1
ı 2

ı 3

ı4

ˇ

ı
"

�

˛

with new arrows ˛; � . The Keller potential is then w D ˇ"˛ C ı"� . We compute its cyclic
partial derivatives.

@˛.w/ D ˇ" ; @ˇ .w/ D "˛ ; @� .w/ D ı" ; @ı.w/ D "� ; @".w/ D ˛ˇ C �ı :

Thus, besides the ‘old’ relations ˇ" D 0, ı" D 0, we also have ‘new’ relations "˛ D "� D
0 and ˛ˇ C �ı D 0. Moreover J D h˛; �i2 D 0 so that we get the cluster tilted algebra of
Example 2.2(b).

(b) Let C be the (non tilted) triangular algebra of global dimension two given by the
quiver

ı
1

ı2

ı
3

�
˛ˇ

bound by ˛ˇ D 0. Here, �C is given by the quiver

ı
1

ı2

ı
3

ı

�

˛ˇ

and w D ˛ˇı. Thus, the Jacobian algebra J.Q�C ; w/ is given by the previous quiver bound

by ˛ˇ D 0, ˇı D 0, ı˛ D 0. Here, J D hıi2 D hı�ıi is nonzero. Therefore �C is given by
the above quiver bound by ˛ˇ D 0, ˇı D 0, ı˛ D 0, ı�ı D 0.

Now, recall from Theorem 2.4 that a mutation transforms the quiver of a cluster tilted
algebra into the quiver of another. There is also a recipe for transforming the potential, thus
obtaining a system of relations on the new cluster tilted algebra. We refer the reader to [35]
where it is also proven that cluster tilted algebras are uniquely determined by their quivers.

Theorem 2.16. Let B1; B2 be two cluster tilted algebras. If the quivers of B1 and B2 are
isomorphic, then we have an isomorphism of algebras B1 Š B2.

The set of relations given by the cyclic partial derivatives of the Keller potential is gen-
erally not a system of minimal relations. Following [37], we say that a relation � is minimal
if, whenever � D P

i ˇi �i �i , where �i is a relation for each i , then there is an index i such
that both ˇi and �i are scalars, that is, a minimal relation in a bound quiver .Q; I / is any
element of I not lying in .kQC/I C I.kQC/, where kQC denotes the two-sided ideal of
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kQ generated by all the arrows of Q. There is however one particular case in which we
have minimal relations. We need the following definitions.

Definition 2.17. Let Q be a quiver with neither loops nor 2-cycles.
(a) [23] A full subquiver of Q is a chordless cycle if it is induced by a set of points˚

x1; x2; : : : ; xp

�
which is topologically a cycle, that is, the edges on it are precisely the

edges xi — xiC1 (where we set xpC1 D x1).
(b) A path � which is antiparallel to an arrow 
 in Q is a shortest path if the full sub-

quiver generated by the cycle 
� is chordless.
(c) [24] The quiver Q is called cyclically oriented if each chordless cycle is an oriented

cycle.

For instance, any tree is trivially cyclically oriented. The easiest nontrivial cyclically
oriented quiver is a single oriented cycle. Note that the definition of cyclically oriented
excludes the existence of multiple arrows. It is also easy to see that the quiver of a cluster
tilted algebra of Dynkin type is cyclically oriented.

Theorem 2.18 ([24]). Let B be cluster tilted with a cyclically oriented quiver. Then:
(a) The arrows in QB which occur in some chordless cycle are in bijection with the

minimal relations in any presentation of B .
(b) Let 
 2 .QB/1 occur in a chordless cycle, and �1 � � � �t be all the shortest paths

antiparallel to 
. Then the minimal relation corresponding to 
 is of the form
Pt

iD1 �i �i ,
where the �i are nonzero scalars. Also, the quiver restricted to the �i is of the form

�1

�t




:::

In particular, the �i only share their endpoints.

In particular, let B be a representation-finite cluster tilted algebra. As we see in Sect. 3.1
below, B is of Dynkin type, therefore its quiver is cyclically oriented and the previous
theorem yields a system of minimal relations for B . Actually, in this case, for any arrow

, the number t of shortest antiparallel paths is 1 or 2. If there is one shortest path � , we
choose � as a generator and, if there are two, �1 and �2, we choose �1 � �2 as a generator.
Then the ideal generated by these relations is a system of minimal relations [37].

If QB is not cyclically oriented, then the assertion of the theorem does not necessarily
hold true, as we now see.

Example 2.15. (c) [24] Let A be the path algebra of the quiver
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1 ˛1

˛2

�

2 ˇ1

ˇ2

3

Mutating at 2 yields the quiver

1 ˛0

1

˛0

2

2 3ˇ 0

1

ˇ 0

2

�1

�5

All four paths from 3 to 1, namely the ˇ0
i ˛

0
j are zero. Hence there are 4 relations from 3 to

1, but there are 5 arrows antiparallel to them.

Besides cluster tilted algebras with cyclically oriented quiver, minimal relations are only
known for cluster tilted algebras of type QA, see Sect. 2.5 below. We may formulate the
following problem.

Problem. Give systems of minimal relations for any cluster tilted algebra.

2.5 Gentle Cluster Tilted Algebras

There were several attempts to classify classes of cluster tilted algebras, see, for instance,
[21, 34, 43, 48, 62], or to classify algebras derived equivalent to certain cluster tilted alge-
bras, see, for instance [25–27, 31, 40]. We refrain from quoting all these results and con-
centrate rather on gentle algebras, introduced in [18].

Definition 2.19. An algebra B is gentle if there exists a presentation B Š kQ=I such that

(a) every point of Q is the source, or the target, of at most two arrows;
(b) I is generated by paths of length 2;
(c) for every ˛ 2 Q1, there is at most one ˇ 2 Q1 such that ˛ˇ … I and at most one

� 2 Q1 such that �˛ … I ;
(d) for every ˛ 2 Q1, there is at most one � 2 Q1 such that ˛� 2 I and at most one


 2 Q1 such that 
˛ 2 I .

Gentle algebras are string algebras [42], so we can describe all their indecomposable
modules and all their almost split sequences. Gentle algebras are also tame and this class is
stable under tilting [65]. We characterise gentle cluster tilted algebras.
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Theorem 2.20 ([3]). Let C be a tilted algebra, the following conditions are equivalent

(a) C is gentle
(b) �C is gentle
(c) C is of Dynkin type A or of Euclidean type QA.

Moreover, the set of relations induced from the Keller potential is a system of minimal
relations in these two cases.

Cluster tilted algebras of type A are particularly easy to describe.Their quivers are full
connected subquivers of the following infinite quiver

ı ı ı ı ı ı ı ı

ı ı ı ı

ı ı

ı

˛

�

˛

�

˛

�

˛

�

˛

ˇ � ˇ

˛

ˇ � ˇ

˛

ˇ � ˇ

ˇ

bound by all possible relations of the forms ˛ˇ D 0, ˇ� D 0, �˛ D 0.

Examples 2.21. Clearly, the algebra of Example 2.2(a) is gentle of type A3. We give two
more examples.

(a) Let C be the tilted algebra of type A5 given by the quiver

ı3
ı1

ı2

ı 4

ı 5

˛ˇ

ı �

bound by ˛ˇ D 0, �ı D 0. Its relation extension �C is given by the quiver

ı3
ı1

ı2

ı 4

ı 5

�

˛ˇ

ı

	

�

bound by ˛ˇ D 0, ˇ� D 0, �˛ D 0, �ı D 0, ı	 D 0 and 	� D 0. Both are gentle.
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(b) Let C be the tilted algebra of type QA3 given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D 0, �ı D 0, which is gentle.
Then its relation extension �C is given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ

�

	

˛

�

bound by ˛ˇ D 0, ˇ� D 0, �˛ D 0, �ı D 0, ı	 D 0, 	� D 0. It is also gentle.
Note that, while C is representation-finite, �C is representation-infinite.

3 The Module Category of a Cluster Tilted Algebra

3.1 Recovering the Module Category from the Cluster Category

Let T be a tilting object in a cluster category C and B D EndC T the corresponding cluster
tilted algebra. Then there is an obvious functor

HomC .T; –/WC ! mod B

which projectivises T , that is, which induces an equivalence between add T and the full
subcategory of mod B consisting of the projective B-modules, see [20, p. 32]. We claim
that HomC .T; –/ is full and dense.

Indeed, let M be a B-module, and take a minimal projective presentation

P1 P0 M 0
f

in mod B . Because P0; P1 are projective, there exist T0; T1 in add T and a morphism
gW T1 ! T0 such that HomC .T; Ti / Š Pi for i D 0; 1 and HomC .T; g/ D f . Then
there exists a triangle
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T1 T0 X T1Œ1�
g

in C . Applying HomC .T; –/ yields an exact sequence

HomC .T; T1/ HomC .T; T0/ HomC .T; X/ 0
HomC .T;g/

because HomC .T; T1Œ1�/ D Ext1
C

.T; T1/ D 0. Therefore M Š HomC .T; X/ and our
functor is dense. One proves its fullness in exactly the same way.

On the other hand, it is certainly not faithful, because

HomC .T; �T / D Ext1C .T; T / D 0

and hence the image of any object in add �T is zero.
Let C= hadd �T i denote the quotient of C by the ideal hadd �T i consisting of all the

morphisms in C which factor through an object in add �T . The objects in this quotient
category are the same as those of C and the set of morphisms from X to Y , say, equals
HomC .X; Y / modulo the subspace consisting of those lying in hadd �T i. In C= hadd �T i,
the objects of add �T are isomorphic to zero.

Because HomC .T; –/WC ! mod B is a full and dense functor which vanishes on
hadd �T i, it induces a full and dense functor from C= hadd �T i to mod B . It turns out
that this induced functor is also faithful, and thus is an equivalence.

Theorem 3.1 ([38, (2.2)]). The functor HomC .T; –/WC ! mod B induces an equivalence
between C= hadd �T i and mod B .

An immediate consequence is the shape of the Auslander–Reiten quiver of B . Indeed,
starting from � .C/, the theorem says that one gets � .mod B/ by setting equal to zero
all the indecomposable summands of �T , thus by deleting the corresponding points from
� .C/. In particular, � .mod B/ has the same type of components as � .C/, that is, transjec-
tive and regular, from which are deleted each time finitely many points.

Examples 3.2. (a) If B is as in Example 2.2(a), then � .mod B/ is

1

2
1

2

3
2

3

1
3

1

where we identify the vertical dashed lines. If we add the indecomposable summands of
�T , denoted by , we get exactly � .C/.

(b) Let B be as in Example 2.2(b), then � .mod B/ is
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1

2
1

3
1

23
1

3

4
2 3
1

2

4
2 3

4
3

4
2

4 1
4 1

where we identify the vertical dashed lines. Adding the points denoted by , we get
again � .C/.

(c) Let B be as in Example 2.2(c), then � .mod B/ is

2
1

2

3
2
1

3
2

3

4
3
2

4
3

4

1
4
3

1
4

1

2
1
4

2
1

where we identify the vertical dashed lines.

Corollary 3.3 ([38, (2.4)]). A cluster tilted algebra B of type Q is representation-finite if
and only if Q is a Dynkin quiver. In this case, the numbers of isoclasses of indecomposable
B-modules and kQ-modules are equal.

Proof. The first statement follows easily from Theorem 3.1. Let n D jQ0j and m be the
number of isoclasses of indecomposable kQ-modules. The cluster category CQ has exactly
n C m isoclasses of indecomposable objects. To get the number of isoclasses of indecom-
posable B-modules, we subtract the number n of indecomposable summands of �T , getting
.n C m/ � n D m, as required. ut

The examples also show that the Auslander–Reiten translation is preserved by the equiv-
alence of Theorem 3.1.

Proposition 3.4 ([38, (3.2)]). The almost split sequences in mod B are induced from the
almost split triangles of C .

3.2 Global Dimension

As an easy application of Theorem 3.1, we compute the global dimension of a cluster
tilted algebra. Let B be cluster tilted of type Q and T a tilting object in C D CQ such
that B D EndC T . For x 2 .QB/0 we denote by �Px , QIx , respectively, the correspond-
ing indecomposable projective and injective B-modules. It follows easily from [20, p. 33]
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that �Px D HomC .T; Tx/, where Tx is the summand of T corresponding to x. We now
compute QIx .

Lemma 3.5. With this notation, QIx D HomC .T; �2Tx/.

Proof. Because of [20, p. 33], we have QIx D D HomC .Tx ; T /. Setting D D Db.mod kQ/

we have functorial isomorphisms

QIx D D HomD.Tx ; T / ˚ D HomD.Tx ; ��1T Œ1�/

D Ext1D.T; �Tx/ ˚ D Ext1D.Tx ; ��1T /

Š HomD.T; �TxŒ1�/ ˚ HomD.T; �2Tx/

Š HomC .T; �2Tx/ : ut
Recall from [19] that an algebra B is Iwanaga–Gorenstein if both id BB < 1 and

pd.D B/B < 1. Actually, if both dimensions are finite then they are equal. Letting d D
id BB D pd.D B/B , we then say that B is Iwanaga–Gorenstein of injective dimension d .

Theorem 3.6 ([59]). Any cluster tilted algebra B is Iwanaga–Gorenstein of injective
dimension 1. In particular, gl: dim B 2 f1; 1g.

Proof. Let, as above, B D EndC T , with T a tilting object in the cluster category C . In
order to prove that pd.D B/B � 1, we must show that, for any injective B-module QI , we
have

HomB.D B; �B
QI / D 0 ;

(see [17, Lemma IV.2.7 p. 115]). Because of Lemma 3.5, we have QI D HomC .T; �2T0/,
for some T0 in add T . Because HomB.–; ‹/ is a quotient of HomC .–; ‹/ when both are
evaluated as groups, it suffices to prove that HomC .�2T; �3T0/ D 0. But this follows
from HomC .�2T; �3T0/ Š HomC .T; �T0/ Š Ext1C .T; T0/ D 0. Thus, pd.D B/B � 1.
Similarly, id BB � 1.

We now prove that, for any B-module M , the finiteness of id M implies pd M � 1.
Indeed, if id M D m < 1, then we have a minimal injective coresolution

0 M I 0 I 1 I 2 � � � I m�1 I m 0

L0 L1 Lm�2

0 0 0 0 0 :

The short exact sequence 0 ! Lm�2 ! I m�1 ! I m ! 0 and the argument above
yield pd Lm�2 � 1. An easy induction gives pd M � 1.

Thus, if gl: dim B > 1, then there exists a module M such that pd M > 1. But then
id M D 1 and so gl: dim B D 1. This proves the second statement. ut
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3.3 The Cluster Repetitive Algebra

Let C be an algebra and E a C -C -bimodule. We construct a Galois covering of the triv-
ial extension C � E. Consider the following locally finite-dimensional algebra without
identity:

}C D

2

6
6
6
6
6
6
6
4

: : : 0
: : : C�1

E0 C0

E1 C1

0 : : :
: : :

3

7
7
7
7
7
7
7
5

where matrices have only finitely many nonzero coefficients, Ci D C are all terms on
the main diagonal, Ei D E are all terms below it, for all i 2 Z, and all the remaining
coefficients are zero. Addition is the usual matrix addition, while multiplication is induced
from the bimodule structure of E and the map E˝C E ! 0. The identity maps Ci ! Ci�1,
Ei ! Ei�1, induce an automorphism ' of }C . The orbit category }C = h'i inherits from }C
an algebra structure, which is easily seen to be isomorphic to that of C �E. The projection
functor GW }C ! C � E induces a Galois covering with the infinite cyclic group generated
by ', see [47]. In view of Theorem 2.11, we are mostly interested in the case where C is
tilted and E D Ext2C .D C; C / so that C � E D �C . In this case, }C is called the cluster
repetitive algebra. Its quiver follows easily from Theorem 2.10.

Lemma 3.7 ([6, (1.3)]). Let C D kQC =I be a tilted algebra and R a system of relations
for I . The quiver of }C is constructed as follows:

(a)
�
Q}C

�
0

D .QC /0 � Z D f.x; i/ j x 2 .QC /0; i 2 Zg
(b) for .x; i/; .y; j / 2 �Q}C

�
0
, the set of arrows in

�
Q}C

�
0

from .x; i/ to .y; j / equals:

(i) the set of arrows from x to y if i D j , or
(ii) jR \ eyIexj new arrows if i D j C 1

and is empty otherwise.

Because the relations are just lifted from those of �C , this allows to compute without
difficulty the bound quiver of }C .

Examples 3.8. (a) Let B be the cluster tilted algebra of Example 2.2(b), given by the
quiver

ı1

ı2

ı
3

ı 4

ı

ˇ

"

˛

�

bound by ˛ˇ D �ı, ˇ" D 0, "˛ D 0, "� D 0, ı" D 0.
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Then B D �C where C is given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D �ı. The quiver of the cluster repetitive algebra }C is the infinite quiver

.1; 0/

.2; 0/

.3; 0/

.4; 0/ .1; 1/

.2; 1/

.3; 1/

.4; 1/ .1; 2/� � � .4; �1/
."; 0/

.ı; 0/

.ˇ; 0/

."; 1/

.˛; 0/

.�; 0/ .ı; 1/

.ˇ; 1/

."; 2/

.˛; 1/

.�; 1/ .ı; 2/

.ˇ; 2/

bound by all the lifted relations: .˛; i/.ˇ; i/ D .�; i/.ı; i/, .ˇ; i/."; i/ D 0, .ı; i/."; i/ D 0,
."; i C 1/.˛; i/ D 0, ."; i C 1/.�; i/ D 0 for all i 2 Z.
In practice, one drops the index i 2 Z so that the quiver of }C looks as follows:

1

2

3

4 1

2

3

4 1� � � "

ı

ˇ

"

˛

� ı

ˇ

"

˛

� ı

ˇ

and the relations read exactly as those of �C .
(b) Let B be the cluster tilted algebra of Example 2.2(c) given by the quiver

ı1 ı 4

ı2 ı 3

˛

ˇ
�

ı

bound by ˛ˇ� D 0, ˇ�ı D 0, �ı˛ D 0, ı˛ˇ D 0.
Then B D �C where C is given by the quiver

ı1 ı2 ı3 ı4ı � ˇ

bound by ˇ�ı D 0.
Then }C is given by the quiver

� � � ı ı ı ı ı ı ı ı � � �ı � ˇ ˛ ı � ˇ ˛ ı
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bound by all possible relations of the forms ˛ˇ� D 0, ˇ�ı D 0, �ı˛ D 0, ı˛ˇ D 0.

Assume that C is a tilted algebra of type Q and that T is a tilting object in CQ such that
�C D EndCQ

T . Because of Proposition 1.9, we may assume without loss of generality that
T is a tilting kQ-module so that C D End TkQ.

Theorem 3.9 ([6, (1.2), (2.1)]). Let T be a tilting kQ-module and C D End TkQ. Then we
have

(a) }C D EndDb.mod kQ/

�L
i2Z F i T

�

(b) HomDb.mod kQ/

�L
i2Z F i T; –

� WDb.mod kQ/ ! mod }C induces an equivalence

Db.mod kQ/

,*

add

 
M

i2Z
�F i .T /

!+

Š mod }C :

Proof. (a) Set D D Db.mod kQ/. As k-vector spaces, we have

EndD

 
M

i2Z
F i T

!

Š
M

i;j

HomD

�
F i T; F j T

�
:

Because T is a kQ-module, all the summands on the right-hand side vanish except
when j 2 fi; i C 1g. If j D i , then the corresponding summand is HomD.T; T / D
HomkQ.T; T / Š C , while, if j D i C 1, it is HomD.T; F T / Š Ext2C .D C; C / as seen in
the proof of Theorem 2.11. ut

Associated to the Galois covering GW }C ! �C , there is a pushdown functor G�W mod }C
! mod �C defined on the objects by

G�
}M.a/ D

M

x2G�1.a/

}M.x/

where }M is a }C -module and a 2 �
Q�C

�
0
, see [47]. We now state the main result of this

subsection

Theorem 3.10 ([6, (2.4)]). Let T be a tilting kQ-module and C D End TkQ. Then, for the
cluster repetitive algebra }C and the relation extension �C , there is a commutative diagram
of dense functors

Db.mod kQ/ mod }C

CQ mod �C .

HomDb.mod kQ/

�L
i2Z F i T;�

�

� G�

HomCQ
.�T;–/

As an immediate consequence of the density of G�, we have the following corollary.



156 I. Assem

Corollary 3.11 ([6, (2.5)]).

(a) The pushdown of an almost split sequence in mod }C is an almost split sequence in
mod �C .

(b) The pushdown functor G� induces a quiver isomorphism between the orbit quiver
� .mod }C /=Z of � .mod }C / under the action of Z Š h'i, and � .mod �C /.

Thus, in order to construct the Auslander–Reiten quiver � .mod �C /, it suffices to com-
pute � .mod }C / and then do the identifications required by passing to the orbit quiver.

Examples 3.8. (c) Let C; �C ; }C be as in example (a) above, then � .mod }C / is

1� � �

2
1

3
1

2 3
1

3

4
2 3
1

2

4
2 3

4
2

4
3

4 1
4 11

2
1

3
1

2 3
1

3

4
2 3
1

2

4
2 3

� � �

In order to get � .mod �C /, it suffices to identify the two encircled copies of 1.
(d) Let C; �C ; }C be as in example (b) above, then � .mod }C / is

4
1

1

4
1
2

� � �

3
4
1

4

3
4

3

2
3
4

2
3

1
2
3

2

1
2

4
1
2

1

4
1

3
4
1

4

3
4

� � �

In order to get � .mod �C /, it suffices to identify the two encircled copies of 4
1 .

3.4 Cluster Tilted Algebras and Slices

We recall that the map C 7! �C from tilted algebras to cluster tilted is surjective, but
generally not injective. We then ask, given a cluster tilted algebra B , how to find all the
tilted algebras C such that B D �C . We answer this question by means of slices. Indeed,
tilted algebras are characterised by the existence of complete slices, see, for instance [17,
p. 320]. The corresponding notion in our situation is the following.

Definition 3.12. Let B be an algebra. A local slice in � .mod B/ is a full connected sub-
quiver ˙ in a component � of � .mod B/ such that:

(a) ˙ is a presection, that is, if X ! Y is an arrow in � , then

(i) X 2 ˙0 implies either Y 2 ˙0 or �Y 2 ˙0, and
(ii) Y 2 ˙0 implies either X 2 ˙0 or ��1X 2 ˙0.
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(b) ˙ is sectionally convex, that is, if X D X0 ! X1 ! � � � ! Xt D Y is a sectional path
of irreducible morphisms between indecomposable modules, then X; Y 2 ˙0 implies
that Xi 2 ˙0 for all i .

(c) j˙0j D rk K0.C / (that is, equals the number of isoclasses of simple C -modules).

For instance, if C is a tilted algebra, then it is easily seen that any complete slice in
� .mod C / is a local slice. For cluster tilted algebras, in Examples 3.2(a)–(c), the sets
˚

2
1 ; 2; 3

2

�
,
n

2
1 ; 2 3

1 ;
4

2 3
1

; 2
o

and
n
2;

3
2
1

; 3
2 ;

4
3
2

o
are local slices, respectively. We shall now

see that cluster tilted algebras always have (a lot of) local slices. Assume that C is a
tilted algebra, and ˙ a complete slice in � .mod C /. Then there exist a hereditary alge-
bra A and a tilting module TA such that C D End TA and ˙ D add HomA.TA; D A/,
see [17, Theorem VIII.5.6, p. 342]. On the other hand �C D C � Ext2C .D C; C / is cluster
tilted, and the surjective algebra morphism pW �C ! C of Sect. 2.4 induces an embedding
mod C ,! mod �C .

Proposition 3.13 ([4]). With the above notation, ˙ embeds in � .mod �C / as a local slice
in the transjective component. Moreover, every local slice in � .mod �C / occurs in this way.

The above embedding turns out to preserve the Auslander–Reiten translates.

Lemma 3.14 ([4]). With the above notation, if M 2 ˙0 then

(a) �C M Š ��C M and
(b) ��1

C M Š ��1
�C

M .

Consider ˙ as embedded in � .mod �C /. Its annihilator Ann�C ˙ , namely, the inter-
section of all the annihilators

T
M2˙0

Ann�C M of the modules M 2 ˙0, is equal to
Ext2C .D C; C /. This is the main step in the proof of the main theorem of this subsection,
which answers the question asked at its beginning.

Theorem 3.15 ([4]). Let B be a cluster tilted algebra. Then there exists a tilted algebra
C such that B D �C if and only if there exists a local slice ˙ in � .mod B/ such that
C D B= AnnB ˙ .

Cluster tilted algebras have usually a lot of local slices.

Proposition 3.16 ([4]). Let B be cluster tilted of tree type and M an indecomposable B-
module lying in its transjective component. Then there exists a local slice ˙ such that
M 2 ˙0.

In particular, if B is representation-finite, then any indecomposable B-module lies on
some local slice.

The following remark, which is an immediate consequence of [12, (1.3)], is particularly
useful in calculations.

Proposition 3.17 ([4]). Let B be a cluster tilted algebra, and ˙ a local slice in � .mod B/.
Then AnnB ˙ is generated, as a two-sided ideal, by arrows in the quiver of B .
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For another approach to find all tilted algebras whose relation extension is a given cluster
tilted algebra, we refer the reader to [29].

Examples 3.18. (a) Let B be the cluster tilted algebra of Example 2.2(b). We illustrate a
local slice ˙ in � .mod B/ by a dotted line.

1

2
1

3
1

2 3
1

3

4
2 3
1

2

4
2 3

4
2

4
3

4 1
4 1

where we identify the two copies of 1. Here, AnnB ˙ D hˇ; �i so that C is the quiver
containing the remaining arrows

ı4
ı3

ı2

ı 1

˛

�

"

bound by "˛ D 0, "� D 0. There are only two other algebras which arise in this way from
local slices. Namely, the algebra C1 given by the quiver

ı1
ı 2

ı 3

ı4

ˇ

�

"

bound by ˇ" D 0, �" D 0, and C2 given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D �ı. Thus, we have �C D �C1 D �C2.
(b) In contrast to tilted algebras, local slices do not characterise cluster tilted algebras.

We give an example of an algebra which is not cluster tilted but has a local slice. Let A be
given by the quiver
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ı3
ı1

ı2

ı 4

ı 5

˛ˇ

ı

"

�

bound by ˛ˇ D 0, �ı D 0, ı" D 0, "� D 0. We show a local slice in � .mod A/

1

2

3
2 1

3
2

3
1

4
3
2

3

5
3
1

4
3

5
3

4 5
3

5

4

2
5

2

where we identify the two copies of 2.

In view of example (b), we may formulate the following problem.

Problem. Identify the class of algebras having local slices.

A partial solution is presented in [7].

3.5 Smaller and Larger Cluster Tilted Algebras

Let C be a tilted algebra and e 2 C an idempotent, then it is known that eCe is tilted,
see [51, Corollary III.6.5, p. 146]. This is not the case for cluster tilted algebras. On the
other hand, factoring out the two-sided ideal generated by an idempotent, we obtain a
smaller cluster tilted algebra.

Theorem 3.19 ([39]). Let B be a cluster tilted algebra, and e 2 B an idempotent. Then
B=BeB is cluster tilted.

If B is given as a bound quiver algebra and e is the sum of primitive idempotents cor-
responding to points in the quiver, then the bound quiver of B=BeB is obtained from that
of B by deleting the points appearing in e, and all arrows incident to these points, with the
inherited relations.

Examples 3.20. (a) If B is as in Example 2.2(b), thus given by the quiver
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ı1

ı2

ı
3

ı 4

ı

ˇ

"

˛

�

bound by ˛ˇ D �ı, "˛ D 0, "� D 0, ı" D 0, ˇ" D 0, and e2 is the primitive idempotent
corresponding to the point 2, then B=Be2B is given by the quiver

ı1

ı
3

ı 4

ı

"

�

bound by "� D 0, ı" D 0 and also �ı D 0 (because in B , we have �ı D ˛ˇ and both
˛; ˇ are set equal to zero when passing to the quotient B=Be2B). This is the algebra in
Example 2.2(a).
We also give an example of a full subcategory of a cluster tilted algebra which is not cluster
tilted. In the previous example, let e D e1 C e4, then eBe is given by the quiver

ı1 ı 4

�

"

bound by "� D 0, �" D 0. This is not a cluster tilted algebra because its quiver contains a
2-cycle, see Corollary 2.5.

(b) If B is as in Example 2.2(c), given by the quiver

ı1 ı 4

ı2 ı 3

˛

ˇ
�

ı

bound by ˛ˇ� D 0, ˇ�ı D 0, �ı˛ D 0, ı˛ˇ D 0, then B=Be4B is hereditary with quiver

ı2ı3 ı 1
˛ˇ

We may ask whether the above procedure can be reversed, that is, given a cluster tilted
algebra B , whether there exists a (larger) cluster tilted algebra B 0 and an idempotent e0 2
B 0 such that B Š B 0=B 0e0B 0.

Let B be cluster tilted, and ˙ a local slice in � .mod B/. Let C D B= AnnB ˙ . Then
˙ embeds in � .mod C / as a complete slice, because of Proposition 3.13. Let M be a,
not necessarily indecomposable, B-module all of whose indecomposable summands lie
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on ˙ . In particular, M is a C -module. It is then known, and easy to prove, that the one-
point extension C 0 D C ŒM� is tilted. Let B 0 D C 0

� Ext2C 0.D C 0; C 0/ be the relation
extension of C 0. We have the following theorem which can be seen as the reverse procedure
to Theorem 3.19 above.

Theorem 3.21 ([60]). With the above notation, B 0 is cluster tilted and, if e0 is the primitive
idempotent corresponding to the extension point, then

B 0=B 0e0B 0 Š B :

Examples 3.20. (c) Let B be as in example (a), with C given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D �ı. Let M D 2 ˚ 3. Then both summands of M lie on a complete slice
and C 0 D C ŒM� is the tilted algebra given by the quiver

ı1

ı2

ı
3

ı 4 ı 5

ı

ˇ ˛

�

�

�

bound by ˛ˇ D �ı, �ˇ D 0, �ı D 0. It is of wild type

ı

ı

ı

ı ı

The relation extension B 0 of C 0 is given by the quiver
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ı1

ı2

ı
3

ı 4 ı 5

ı

ˇ ˛

�

�

�

	

�

bound by ˛ˇ D �ı, "˛ D 0, "� D 0, ˇ" D 0, ı" D 0, �� D 0, �ˇ D 0, ˇ� D 0, 	� D 0,
�ı D 0, ı	 D 0.
According to Theorem 3.21, B 0 is cluster tilted and moreover B 0=B 0e5B 0 D B .

4 Particular Modules over Cluster Tilted Algebras

4.1 The Left Part of a Cluster Tilted Algebra

Because tilting theory lies at the heart of the study of cluster tilted algebras, it is nat-
ural to ask what are the tilting modules over these algebras. We first see that they cor-
respond to tilting objects in the cluster category. Indeed, recall from Theorem 3.1 that
given a tilting object T in a cluster category C and B D EndC T then the functor
HomC .T; –/WC ! mod B induces an equivalence C=hadd �T i Š mod B . We wish to
see what are the preimages under HomC .T; –/ of partial tilting and tilting B-modules (we
call them their lifts).

Theorem 4.1 ([67]). Let Q be a finite acyclic quiver, CQ the corresponding cluster cate-
gory, T a tilting object in CQ and B D EndCQ

T . Then:

(a) any partial tilting B-module lifts to a rigid object in CQ, and
(b) any tilting B-module lifts to a tilting object in CQ.

An immediate consequence of this theorem and Theorem 3.1 is that, if U is a tilting
B-module with lift SU , then EndB U is a quotient of EndCQ

SU .
Recall that, for an algebra A, the left part LA of mod A is the full subcategory of ind A

consisting of all the M such that, for any L in ind A such that there exists a path of nonzero
morphisms between indecomposables L D L0 ! L1 ! � � � ! Lt D M we have
pd L � 1. The right part RA is defined dually, see [54]. We want to study the left and right
parts of a cluster tilted algebra. We need one lemma.

Lemma 4.2 ([67, (5.1)]). Let B be a nonhereditary cluster tilted algebra. Then any con-
nected component of � .mod B/ either contains no projectives and no injectives, or it con-
tains both projectives and injectives.
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Proof. Let P be an indecomposable projective lying in a component � of � .mod B/. Let
˙ be the maximal full, connected convex subquiver of � containing only indecomposable
projectives, including P . Because B is not hereditary, the number of points of ˙ is strictly
less than the number of � -orbits in � . Therefore there exist P 0 2 ˙0 and M … ˙0 such that
there is an irreducible morphism M ! P 0: indeed, if this is not the case, then there is an
irreducible morphism P 0 ! N with N … ˙0 and N projective, a contradiction. Let T 0 be
the indecomposable summand of the tilting object T in CQ corresponding to P 0. Because
M is nonprojective, there is in CQ an arrow �2T 0 ! SM , where SM denotes the lift of M .
This corresponds in � to an irreducible morphism from an indecomposable injective B-
module to �M . Hence � contains at least one injective. Dually, if � contains an injective,
then it also contains a projective. ut
Proposition 4.3 ([67, (5.2)]). Let B be a nonhereditary cluster tilted algebra. Then LB

and RB are finite.

Proof. Assume LB ¤ ∅. Because LB is closed under predecessors in ind B , it contains at
least one indecomposable projective B-module P . Because of [45, (1.1)] and Lemma 4.2
above, there exists m � 0 such that ��mP is a successor of an injective module. We may
assume m to be minimal for this property. Because of [10, (1.6)], we have ��mP … LB

and so ��mP is Ext-injective in LB . Because this holds for any indecomposable projective
in LB , it follows from [11, (5.4)] that LB is finite. Dually, RB is finite. ut

As easy consequences, any cluster tilted algebra is left and right supported in the sense
of [11], and it is laura [10] if and only if it is hereditary or representation-finite.

Given an algebra A, its left support A� is the endomorphism algebra of the direct sum
of all indecomposable projective A-modules lying in LA. The dual notion is the right sup-
port algebra A�. It is shown in [11, (2.3)] that A�; A� are always products of quasi-tilted
algebras. We show that they are, for cluster tilted algebras, products of hereditary algebras.

Proposition 4.4 ([67, (5.4)]). Let B be Iwanaga–Gorenstein of injective dimension 1, then
B�; B� are direct products of hereditary algebras.

Proof. Because LB � ind B�, see [11], it suffices to prove that, if P is a projective inde-
composable B-module lying in LB and M ! P is an irreducible morphism with M inde-
composable, then M is projective. Assume not, then �M ¤ 0 and HomB.��1.�M/; P / ¤
0 implies id.�M/B > 1, because of [17, p. 115]. Because B is Iwanaga–Gorenstein of
injective dimension 1, we infer that pd.�M/ > 1, contradicting the fact that �M 2 LB .
Therefore M is projective. This shows that B� is a direct product of hereditary algebras.
Dually, B� is also a direct product of hereditary algebras. ut

Actually, one can show, see [67, (5.5)], that LB contains no indecomposable injective
B-module. Therefore LB can be characterised as the set of those indecomposable modules
which are not successors of an injective (by a sequence of nonzero morphisms between
indecomposable modules). Dually, RB consists of those indecomposables which are not
predecessors of a projective.

We also refer the reader to [28] for modules of projective dimension one over cluster
tilted algebras.
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4.2 Modules Determined by Their Composition Factors

It is a standard question in representation theory to identify those indecomposable modules
over a given algebra which are uniquely determined by their composition factors or, equiv-
alently, by their dimension vectors. We have seen in (3.1) that the Auslander–Reiten quiver
of a cluster tilted algebra contains a unique transjective component, and this is the only
component containing local slices, see Sect. 3.4. If the cluster tilted algebra is of Dynkin
type, then the transjective component is the whole Auslander–Reiten quiver. We have the
following theorem.

Theorem 4.5 ([13]). Let B be a cluster tilted algebra and M; N indecomposable B-
modules lying in the transjective component. Then M Š N if and only if M and N have
the same composition factors.

As a consequence, over a representation-finite cluster tilted algebra, all indecomposables
are uniquely determined by their composition factors.

Example 4.6. The statement of the theorem does not hold true if M; N are not transjective.
Let indeed C be the tilted algebra of type QA2 given by the quiver

ı1 ı2 ı 3
˛

ı

ˇ

bound by ˛ˇ D 0. Its relation extension B D �C is given by the quiver

ı1

ı
3

ı 2

� ˛

ı

ˇ

bound by ˛ˇ D 0, ˇ� D 0, �˛ D 0. Then � .mod B/ contains exactly one tube of rank 2,
all others being of rank 1. This tube is of the form

2
1

3
2
1

3
2
1
3

3
2 2
1 1
3

:::

2
1
3

:::

2
1

3
2
1
3
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where we identify along the vertical dashed lines. Clearly the modules rad P3 D 2
1
3

and

P3= soc P3 D 3
2
1

are nonisomorphic but have the same composition factors.

The situation is slightly better for cluster concealed algebras of Euclidean type, see [63]:
these are the relation extensions of concealed algebras, that is, of tilted algebras which
are endomorphism algebras of a postprojective (or a preinjective) tilting module over a
hereditary algebra.

Proposition 4.7 ([13]). Let B be a cluster concealed algebra of Euclidean type, and M; N

two rigid indecomposable modules. Then M Š N if and only if M and N have the same
composition factors.

If B is cluster concealed of wild type and M; N are not only rigid but also lift to rigid
objects in the cluster category, then the statement holds true: M Š N if and only if M and
N have the same composition factors.

4.3 Induced and Coinduced Modules

Another successful approach for studying modules over cluster tilted algebras is by con-
sidering them as induced or coinduced from modules over an underlying tilted algebra. A
similar approach is used extensively in the representation theory of finite groups. Indeed,
let C be tilted, E D Ext2C .D C; C / and B D C � E be its relation extension. There are
two change of rings functors allowing to pass from mod C to mod B; these are as follows:

(i) the induction functor – ˝C BB W mod C ! mod B , and
(ii) the coinduction functor HomB.BBC ; –/W mod C ! mod B .

A B-module is said to be induced (or coinduced) if it lies in the image of the induction
functor (or the coinduction functor, respectively).

Lemma 4.8 ([64, (4.2)]). Let M be a C -module, then

(a) id MC � 1 if and only if M ˝C B Š M .
(b) pd MC � 1 if and only if HomC .B; M/ Š M .

Proof. We only prove (a), because the proof of (b) is similar. Recall that, as left C -
modules, we have C B Š C C ˚ C E. Therefore M ˝C B Š M ˚ .M ˝C E/. Thus,
M ˝C B Š M if and only if M ˝C E D 0. Now we have

E D Ext2C .D C; C / Š Ext1C .˝ D C; C / Š D HomC .C; �˝ D C / Š D.�˝ D C /

where we used that pd.˝ D C / � 1 because gl: dim C � 2. Therefore

M ˝C E Š M ˝C D.�˝ D C / Š D HomC .M; �˝ D C /

Š Ext1C .˝ D C; M/ Š Ext2C .D C; M/

Š Ext1C .D C; ˝�1M/ Š D HomC .��1˝�1M; D C /

Š ��1˝�1M
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where we used that pd.˝ D C / � 1 and also that id.˝�1M/ � 1. Now, ��1˝�1M

vanishes if and only if ˝�1M is injective, that is, if and only if id MC � 1. ut
We recall some notation associated with the tilting theorem, see [17, p. 205]. Let kQ

be the path algebra of a quiver Q, TkQ a tilting module and C D End TkQ. Then every
indecomposable C -module belongs to one of the classes

X.T / D fM j M ˝C T D 0g
and

Y.T / D ˚
M j TorC

1 .M; T / D 0
�

:

Let CQ denote the cluster category.

Lemma 4.9 ([64, (6.2), (6.4)]). Let M be an indecomposable C -module, then

.a/ M ˝C B Š
(

HomCQ
.T; M ˝C T / if M 2 Y.T /

M if M 2 X.T /;

.b/ HomC .B; M/ Š
(

Ext1
CQ

�
T; TorC

1 .M; T /
�

if M 2 X.T /

M if M 2 Y.T /:

Proof. We only sketch the proof of (a). We know that M either lies in X.T / or in Y.T /.
If M 2 X.T /, then id MC � 1 (see [17, (VIII.3)]). Because of Lemma 4.8, we have
M ˝C B Š M . If, on the other hand, M 2 Y.T /, then, because of the tilting theorem, we
have M Š HomkQ.T; M ˝C T /. One can then prove that M ˝C B Š HomkQ.T; M ˝C

T / ˝C B Š HomCQ
.T; M ˝C T /, see [64, (6.1)]. ut

We can now state the main result of this subsection.

Theorem 4.10 ([64, (7.2), (7.4), (7.5)]). Let B be a cluster tilted algebra.
(a) If B is representation-finite and M is an indecomposable B-module, then there exists

a tilted algebra C such that B D �C and M is a C -module. In particular, M is both induced
and coinduced from a C -module.

(b) If B is arbitrary, and M is an indecomposable B -module lying in the transjective
component, then there exists a tilted algebra C such that B D �C and M is a C -module. In
particular, M is induced or coinduced from a C -module.

(c) If B is cluster concealed, and M is an indecomposable B-module, then there exists
a tilted algebra C such that B Š �C and M is a C -module. In particular, M is induced or
coinduced from a C -module.

Proof of (a). Because B is representation-finite, C is of tree type. Because of Proposition
3.16, there exists a local slice ˙ in � .mod B/ on which M lies. Let C D B= AnnB ˙ .
Then B is the relation extension of the tilted algebra C and M lies on the complete slice ˙

in � .mod C /. But then id MC � 1 and pd MC � 1. Because of Lemmata 4.8 and 4.9 above,
we have both M Š M ˝C B and M Š HomC .B; M/. This completes the proof. ut

It is important to observe that the tilted algebra C depends essentially on the choice
of M .
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Example 4.11. Let B be given by the bound quiver of Example 2.2(b). Choosing M D 4
2 3
1

,
we get that C is given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D �ı. Then M Š M ˝C B Š HomC .B; M/, so is induced and coinduced.
On the other hand, if we choose M 0 D 1

4 , we get that C is given by one of the quivers

ı1
ı 2

ı 3

ı4

ˇ

ı

"

or

ı4
ı3

ı2

ı 1

˛

�

"

bound, respectively, by ˇ" D 0, ı" D 0 and "˛ D 0, "� D 0. This indeed depends on the
chosen local slice containing M 0. In each case, M 0 is again both induced and coinduced.

5 Hochschild Cohomology of Cluster Tilted Algebras

5.1 The Hochschild Projection Morphism

The Hochschild cohomology groups were introduced by G. Hochschild in 1945, see [44].
Let C be an algebra and C EC a bimodule. Denoting by C ˝ki the i th tensor power of C

over k, we have a complex

0 E Homk.C; E/ � � � Homk.C
˝ki ; E/ Homk.C

˝kiC1; E/ � � �b1 biC1

where b1W E ! Homk.C; E/ is defined for x 2 E, c 2 C by

b1.x/.c/ D cx � xc

while biC1W Homk.C
˝ki ; E/ ! Homk.C

˝kiC1; E/ maps f W C ˝ki ! E to the map
biC1.f / from C ˝kiC1 to E defined on the generators by
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biC1.f /.c1 ˝ � � � ˝ ciC1/ D c1f .c2 ˝ � � � ˝ ciC1/

C
iX

j D1

.�1/j f .c1 ˝ � � � ˝ cj cj C1 ˝ � � � ˝ ciC1/

C .�1/iC1f .c1 ˝ � � � ˝ ci /ciC1

where all cj 2 C .
The i th Hochschild cohomology group is the i th cohomology group of this complex,

that is,

Hi .C; E/ D Ker biC1

Im bi
:

If E D C CC , then we write
Hi .C; C / D H Hi .C / :

The lower index groups have concrete interpretations. For instance,

H0.C; E/ D fc 2 C j cx D xc for all x 2 Eg :

In particular, H H0.C / is the centre of the algebra C . For the first group H1.C; E/, let
Der.C; E/ denote the subspace of Homk.C; E/ consisting of all d W C ! E such that

d.cc0/ D d.c/ c0 C c d.c0/

for all c; c0 2 C . Such maps are called derivations. For instance, to each x 2 E corresponds
a derivation dx defined by dx.c/ D cx � xc (for c 2 C ). The dx are called inner (or
interior) derivations, and we denote their set by IDer.C; E/. Then, clearly

H1.C; E/ D Der.C; E/

IDer.C; E/
:

The Hochschild groups are not only invariants of the algebra, they are also derived
invariants, that is, if Db.mod C / Š Db.mod C 0/ is a triangle equivalence, then H Hi .C / Š
H Hi .C 0/ for all i , see [52, 56].

Moreover H H�.C / D L
i�0 H Hi .C / carries a natural ring structure with the so-

called cup product: if � D Œf � 2 H Hi .C / and 
 D Œg� 2 H Hj .C /, then we define
f � gW C ˝ki ˝k C ˝kj ! C by

.f � g/.c1 ˝ � � � ˝ ci ˝ ciC1 ˝ � � � ˝ cj / D f .c1 ˝ � � � ˝ ci /g.ciC1 ˝ � � � ˝ cj /;

where all ck 2 C . One verifies that this defines unambiguously a product. We set � [ 
 D
Œf � g� and call it the cup product of � and 
. With this product H H�.C / is a graded
commutative ring, that is, if �; 
 are as above, then

� [ 
 D .�1/ij 
 [ � :

We now let C be triangular of global dimension two and E D Ext2C .D C; C /. Denoting
by B D C � E the relation extension of C , we have a short exact sequence
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0 E B C 0
i p

q

as in Sect. 2.3. Let Œf � 2 H Hi .B/, then we have a diagram

B˝ki B

C ˝ki C:

f

p

pf q˝i

q˝i

We set 'i Œf � D Œpf q˝i �. It is easily checked that this gives rise to a well-defined
k-linear map 'i W H Hi .B/ ! H Hi .C /, which we call the i th Hochschild projection mor-
phism, see [14, (2.2)].

Theorem 5.1 ([14, (2.3)]). Considering H H�.B/ and H H�.C / as associative algebras
with the cup product, the 'i induce an algebra morphism

'�W H H�.B/ ! H H�.C / :

Note that '� is only a morphism of associative algebras: the Hochschild cohomology
ring also carries a natural Lie algebra structure, but '� is not in general a morphism of Lie
algebras. For a counterexample, see [14, (2.5)].

Consider the short exact sequence of B-B-bimodules

0 E B C 0

and apply to it the functor HomB-B.B; –/ (we denote by HomB-B the morphisms of B-B-
bimodules). We get a long exact cohomology sequence

0 H0.B; E/ H H0.B/ H0.B; C / H1.B; E/
ı0

H H1.B/ H.B; C / � � �ı1

where ıi denotes the i th connecting morphism.
It is easy to prove that H0.B; C / Š H H0.C /, see, for instance [14, (2.7)], and thus the

composition of this isomorphism with the map H H0.B/ ! H0.B; C / of the previous long
exact sequence is just '0W H H0.B/ ! H H0.C /. Now C is triangular, and H H0.C / is its
centre, hence H H0.C / D k. On the other hand '0 ¤ 0 because it maps the identity of B

to that of C . Therefore, we have a short exact sequence

0 H0.B; E/ H H0.B/ H H0.C / 0
'0

:

We also have the following theorem.
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Theorem 5.2 ([14, (5.7)]). Let C be triangular of global dimension at most two, and B its
relation extension. Then we have a short exact sequence

0 H1.B; E/ H H1.B/ H H1.C / 0
'1

:

If, in particular, C is tilted so that B is cluster tilted, then '1 is surjective.
In actual computations, one uses the fact that, for C triangular of global dimension two,

one can prove that
H1.B; E/ Š H1.C; E/ ˚ EndC -C E

see [14, (5.9)].

Example 5.3. Let B be the algebra of Example 2.12(b), given by the quiver

ı
1

ı2

ı
3

ı

�

˛ˇ

bound by ˛ˇ D 0, ˇı D 0, ı˛ D 0, ı�ı D 0. This is the relation extension of the (non-
tilted) algebra C D B=BıB . Then one can prove that H1.C; E/ D 0 while EndC -C E D k
(indeed, E has simple top generated by the arrow ı). Because H H1.C / D k, we get that
H H1.B/ D k2.

In this example, the higher 'i are not surjective: indeed, one can prove that '2 D 0,
while H H2.C / ¤ 0, see [14, (5.12)].

Corollary 5.4 ([14, (5.8)]). Let B be cluster tilted and C tilted such that B D �C , then
there is a short exact sequence

0 H0.B; E/ ˚ H1.B; E/ H H�.B/ H H�.C / 0
'�

:

Proof. Because C is tilted, it follows from [53] that H Hi .C / D 0 for all i � 2. ut

5.2 The Tame and Representation-Finite cases

Now we consider cluster tilted algebras of Dynkin or Euclidean type. Let C be tilted and
B D �C . We need to define an invariant nB;C depending on the choice of C .

Let � D Pm
iD1 �i wi be a relation in a bound quiver .Q; I /, where each wi is a path

of length at least two from x to y, say, and each �i is a nonzero scalar. Then � is called
strongly minimal if, for every nonempty proper subset J of f1; 2; : : : ; mg and every family
.	j /j 2J of nonzero scalars, we have

P
j 2J 	j wj … I . It is proved in [16, (2.2)] that, if B

is cluster tilted, then it has a presentation consisting of strongly minimal relations.
Let now C D kQ=I be a tilted algebra and B D �C D k�Q= QI be its relation extension,

where QI is generated by the partial derivatives of the Keller potential, see Sect. 2.4. Let
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� D Pm
iD1 �i wi be a strongly minimal relation in QI , then either � is a relation in I , or

there exist exactly m new arrows ˛1; : : : ; ˛m such that wi D ui ˛i vi , with ui ; vi paths
consisting entirely of old arrows [16, (3.1)]. Moreover, each new arrow ˛i must appear in
this way.

We define a relation � on the set �Q1 n Q1 of new arrows. For every ˛ 2 �Q1 n Q1, we
set ˛ � ˛. If � D Pm

iD1 �i wi is a strongly minimal relation in QI and the ˛i are as above,
then we set ˛i � j̨ for all i; j such that 1 � i; j � m.

One can show that � is unambiguously defined. It is clearly reflexive and symmetric.
We let 	 be the least equivalence relation on �Q1 nQ1 such that ˛ � ˇ implies ˛ 	 ˇ (that
is, 	 is the transitive closure of �).

We define the relation invariant of B , relative to C , to be the number nB;C of equiva-
lence classes of new arrows under the relation 	.

This equivalence is related to the direct sum decomposition of the C -C -bimodule
E D Ext2C .D C; C /. Indeed, E is generated, as C -C -bimodule, by the new arrows. If
two new arrows occur in a strongly minimal relation, this means that they are somehow
yoked together in E. It is shown in [8, (4.3)] that E decomposes, as C -C -bimodule, into
the direct sum of nB;C summands.

Theorem 5.5 ([16, (5.3)]). Let B D C � E be a cluster tilted algebra. If B is of Dynkin or
of Euclidean type, then H H1.B/ D H H1.C / ˚ knB;C .

Example 5.6. Let C be the (representation-finite) tilted algebra of Euclidean type QA3 given
by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ ˛

�

bound by ˛ˇ D 0, �ı D 0. Its relation extension B is as in Example 2.2(d), that is, given
by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ

�

	

˛

�

bound by ˛ˇ D 0, ˇ� D 0, �˛ D 0, �ı D 0, ı	 D 0, 	� D 0. There are two equivalence
classes of new arrows, namely f�g and f	g. Therefore nB;C D 2. Because of the theorem,
we have H H1.B/ Š H H1.C / ˚ k2 Š k3.



172 I. Assem

There is a better result in the representation-finite case. If B is representation-finite,
then C is tilted of Dynkin type. Because Dynkin quivers are trees, and the Hochschild
groups are invariant under tilting (see Sect. 5.1 above), we have H H1.C / D 0. Therefore
H H1.B/ D knB;C and so the invariant nB;C does not depend on the choice of C . We
therefore denote it by n and give an easy way to compute it. We have defined chordless
cycles in Sect. 2.4. An arrow in the quiver of a cluster tilted algebra is called inner if it
belongs to two chordless cycles.

Theorem 5.7 ([16, (6.4)]). If B is a representation-finite cluster tilted algebra, then the
dimension n of H H1.B/ equals the number of chordless cycles minus the number of inner
arrows in the quiver of B .

Example 5.8. Let B be as in Example 2.2(b) given by the quiver

ı1

ı2

ı
3

ı 4

ı

ˇ

"
˛

�

bound by ˛ˇ D �ı, "˛ D 0, ˇ" D 0, "� D 0, ı" D 0. There are two chordless cycles and
just one inner arrow so n D 2 � 1 D 1 and H H1.B/ D k.

We get a characterisation of the fundamental group of B .

Corollary 5.9 ([15, (4.1)]). If B D k�Q= QI is a representation-finite cluster tilted algebra,
then �1.�Q; QI / is free on n generators.

For instance, in the above example, �1.�Q; QI / Š Z. This is a particular case of the
following problem.

Problem. Let B D k�Q= QI be a cluster tilted algebra, with the presentation induced from
the Keller potential. Prove that �1.�Q; QI / is free.

Finally, we refer the reader to [41] for the study of the Hochschild groups as derived
invariants of (an overclass of) cluster tilted algebras of type A.

5.3 Simply Connected Cluster Tilted Algebras

In [66], Skowroński asked for which algebras the vanishing of the first Hochschild coho-
mology group is equivalent to simple connectedness. We prove that this is the case for
cluster tilted algebras.

Theorem 5.10 ([16, (5.11)]). Let B be cluster tilted. The following conditions are
equivalent:
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(a) H H1.B/ D 0.
(b) B is simply connected.
(c) B is hereditary and its quiver is a tree.

Proof. (b) implies (c). If B is simply connected, then it is triangular and hence it is hered-
itary. Moreover its quiver must be a tree.

(c) implies (a). This is trivial, see [52].
(a) implies (c). If B is not hereditary, and C is tilted such that B D �C , then because

of Lemma 3.7, we have a connected Galois covering }C ! �C D B with group Z.
The universal property of Galois coverings yields a group epimorphism �1.�Q; QI / ! Z

where B D k�Q= QI . This epimorphism induces a monomorphism of abelian groups
Hom.Z; kC/ ! Hom

�
�1.�Q; QI /; kC�. Because of a well-known result of [61], we have

a monomorphism
Hom

�
�1.�Q; QI /; kC� ! H H1.B/ :

Therefore the composed monomorphism Hom.Z; kC/ ! H H1.B/ gives H H1.B/ ¤ 0.
Thus H H1.B/ D 0 implies that B is hereditary. Applying [52] we get that �Q is a tree. ut
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Brauer Graph Algebras
A Survey on Brauer Graph Algebras, Associated Gentle
Algebras and Their Connections to Cluster Theory

Sibylle Schroll

Introduction

Brauer graph algebras originate in the modular representation theory of finite groups where
they first appear in the form of Brauer tree algebras in the work of Janusz [53] based on
work of Dade [23]. Brauer graph algebras in general, are defined by Donovan and Freislich
in [30]. In particular, they classify the indecomposable representations of a Brauer graph
algebra in terms of canonical modules of the first and second kind (string and band modules
respectively). This classification is based on the work of Ringel [77] on indecomposable
representations of dihedral 2-groups and the work of Gel0fand and Ponomarev [42] on
indecomposable representations of the Lorentz group.

Brauer graph algebras are defined by combinatorial data based on graphs: Underlying
every Brauer graph algebra is a finite graph with a cyclic orientation of the edges at every
vertex and a multiplicity function. This combinatorial data encodes much of the represen-
tation theory of Brauer graph algebras and is part of the reason for the ongoing interest in
this class of algebras.

In [66] the point of view of interpreting Brauer graphs as ribbon graphs has been intro-
duced adding a geometric perspective to the representation theory of Brauer graph algebras
and relating Brauer graph algebras with surface cluster theory. The idea of relating Brauer
graphs to surfaces was already suggested in [30] where a description of Brauer graphs
is given as graphs embedded in oriented surfaces. In [1] the geometric approach based
on ribbon graphs has been used to classify two-term tilting complexes over Brauer graph
algebras.

The class of Brauer graph algebras coincides with the class of symmetric special biserial
algebras [79, 82]. This connection has introduced string combinatorics to the subject as well
as a large body of literature on biserial and special biserial algebras, for an overview see
for example, the webpages maintained by Julian Külshammer1 and by Jan Schröer.2

1 http://www.iaz.uni-stuttgart.de/LstAGeoAlg/Kuelshammer/topics/biserial.html
2 http://www.math.uni-bonn.de/people/schroer/fd-atlas.html
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In recent years there has been a renewed interest in Brauer graph algebras. In addition to
the results mentioned in these lecture notes, there are new results 2-term tilting complexes
of Brauer graph algebras [1, 90, 91], Brauer graph algebras associated to partial triangu-
lations [25], coverings of Brauer graphs [47], the finite generation of the Yoneda (or Ext)
algebra of a Brauer graph algebra [5, 48] and the generalised Koszulity of Brauer graph
algebras [48], as well as new results on the non-periodicity of modules of finite complexity
over weakly symmetric Brauer graph algebras [37]. Note also that Brauer graph algebras
play a central role in the recent survey on the connection between the representation theory
of finite groups and the theory of cluster algebras [64].

On the other hand from the point of view of modular representation theory of finite
groups, there has been much recent work to identify specific Brauer trees and Brauer graphs
arising in that context, see for example [21, 32–34].

In these lecture notes, after motivating the study of Brauer graph algebras from the
perspective of symmetric special biserial algebras in Sect. 1, in Sect. 2 we give a detailed
definition of Brauer graph algebras. Section 3 focuses on the connection of Brauer graph
algebras with gentle algebras and the connection of Brauer graph algebras with surface
cluster theory. In Sect. 4, mutation of Brauer graph algebras and derived equivalences are
discussed. Section 5 describes the Auslander–Reiten theory of Brauer graph algebras.

1 Motivation and Connections

1.1 Special Biserial Algebras

Let K be an algebraically closed field. A quiver Q D .Q0; Q1; s; t/ is given by a set of
vertices Q0, a set of arrows Q1, a function sW Q1 ! Q0 denoting the start of an arrow
and t W Q1 ! Q0 denoting the end of an arrow. A path in Q is a sequence of arrows
p D ˛0˛1 � � � ˛n such that t .˛i / D s.˛iC1/, for all 0 � i � n � 1. We set s.p/ D s.˛0/

and t .p/ D t .˛n/. Furthermore, we denote by `.p/ the length of p, that is `.p/ D n.
The path algebra of a quiver KQ is the algebra whose underlying vector space has a

basis given by all possible paths in the quiver Q. This includes a trivial path ev for every
vertex v 2 Q0. The multiplication is given by linearly extending the multiplication of two
paths p and q in Q, which is given by concatenation if possible and zero otherwise. That
is,

p � q D
(

pq if t .p/ D s.q/

0 otherwise.

The algebra KQ has been extensively studied and we refer the reader to classical repre-
sentation theory textbooks, see for example [8, 9, 11, 12, 80]. It follows directly from the
definition, that if the quiver Q has a loop or an oriented cycle, the algebra KQ is infinite-
dimensional.

Denote by R the two-sided ideal of KQ generated by the arrows in Q. We call a two-
sided ideal I of KQ admissible if there exists a strictly positive integer n � 2 such that
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Rn � I � R2 :

If I is an admissible ideal of KQ, then the algebra KQ=I is a finite-dimensional algebra
and we say that KQ=I is given by quiver and relations. The algebra KQ=I is indecom-
posable if and only if the quiver Q is connected.

The motivation behind studying the representation theory of algebras by studying alge-
bras given by quiver and relations is the following theorem due to Gabriel.

Theorem 1.1 ([41]). Every connected finite-dimensional K-algebra is Morita equivalent
to an algebra KQ=I for a unique quiver Q and where I is an admissible ideal of KQ.

The algebras of the form KQ=I , I admissible, are still arbitrarily complicated and there-
fore subclasses of these algebras are often considered. For example, to restrict the class of
finite-dimensional algebras considered, further restrictions on Q and on I can be imposed.

One example is the restriction of the number of arrows starting and ending at each
vertex in the quiver. If at each vertex v 2 Q0 there is at most one arrow starting and at
most one arrow ending at v, then KQ=I is monomial and of finite representation type
that is, up to isomorphism, there are only finitely many distinct indecomposable KQ=I -
modules. These algebras are the so-called Nakayama algebras [8, 9, 67]. An algebra KQ=I

is monomial, if the ideal I is generated by paths. Note that this definition depends on the
presentation of the algebra, that is on the choice of the ideal I . In general, there might
be many different ideals J , such that KQ=I ' KQ=J . It is an open question, raised
by Auslander, to find a homological characterisation that implies that a given algebra is
monomial. Nevertheless, monomial algebras have been extensively studied and many open
problems have been answered in the case of monomial algebras.

The next level of complexity is to allow at most two arrows to begin and end at every
vertex in Q:

(S0) At every vertex v in Q there are at most two arrows starting at v and there are at most
two arrows ending at v.

While this is a very strong restriction on the algebras one can consider, most algebras
whose quiver satisfies condition (S0) are of wild representation type (see Sect. 5 for the
definition of the representation type of an algebra).

To pose a further restriction on the class of algebras we consider, we set

(S1) For every arrow ˛ in Q there exists at most one arrow ˇ such that ˛ˇ … I and there
exists at most one arrow � such that �˛ … I .

Almost all algebras satisfying condition (S1) (and not necessarily condition (S0)) are
of wild representation type. In fact, algebras satisfying (S1) are called special multiserial
algebras. They were first defined in [52] and their representation theory has been studied
in [43–46, 52].

Together conditions (S0) and (S1) are very strong and the corresponding class of alge-
bras has many special properties.

Definition 1.2. A finite-dimensional K-algebra A is called special biserial if there is a
quiver Q and an admissible ideal I in KQ such that A is Morita equivalent to KQ=I and
such that KQ=I satisfies conditions (S0) and (S1).



180 S. Schroll

Examples of special biserial algebras include the algebras appearing in the work of
Gel0fand and Ponomarev [42] on the classification of Harish-Chandra modules over the
Lorentz group and they are closely linked to the modular representation theory of finite
groups, see for example, Ringel’s classification of the indecomposable modules over dihe-
dral 2-groups, see, e.g. [77]. Other examples of special biserial algebras are string algebras
(monomial special biserial algebras) see for example [18], discrete derived algebras (clas-
sified by Vossieck in [87]), Jacobian algebras of triangulations of marked oriented surfaces
with boundary where all marked points lie in the boundary [7] and Brauer graph algebras
(see Theorem 2.8).

Special biserial algebras have been intensely studied. We now give a list of some of their
most important properties and results.

Theorem 1.3 ([88]). Special biserial algebras are of tame representation type.

Wald and Waschbüsch show that special biserial algebras are of tame representation
type by classifying their indecomposable representations. These are given by the so-called
string and band modules (which first appear in [42] as modules of the first and second kind,
see also [30, 77] and also [88]). Based on strings and bands a nice combinatorial description
of the morphism between string and band modules is given in Crawley-Boevey [22] and
Krause [58].

Furthermore, Wald and Waschbüsch [88] and Butler and Ringel [18] give a combinato-
rial description of the irreducible maps between string modules and between band modules
in terms of string combinatorics giving a description of Auslander–Reiten sequences.

Definition 1.4. A finite-dimensional K-algebra A is called biserial if every indecompos-
able projective left and right A-module P is such that rad.P / D U C V , where U and V

are uniserial modules and U \ V is either a simple A-module or zero.

Theorem 1.5 ([86]). A special biserial algebra is biserial.

Pogorzały and Skowroński prove a partial converse in case that the algebra is standard
self-injective, that is if it admits a simply connected Galois covering, see, e.g. [85].

Theorem 1.6 ([70]). Let A be a representation-infinite self-injective K-algebra. Then A is
standard biserial if and only if A is special biserial.

Recall that a linear form f W A 7! K is symmetric if f .ab/ D f .ba/ for all a; b 2 A

and that a finite-dimensional K-algebra A is symmetric if there exists a symmetric linear
form f W A 7! K such that the kernel of f contains no non-zero left or right ideal. An
equivalent formulation of this is that A considered as an A-A-bimodule is isomorphic to
its K-linear dual D.A/ D HomK.A; K/ as an A-A-bimodule. More details on equivalent
definitions can be found, for example, in [75].

Every finite-dimensional K-algebra A is a quotient of a symmetric K-algebra, for exam-
ple, A is a quotient of its trivial extension T .A/, where T .A/ is given by the semidirect
product of A with its minimal injective co-generator D.A/ (see Sect. 3 for more details
on trivial extensions). However, the class of special biserial algebras is special in that
every special biserial algebra is a quotient of a symmetric algebra, such that the symmetric
algebra is again special biserial.
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Theorem 1.7 ([88]). Every special biserial algebra is a quotient of a symmetric special
biserial algebra.

Symmetric special biserial algebras are well understood and are ubiquitous in the modu-
lar representation theory of finite groups where they have appeared under a different name,
that of Brauer graph algebras. While we will define Brauer graph algebras in Sect. 2, we
state the connection of special biserial algebras and Brauer graph algebras here.

Theorem 1.8 ([79, 82]). Let KQ=I be a finite-dimensional K-algebra. Then KQ=I is a
symmetric special biserial algebra if and only if KQ=I is a Brauer graph algebra.

This theorem was proved in [79] for the case that the algebra KQ=I is such that the
quiver Q contains no parallel arrows. In [82] it was proved that the result holds for all
quivers. The following directly follows from Theorems 1.7 and 1.8:

Corollary 1.9. Every special biserial algebra is a quotient of a Brauer graph algebra.

2 Brauer Graph Algebras

Recall from the introduction that Brauer graph algebras have their origin in the modular
representation theory of finite groups. We will start by briefly recalling how they appear in
this context.

2.1 Brauer Graph Algebras and Modular Representation Theory of
Finite Groups

Let G be a finite group. Suppose that the characteristic of K is equal to some prime number
p and suppose that p divides the order of G. Then it follows from Maschke’s Theorem
that the group algebra KG is not semi-simple. Instead it decomposes into a direct sum
of indecomposable two-sided ideals Bi such that KG D B1 ˚ � � � ˚ Bn. The identity
element e of G decomposes as e D e1 C � � � C en where the ei are orthogonal central
idempotents of KG such that ei 2 Bi . Each Bi is called a p-block of G (or of KG) and
it is a symmetric finite-dimensional K-algebra with identity element ei . Each p-block has
an associated invariant in the form of a p-group Di called the defect group of Bi . Dade
showed that if the defect group D of a p-block B of some finite group G is cyclic then B

is a Brauer tree algebra [23] and Donovan showed that if the characteristic K is two and
if D is a dihedral 2-group then B is a Brauer graph algebra [29]. We note that the blocks
with cyclic defect groups are precisely the p-blocks of G which are of finite representation
type.
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2.2 Definition of Brauer Graphs

Definition 2.1. A Brauer graph G is a tuple G D .G0; G1; m; o/ where

� .G0; G1/ is a finite (unoriented) connected graph with vertex set G0 and edge set G1,
� mW G0 ! Z>0 is a function, called the multiplicity or multiplicity function of G,
� o is called the orientation of G and is given, for every vertex v 2 G0, by a cyclic

ordering of the edges incident with v such that if v is a vertex incident to a single edge
i then if m.v/ D 1, the cyclic ordering at v is given by i and if m.v/ > 1 the cyclic
ordering at v is given by i < i .

A Brauer tree is a Brauer graph G D .G0; G1; m; o/ such that .G0; G1/ is a tree and
m.v/ D 1, for all but at most one v 2 G0.

We note that the graph .G0; G1/ which (by abuse of notation) we will also simply refer
to as G may contain loops and multiple edges. Denote by val.v/ the valency of the vertex
v 2 G0. It is defined to be the number of edges in G incident to v, with the convention that
a loop is counted twice (see Example 2.2(2)). Equivalently we can define val.v/ to be the
number of half-edges incident with vertex v. We call the edge i with vertex v truncated at
v if m.v/ val.v/ D 1. Note that if i is truncated at both vertices v and w, that is if both
m.v/ val.v/ D 1 and m.w/ val.w/ D 1 then G is the Brauer graph given by a single edge
with both vertices v and w of multiplicity 1 and the corresponding Brauer graph algebra is
defined to be kŒx�=.x2/.

Examples 2.2. In all four examples below, the orientation of the Brauer graph is given by
locally embedding each vertex of the Brauer graph into the clockwise oriented plane. If for
some v 2 G0, we have m.v/ > 1, then we record the value of m.v/ in a square box next to
the corresponding vertex on the graph.

(1) This is an example of what is called a generalised Brauer tree, that is the underlying
graph is a tree with at least two vertices with multiplicity greater than one. For example, let
H1 D .G0; G1; m; o/ be given by

c

3

a

2

b

d

e

f

g

1

2

3

4

5

6

We set m.i/ D 1 for all i 2 G0, i ¤ a; c and m.a/ D 2 and m.c/ D 3. The cyclic ordering
of the edges incident with vertex a is given by 1 < 1, with vertex b it is given by 2, with
vertex c it is given by 1 < 2 < 3 < 1, with vertex d it is given by 3 < 4 < 5 < 6 < 3, etc.
We have the following valencies for vertices of H1: val.a/ D val.b/ D val.e/ D val.f / D
val.g/ D 1, val.c/ D 3 and val.d/ D 4.
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(2) Let the Brauer graph H2 D .G0; G1; m; o/ be given by

a b

c

1

2

3

4

We set m.i/ D 1 for i D a; b; c. The cyclic ordering of the edges incident with vertex a is
given by 1 < 1 < 2 < 3 < 1, with vertex b is given by 2 < 4 < 3 < 2 and with c is given
by 4. We have val.a/ D 4, val.b/ D 3 and val.c/ D 1. Note that the edge 4 is a truncated
edge since the vertex c is such that m.c/ val.c/ D 1.

(3) Let the Brauer graph H3 D .G0; G1; m; o/ be given by

a b

1

2

3

We set m.a/ D m.b/ D 1. The cyclic ordering at vertex a is given by 1 < 2 < 3 < 1 and
at vertex b by 1 < 3 < 2 < 1 and val.a/ D val.b/ D 3.

(4) Let the Brauer graph H4 D .G0; G1; m; o/ be given by

a b

1

3

2

We set m.a/ D m.b/ D 1. The cyclic ordering at vertex a is given by 1 < 2 < 3 < 1 and
at vertex b by 1 < 2 < 3 < 1 and val.a/ D val.b/ D 3.

2.3 Quivers from Brauer Graphs

Let a be a vertex of some Brauer graph G, and let i1; i2; : : : ; in be the edges in G incident
with a (note that we might have ij D ik , for some j; k, if the corresponding edge is a
loop). Suppose that the cyclic ordering at a is given by i1 < i2 < � � � < in < i1. We call
i1; i2; : : : ; in the successor sequence at a and ij C1 is the successor of ij , for 1 � j � n � 1

and i1 is the successor of in, and ik�1 is the predecessor of ik for 2 � k � n and in is the
predecessor of i1.
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Fig. 1 Arrow ˛ defined by
the successor relation .i; j /

Note that if v is a vertex at edge i with val.v/ D 1 and if m.v/ > 1 then i > i and
the successor (and predecessor) of i is i , if m.v/ D 1 then i does not have a successor or
predecessor.

In order to specify more precisely the cyclic ordering at a given vertex, especially if
there is a loop at that vertex, half-edges are often used. In particular, the language of ribbon
graphs, see Sect. 2.7, introduced to Brauer graph algebras in [66], has the advantage of
making the notion of half-edge and their cyclic orderings very precise.

Given a Brauer graph G D .G0; G1; m; o/ we define a quiver QG D .Q0; Q1/ in the
following way. The set of vertices Q0 is given by the set of edges G1 of G, denoting the
vertex in Q0 corresponding to the edge i in G1 also by i . The arrows in Q are induced by
the orientation o. More precisely, let i and j be two edges in G0 incident with a common
vertex v and such that j is a direct successor of i in the cyclic ordering of the edges at v.
Then there is an arrow ˛W i ! j in QG .

We say that ˛ is given by the successor relation .i; j /. Since every arrow of QG starts
and ends at an edge of G, there are at most two arrows starting and ending at every vertex
of QG . Every vertex v 2 G0 such that m.v/ val.v/ � 2, gives rise to an oriented cycle Cv

in QG , which is unique up to cyclic permutation. We call Cv a special cycle at v. Let Cv

be such a special cycle at v. Then if Cv is a representative in its cyclic permutation class
such that s.Cv/ D i D t .Cv/, i 2 Q0, we say that Cv is a special i -cycle at v. To simplify
notation we will simply write Cv for the special i -cycle at v and specify if necessary that
s.Cv/ D i or if more detail is needed, we will specify the first or last arrow in Cv .

For i 2 Q0 and v 2 G0, a special i -cycle at v is not necessarily unique, however, there
are at most two special i -cycles at v for any i 2 G1 and v 2 G0 and this happens exactly
when i is a loop. An example of this is given in Example 2.3(2).

Examples 2.3. In this example we give the quivers of the Brauer graphs in Example 2.2 and
list some of the special cycles.

(1) Quiver QH1
of H1.

1

3

2 4

6

5

"

˛1

˛2

˛3

ˇ1 ˇ2

ˇ3ˇ4
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The special cycles in QH1
are given by Ca D �, the special 1-cycle at c given by ˛1˛2˛3,

the special 2-cycle at c given by ˛2˛3˛1, the special 3-cycle at c given by ˛3˛1˛2, and the
special 3-cycle at d given by ˇ1ˇ2ˇ3ˇ4, etc.

(2) Quiver QH2
of H2.

1

2

3

4˛0

˛1

˛2

˛3

ˇ1

ˇ2

ˇ3

The special cycles in QH2
are the special 1-cycles at a corresponding to ˛0˛1˛2˛3, and

˛1˛2˛3˛0, the special 2-cycle at a given by ˛2˛3˛0˛1, the special 2-cycle at b given by
ˇ1ˇ2ˇ3, etc. Note that there are two distinct 1-cycles at the vertex a, namely ˛0˛1˛2˛3

and ˛1˛2˛3˛0.
(3) Quiver QH3

of H3.
1

23

˛1

ˇ3

˛2

ˇ2

˛3

ˇ1

The special 1-cycle at a is given by ˛1˛2˛3, the special 1-cycle at b is given by ˇ1ˇ2ˇ3,
etc.

(4) Quiver QH4
of H4.

1

23

˛1

ˇ1

˛2

ˇ2

˛3

ˇ3
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The special 1-cycle at a is given by ˛1˛2˛3, the special 1-cycle at b is given by ˇ1ˇ2ˇ3,
etc.

2.4 Set of Relations and Definition of Brauer Graph Algebras

We define an ideal of relations IG in KQG generated by three types of relations. For this
recall that we identify the set of edges G1 of a Brauer graph G with the set of vertices Q0

of the corresponding quiver QG and that we denote the set of vertices of the Brauer graph
by G0.

Relations of type I:
C m.v/

v � C
m.v0/
v0 ;

for any i 2 Q0 and for any special i -cycles Cv and Cv0 at v and v0 such that both v and
v0 are not truncated (i.e. val.v/m.v/ ¤ 1 and val.v0/m.v0/ ¤ 1).

Relations of type II:
C m.v/

v ˛1 ;

for any i 2 Q0, any v 2 G0 and where Cv D ˛1˛2 � � � ˛n is any special i -cycle Cv .
Relations of type III:

˛ˇ ;

for any ˛; ˇ 2 Q1 such that ˛ˇ is not a subpath of any special cycle except if ˛ D ˇ is
a loop associated to a vertex v of valency one and multiplicity m.v/ > 1.

The algebra AG D KQG=IG is called the Brauer graph algebra associated to the
Brauer graph G.

We note that the relations generating IG do not constitute a minimal set of relations.
Many of the relations, in particular many of the relations of type II, are redundant. In [48]
for every Brauer graph algebra a minimal set of relations is determined: The relations of
type I and III are always minimal and the only relations of type II appearing in a minimal
generating set of relations are those corresponding to an edge i with vertices v and w,
such that i is truncated at vertex v and such that the immediate successor of i in the cyclic
ordering at w is also truncated at its other endpoint.

Examples 2.4. Sets of relations for the examples in Example 2.2.
(1) Set of relations of the three types of the Brauer graph algebra B1 D KQH1

=IH1
:

Type I: .˛1˛2˛3/3 � �2; .˛3˛1˛2/3 � ˇ1ˇ2ˇ3ˇ4

Type II: .˛1˛2˛3/3˛1; .˛2˛3˛1/3˛2; .˛3˛1˛2/3˛3; ˇ1ˇ2ˇ3ˇ4ˇ1; ˇ2ˇ3ˇ4ˇ1ˇ2;

ˇ3ˇ4ˇ1ˇ2ˇ3; ˇ4ˇ1ˇ2ˇ3ˇ4; �3

Type III: �˛1; ˛3�; ˛2ˇ1; ˇ4˛3

A minimal set of relations is given by all relations of types I and III and the relations
ˇ2ˇ3ˇ4ˇ1ˇ2 and ˇ3ˇ4ˇ1ˇ2ˇ3.
In the following, by abuse of notation, we will abbreviate the relations of type II as follows,
for ˇi ˇiC1ˇiC2ˇiC3ˇiC4 we write ˇ5, etc.
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Fig. 2 Brauer graph of a
symmetric Nakayama algebra
with n arrows ˛1; : : : :; ˛n

and relations of the form
.˛i1

: : : ˛in
/k˛i1

(2) Set of relations of the three types of the Brauer graph algebra B2 D KQH2
=IH2

:

Type I: ˛0˛1˛2˛3 � ˛1˛2˛3˛0; ˛2˛3˛0˛1 � ˇ1ˇ2ˇ3; ˛3˛0˛1˛2 � ˇ3ˇ1ˇ2

Type II: ˛5; ˇ4

Type III: ˛2
0 ; ˛1ˇ1; ˛2ˇ3; ˛3˛1; ˇ2˛3; ˇ3˛2

A minimal set of relations is given by all relations of types I and III.
(3) Set of relations of the three types of the Brauer graph algebra B3 D KQH3

=IH3
:

Type I: ˛1˛2˛3 � ˇ1ˇ2ˇ3; ˛2˛3˛1 � ˇ3ˇ1ˇ2; ˛3˛1˛2 � ˇ2ˇ3ˇ1

Type II: ˛4; ˇ4

Type III: ˛1ˇ3; ˇ3˛1; ˛2ˇ2; ˇ2˛2; ˛3ˇ1; ˇ1˛3

A minimal set of relations is given by all relations of types I and III.
(4) Set of relations of the three types of the Brauer graph algebra B4 D KQH4

=IH4
:

Type I: ˛1˛2˛3 � ˇ1ˇ2ˇ3; ˛2˛3˛1 � ˇ2ˇ3ˇ1; ˛3˛1˛2 � ˇ3ˇ1ˇ2

Type II: ˛4; ˇ4

Type III: ˛i ˇiC1; ˇi ˛iC1 for i D 1; 2 and ˛3ˇ1; ˇ3˛1

A minimal set of relations is given by all relations of types I and III.

Remark 2.5. Any symmetric Nakayama algebra is a Brauer graph algebra. Let Q be the
quiver given by a non-zero cycle ˛1˛2 � � � ˛n with s.˛1/ D t .˛n/. Let I D .˛knC1/ for any
k 2 Z>0. Then A D KQ=I is a Brauer tree algebra with Brauer tree T given by a star with
n edges and multiplicity 1 everywhere, except for the central vertex whose multiplicity is
equal to k, see Fig. 2.

2.5 First Properties of Brauer Graph Algebras

Theorem 2.6. Given a Brauer graph G D .G0; G1; m; o/, the associated Brauer graph
algebra AG D KG=IG is a finite-dimensional symmetric algebra.

Proof. We start by showing that IG is admissible. By the definition of a special cycle Cv ,
we have that either `.Cv/ > 1 or m.v/ > 1. Thus IG � KQ2. It follows from the relations
of type I, II and III that, for N D maxv2G0

`.C
m.v/
v /, any path p in Q with `.p/ � N C 1

is such that p 2 IG .
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To show that AG is symmetric, define the following symmetric linear function f W
AG ! K by setting

f .p/ D
(

1 if p D C
m.v/
v for some v 2 G0

0 otherwise.

Then it has no non-zero left-ideal in the kernel and thus AG is symmetric. ut
Remark 2.7. A Brauer graph algebra is indecomposable if and only if its Brauer graph is
connected as a graph.

The following theorem is well-known. It also follows from recent work on special mul-
tiserial and Brauer configuration algebras in [44, 45].

Theorem 2.8. Brauer graph algebras are special biserial.

Corollary 2.9. Brauer graph algebras are of tame representation type. A Brauer graph
algebra is of finite representation type if and only if it is a Brauer tree algebra.

Remark 2.10. It is possible to introduce scalars in the relations of a Brauer graph algebra.
In this case, the resulting Brauer graph algebra is no longer necessarily symmetric, but
instead it is weakly symmetric. The case of a weakly symmetric Brauer graph algebra is
treated in detail, for example, in [47] and [48]. We note that many interesting examples,
such as the existence of non-periodic modules with complexity one appear precisely in
the weakly symmetric (non-symmetric) case, see [37]. However, in these notes we will
focus on the case of symmetric Brauer graph algebras and refer for a rigorous definition of
weakly symmetric Brauer graph algebras to [47].

2.6 Indecomposable Projective Modules of Brauer Graph Algebras

We now list the Loewy series of the projective indecomposable modules of the Brauer
graph algebras in the examples above. Since Brauer graph algebras are special biserial,
they are biserial and the composition factors of the maximal uniserial submodules of the
indecomposable projectives can conveniently be read off the Brauer graph. In the following
the projective indecomposable module at vertex i of Q0 will be denoted by Pi and we
denote by i the simple module at vertex i .

Examples 2.11. Let B1; : : : ; B4 be the Brauer graph algebras with Brauer graphs H1; : : : ;

H4 respectively, given in Example 2.2. Then indecomposable projective modules are given
by

(1) Indecomposable projective modules over B1

P1 W

1

1

2
3
1
2
3
1
2
3

1

P2 W

2
3
1
2
3
1
2
3
1
2

P3 W

3
1
2
3
1
2
3
1
2

4
5
6

3

P4 W
4
5
6
3
4

P5 W
5
6
3
4
5

P6 W
6
3
4
5
6
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(2) Indecomposable projective modules over B2

P1 W
1

1
2
3

2
3
1

1

P2 W
2

3
1
1

4
3

2

P3 W
3

1
1
2

2
4

3

P4 W
4
3
2
4

(3) Indecomposable projective modules over B3

P1 W
1

2
3

3
2

1

P2 W
2

3
1

1
3

2

P3 W
3

1
2

2
1

3

(4) Indecomposable projective modules over B1

P1 W
1

2
3

2
3

1

P2 W
2

3
1

3
1

2

P3 W
3

1
2

1
2

3

2.7 Brauer Graphs as Ribbon Graphs

In [66] the point of view of interpreting a Brauer graph as a ribbon graph has been intro-
duced. A ribbon graph uniquely defines a compact oriented surface and connects the
representation theory of Brauer graph algebras to combinatorial surface geometry. We
recall the details of this construction. More details on ribbon graphs and associated
surfaces, as well as the proofs of the below statements can be found, for example, in [61].

In order to define ribbon graphs, we start by giving a more formal definition of a graph.
A graph is a tuple � D .V; E; s; �/ where

(1) V is a finite set, called the set of vertices,
(2) E is finite set, called the set of half-edges
(3) sW E ! V is a function,
(4) �W E ! E is an involution without fixed points.

We think of s as the function sending a half-edge to the vertex it is incident with and
for an edge that is not a loop, we think of � as the function sending a half-edge incident
with a vertex to the half-edge incident with the other vertex of the same edge. In the case
of a loop, � sends a half-edge incident with the only vertex of the corresponding edge to the
other half-edge of the same edge. That is, a loop in G corresponds to a pair of half-edges
e; e0 2 E such that �.e/ D e0 and s.e/ D s.�.e0//.

A ribbon graph is a graph � D .V; E; s; �/ together with a permutation � W E ! E such
that the cycles of � correspond to the sets s�1.v/, for all v 2 V . In other words a ribbon
graph is a graph together with, for every vertex v 2 V , a cyclic ordering of the half-edges
incident with v.

Remark 2.12. (1) It follows from the above definitions that a Brauer graph can be regarded
as a (vertex) weighted ribbon graph where the weights are given by the multiplicity
function.

(2) The language of ribbon graphs in the context of Brauer graph algebras is particularly
useful in the treatment of loops in the Brauer graph.
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Examples of ribbon graphs are planar graphs and graphs locally embedded in the (ori-
ented) plane such as the Brauer graphs in Example 2.2. Note that as abstract graphs G3 and
G4 in Example 2.2 are isomorphic, but that as ribbon graphs they are not isomorphic.

Any embedding of a graph into an oriented surface gives a ribbon graph structure on
the graph, where the cyclic orderings are induced from the embedding of the edges around
each vertex and the orientation of the surface.

On the other hand, we obtain surfaces from ribbon graphs. For this we first define the
geometric realisation of a ribbon graph and then we embed it into an open oriented surface.

The geometric realisation j� j of a ribbon graph � is the topological space

j� j D .E 	 Œ0; 1�/= 

where 
 is the equivalence relation defined by .e; t/ 
 .�.e/; 1 � t / for all t 2 Œ0; 1� and
.e; 0/ 
 .f; 0/ if s.e/ D f .e/ and .e; 1/ 
 .f; 1/ if s

�
�.e/

� D f
�
�.e/

�
, for all e; f; 2 E.

Lemma 2.13 ([61, 2.2.4]). Every ribbon graph � can be embedded in an open oriented
surface with boundary in such a way that the cyclic orderings around each of its vertices
arise from the orientation of the surface.

An example of such a surface is the ribbon surface Sı
� of � which is constructed in

the following way: Firstly, an oriented surface is associated to each vertex and edge of �

as in Fig. 3. Then the structure and orientation of the ribbon graph determine a gluing of
the corresponding surfaces giving an oriented surface Sı

� together with an embedding of
� into Sı

� .
Note that Sı

� has a number of boundary components corresponding to the faces of � . A
face of � is an equivalence class, up to cyclic permutation, of n-tuples .e1; e2; : : : ; en/ of
half-edges satisfying

epC1 D
(

�.ep/ if s.ep/ D s.ep�1/

�.ep/ if s.ep/ ¤ s.ep�1/

for all p with 1 � p � n (where subscripts are taken modulo n).
Now let S be a compact oriented surface. An embedding � ,! S is said to be a filling

embedding if S n j� j D F
f 2F Df ; where each Df is a disc, and F is a finite set. That is,

the complement of the embedding is a disjoint union of finitely many discs.

Proposition 2.14 ([61, 2.2.7]). Every ribbon graph has a filling embedding into a compact
oriented surface such that the connected components of S n j� j are in bijection with the
faces of � in the above sense.

Fig. 3 Oriented surfaces corresponding to vertices and edges in �
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This is proved by gluing discs onto the ribbon surface of the ribbon graph to fill in the
boundary components. Such an embedding has the following uniqueness property. We first
recall that morphisms and isomorphisms of ribbon graphs are defined in the natural way,
that is, they are maps of graphs respecting the permutations.

Proposition 2.15 ([61, 2.2.10]). Let � ! S and � 0 ! S 0 be filling embeddings of ribbon
graphs � and � 0 into compact oriented surfaces S and S 0 and let f W � ! � 0 be an
isomorphism of ribbon graphs. Then f induces an orientation-preserving homeomorphism
f W j� j ! j� 0j extending to a homeomorphism from S to S 0.

Corollary 2.16. If � is a ribbon graph, then there is a compact oriented surface S�

together with a filling embedding � ! S� , unique up to homeomorphism.

Thus we see that there is a filling embedding of an arbitrary Brauer graph (without, or
ignoring, multiplicity) into a compact oriented surface, unique up to homeomorphism, in
such a way that the cyclic ordering around each vertex arises from the orientation of the
surface. Conversely, we have the following:

Proposition 2.17 ([61, 2.2.12]). Every compact oriented surface admits a filling ribbon
graph.

Remark 2.18. (1) Note that in [5] there also is a surface associated to a Brauer graph.
This surface arises from a CW-complex associated to the corresponding Brauer graph alge-
bra. Comparing the definitions, it can be seen that this gives rise to the same surface as
the ribbon graph construction in (Corollary 2.16) above. In particular, the G-cycles in [5,
Sect. 2] correspond to the faces of the Brauer graph as a ribbon graph.

(2) In Sects. 3 and 4 (ideal) triangulations of marked oriented surfaces play an important
role (we refer the reader to Sect. 3.3 or to [40] for the definition of an ideal triangulation),
these are connected to ribbon graphs in the following way. Let T be a triangulation of a
marked oriented surface .S; M/ where S might have a boundary and punctures. Then T

(including the boundary edges) can be considered as a ribbon graph with boundary where
the cyclic ordering of the edges around each vertex is induced by the orientation of S and
where the boundary of S induces the set of boundary faces of T . Then there is an embed-
ding T ,! S mapping the boundary faces to the boundaries of the boundary components,
for more details see for example [66, Sect. 2.2].

3 Brauer Graph Algebras and Gentle Algebras

In this section we give an explicit construction to show how gentle algebras and Brauer
graph algebras are related via trivial extensions. We do this by constructing a ribbon graph
for every gentle algebra.

Definition 3.1. A finite-dimensional algebra is gentle if it is Morita equivalent to a special
biserial algebra A D KQ=I , that is, (S0) and (S1), hold as well as
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(S2) For every arrow ˛ in Q there exists at most one arrow ˇ such that ˛ˇ 2 I where
t .˛/ D s.ˇ/ and there exists at most one arrow � such that �˛ 2 I where
t .�/ D s.˛/.

(S3) The ideal I is generated by paths of length 2.

Example 3.2. Examples of gentle algebras:

(1) Tilted algebras of type A, see for example, [8, Chap. VIII] for a definition of tilted
algebras.

(2) Gentle algebras arising as Jacobian algebras associated to marked oriented surfaces
where all marked points lie in the boundary (see [7, 60]).

(3) Discrete derived algebras as classified in [87].

The trivial extension T .A/ D A � D.A/ of an algebra A by its injective co-generator
D.A/ D HomK.A; K/ is the algebra whose underlying K-vector space is given by A ˚
D.A/ and where the multiplication is given as follows:

.a; f /.b; g/ D .ab; ag C f b/ for all a; b 2 A and g; f 2 D.A/ :

The trivial extension T .A/ is symmetric (see for example [80]).
The following result shows the connection between gentle algebras and Brauer graph

algebras.

Theorem 3.3 ([70]). Let A be a finite-dimensional K-algebra. Then A is gentle if and only
if T .A/ is special biserial.

Therefore if A is gentle, its trivial extension T .A/ is a symmetric special biserial algebra,
that is, it is a Brauer graph algebra.

Question 3.4. Given a gentle algebra, what is the Brauer graph of its trivial extension?

We will answer this question in Theorem 3.7.

3.1 Graph of a Gentle Algebra

In [82], to any gentle algebra A is associated a ribbon graph �A whose underlying graph
structure is determined by the set of maximal paths in A. The ribbon graph structure in the
form of the cyclic orderings of the edges around the vertices is also induced by the maximal
paths.

Let A D KQ=I and M be the set of maximal paths in A. That is M consists of all
images in KQ=I of paths p 2 KQ such that p … I , but ˛p 2 I and p˛ 2 I , for all
non-trivial ˛ 2 KQ.

Set M0 D fev; v 2 V0g where V0 is the set of vertices v 2 Q0 such that one of the
following holds:

(1) There exist unique arrows ˛ and ˇ such that t .˛/ D v D s.ˇ/ and, furthermore,
˛ˇ … I .
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(2) v is a source and there is a single arrow starting at v.
(3) v is a sink and there is a single arrow ending at v.

Set M D M [ M0.

Example 3.5. Let A be the gentle algebra with quiver

1

2

30
˛0

˛1 ˛2

˛3

(The dashed lines indicate the relations of length 2.) and relations ˛1˛2 and ˛3˛1.
Then V0 D f0; 3g and M D fe0; ˛0˛1; ˛2˛3; e3g.

Construction of the Ribbon Graph �A of a Gentle Algebra

Let A D KQ=I be a gentle algebra. The vertices of �A are in bijection with the elements
in M and the edges of �A are in bijection with the vertices of Q0. Furthermore, there exists
an edge Ev for v 2 Q0 between the vertices m; m0 2 M if v as a vertex in Q0 lies in
both the paths m and m0. That is if there exists paths p; q; p0; q0 such that m D pevq and
m0 D p0evq where ev is the trivial path at v and where p; q; p0; q0 might also possibly be
trivial paths at v.

We note that every vertex v in Q0 lies in exactly two elements of M which are not
necessarily distinct. If they are not distinct the corresponding edge Ev in �A is a loop.

Note that if a vertex in �A corresponds to a trivial path in Q then as a vertex in �A it has
valency 1, that is, there is only one edge of �A incident with that vertex. In all other cases
there are at least two edges incident with every vertex of �A.

Let v be a vertex of �A such that there are at least two edges of �A incident at v

and let a1

˛1��! a2

˛2��! � � � ak�1

˛k�1����! �!ak be the element in M corresponding to
v. Let E1; E2; : : : ; Ek be the edges in �A corresponding to the vertices a1; a2; : : : ; ak

respectively. Note that they all have the vertex v in common. Then we linearly order
E1; E2; : : : ; Ek as follows: E1 < E2 < � � � < Ek . We complete this linear order to a
cyclic order by adding Ek < E1 and we do this at every vertex of �A. This equips the
graph �A with the structure of a ribbon graph.

Example 3.6. For the algebra in Example 3.5 above, we get the following ribbon graph.
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e0 ˛0˛1 ˛2˛3e3
0

1

2

3

The cyclic ordering here corresponds to the ordering given by the embedding into the
clockwise oriented plane induced by the maximal paths containing the given vertex. That
is at vertex ˛0˛1 we have cyclic ordering 0 < 1 < 2 < 0, at vertex ˛2˛3 we have cyclic
ordering 1 < 2 < 3 < 1, at vertex e0 it is 0 and at vertex e3 it is 3.

Theorem 3.7 ([82]). Let A D KQ=I be a gentle algebra with ribbon graph �A. Then
T .A/ is the Brauer graph algebra with Brauer graph �A (and with multiplicity function
identically equal to one).

There are many situations when there are naturally associated graphs to gentle algebras,
given for example by triangulations or partial triangulations of marked unpunctured sur-
faces. These graphs often coincide with the ribbon graphs defined above. More precisely,
using the admissible cuts in the next section we get the following corollary to Theorem 3.7.

Corollary 3.8. (1) If A is a gentle algebra arising from a triangulation T of an oriented
marked surface with marked points in the boundary as defined in [7, 60] then �A D T

as ribbon graphs.
(2) If A is a surface algebra as defined in [24] of a partial triangulation T of an oriented

marked surface with marked points in the boundary then �A D T as ribbon graphs.
(3) If A is a tiling algebra as defined in [20] with partial triangulation T then �A D T .

We will give three more examples of the graphs of gentle algebras. In particular, the first
two examples illustrate each of the statements in Corollary 3.8(1) and (3), respectively. In
all three examples the orientation of the graph of the corresponding gentle algebra (induced
by the maximal paths) is given by the clockwise orientation of the plane.

Example 3.9 (Example illustrating Corollary 3.8(1)). Let A D KQ=.˛1ˇ; ˇ�; �˛1/ be the
gentle algebra with quiver Q given by

1 2 3 4 5

6

˛1 ˛2 ˛3 ı

ˇ�

Then the graph �A of A is given by



Brauer Graph Algebras 195

˛1˛2˛3

�

ˇ
e3

e5

ı

1

2 3

6

4 5

The graph �A coincides with the following triangulation of the 9-gon and the gentle
algebra A corresponds to the associated Jacobian algebra arising from the associated quiver
with potential [7, 60].

�

ˇ

˛1

˛2

˛3

ı

1
2

3

4

5

6

Example 3.10 (Example illustrating Corollary 3.8(3)). Example of a tiling algebra as
defined in [20] (and using the notation of [20]). In Fig. 4 is the algebra A10 corresponding
to a tiling of P10;1 as in Fig. 6. The algebra A10 is defined to be the algebra KQ10=I where
Q10 is the quiver in Fig. 4 and where I D .˛1ˇ3; ˛2�1; �1ı2; ı2ˇ2; ˇ2˛2; ı1�2; �ı1/.

Example 3.11. Kalck [54] has shown that the algebras A1 D KQ1=.˛1˛2; ˇ1ˇ2/ and A2 D
KQ2=.˛1˛2; �˛1; ˛2ˇ/ are not derived equivalent. However, both algebras have the same
Avella–Geiss invariants [10] (these are invariants of gentle algebras such that if two gentle
algebras are derived equivalent then they have the same Avella–Geiss invariants) and they
also have the same graph as gentle algebras. This graph is the ribbon graph given in Fig. 9
(compare also with the Brauer graph in Example 2.2(4). Note that the associated Brauer
graph algebra is the trivial extension of both A1 and A2).

Fig. 4 The algebra A10 of a
tiling of P10;1 (see [20])
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Fig. 5 The graph �A10
of the

algebra A10 in Example 3.10

Fig. 6 The tiling of P10;1

(see [20]) giving rise to the
gentle algebra A10. The
graph �A10

of A10 gives the
internal arcs of the tiling of
P10;1

Fig. 7 Quiver Q1 of the
algebra A1 in Example 3.11

Fig. 8 Quiver Q2 of the
algebra A2 in Example 3.11

Fig. 9 The graph �A1
D

�A2
of the algebras A1 and

A2 in Example 3.10
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3.2 Gentle Algebras from Admissible cuts of Brauer Graph Algebras

Admissible cuts first appear in the PhD thesis of Fernández [39] where they were defined
in the context of showing that two Schurian algebras � and �0 have isomorphic trivial
extensions if and only if �0 is an admissible cut of T .�/. Recall that � is a Schurian
algebra if for each pair of primitive idempotents e and f in �, we have dimK.e�f / � 1.

In [82], admissible cuts of Brauer graph algebras are defined as a slight modification of
Fernández notion.

Definition 3.12 ([82]). Let A D KQ=I be a Brauer graph algebra with Brauer graph G

and multiplicity function m identically equal to one. An admissible cut 	 of Q is a set of
arrows containing exactly one arrow from every special cycle Cv (up to rotation), where v

is not of valency one as a vertex of G.
We define the cut algebra with cut 	 to be the algebra A� D KQ=hI [ 	i where

hI [ 	i is the ideal of KQ generated by I [ 	.

Theorem 3.13 ([82]). Let A D KQ=I be a Brauer graph algebra with Brauer graph G

with multiplicity function identically equal to one. Let 	 be an admissible cut of Q. Then
A� is a gentle algebra and �A�

D G.

Corollary 3.14 ([82]). Every gentle algebra is the cut algebra of a unique Brauer graph
algebra, given by its trivial extension, and conversely, every Brauer graph algebra with
multiplicity function identically equal to one is the trivial extension of a (not necessarily
unique) gentle algebra.

Example 3.15. Let � D KQ=I be the Brauer graph algebra with Brauer graph given by

�1

�2

˛1

˛2

ˇ1

ˇ2

Let 	1 D f˛1; ˇ1; �1g and 	2 D f˛1; ˇ1; �2g be admissible cuts of Q. Then the cut
algebras are isomorphic to the following algebras A�1

' K.Q n 	1/=.ˇ2˛2; �2ˇ2; ˛2�2/

and A�2
' K.Q n 	2/=.ˇ2˛2/ and it is easy to see that they are gentle.

Remark 3.16. Let A D KQ=I be a Brauer graph algebra and 	 and 	0 be two distinct
admissible cuts of Q. Then A� and A�0 have the same number of simple modules but they
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are not necessarily isomorphic nor derived equivalent. It is possible that A� is of finite
global dimension and A�0 is of infinite global dimension as is the case in Example 3.15
where A�1

is of infinite global dimension whereas A�2
is of finite global dimension.

3.3 Gentle Surface Algebras and Quiver Mutation

In [62, 63] Ladkani studies when two mutation-equivalent Jacobian algebras arising from
quivers with potential associated to marked surfaces with all marked points on the boundary
are derived equivalent. Note that in this case the Jacobian algebras are gentle algebras
[7, 60]. We will start by recalling Ladkani’s result and relate it to the corresponding Brauer
graph algebras (given by the trivial extensions of the Jacobian algebras).

For this, recall the Fomin–Zelevinsky quiver mutation.

Definition 3.17. Let Q be a quiver without loops or two cycles and let k be a vertex of Q.
The mutation of Q at k is the quiver 
k.Q/ obtained from Q as follows:

(1) for each subquiver i ! k ! j , add a new arrow i ! j ;
(2) all arrows with source or target k are reversed
(3) remove all newly-created 2-cycles.

Quiver mutation is an involution, that is 
k.
k.Q// D Q.
Let S be an oriented surface and let M be a set of marked points in S . An arc is a

curve without self-intersections with endpoints in M , considered up to homotopy, and such
that it does not cut out a monogon or bigon and such that it is disjoint from the boundary
except for the endpoints. An ideal triangulation is a maximal collection of non-crossing
arcs. Let T be an ideal triangulation of the marked surface .S; M/. We associate to T a
quiver Q.T / such that the vertices of Q.T / correspond to the internal (=non-boundary)
edges of T and where the arrows are given by the immediate successor relations of two
edges incident with a common vertex induced by the orientation of the surface. For more
details on triangulations and the associated quivers we refer the reader to [40]. In what
follows we will often refer to an ideal triangulation as a triangulation.

Let s be an internal edge in T . Then the flip of T at s is defined by removing s and
replacing it by s0 such that we obtain the triangulation T 0 D .T n s/ [ s0, where s0 ¤ s is
the unique edge completing T n s to a triangulation of .S; M/.

Proposition 3.18 ([40]). Let T be a triangulation of a marked surface .S; M/ and let T 0 be
the triangulation obtained by flipping an internal s edge in T . Then Q.T 0/ D 
s.Q.T //.

From now on let .S; M/ be such that S is a surface with boundary @S and M is a set of
marked points such that M � @S . Let T be a triangulation of .S; M/ and AT the gentle
algebra associated to .S; M; T / [7, 60] with quiver Q.T /. Let g be the genus of S and b

the number of boundary components in S .

Definition 3.19. (1) An (ideal) triangle in T is a boundary triangle if exactly two of its
sides are boundary segments of S .
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(2) Let B1; : : : ; Bb be the boundary components in S . Let ni be the number of marked
points on Bi and let di be the number of boundary triangles incident with Bi , that is trian-
gles where exactly two sides lie in the boundary component Bi . Note that the di depend on
T . We call the sequence

g; b; .n1; d1/; : : : ; .nb; db/

the parameters of T .

For a finite-dimensional algebra A denote by D[.A/ the bounded derived category of
finitely generated A-modules. For more details on the definition of bounded derived cate-
gories and their properties we refer the reader to App. A and to standard textbooks such as
[50, 89].

Theorem 3.20 ([62]). Let .S; M/ be a marked surface with all marked points in the bound-
ary of .S; M/. Let T and T 0 be triangulations of .S; M/ having the same parameters. Let
AT and AT 0 be the associated gentle algebras. Then

D[.AT / ' D[.AT 0/ :

Remark 3.21. (1) If .S; M/ is a marked disc and T and T 0 are two triangulations of
.S; M/ then D[.AT / ' D[.AT 0/ if and only if T and T 0 have the same number of bound-
ary triangles. Note that by [7] the algebras AT and AT 0 are cluster-tilted algebras of Dynkin
type A and their derived equivalence classification was already done in [16]. For the notion
of a cluster-tilted algebras, we refer, for example, to [80].

(2) If T 0 is obtained from T by flipping one arc then D[.AT / ' D[.AT 0/ if and only
if T and T 0 have the same number of boundary triangles.

(3) In [62] a boundary triangle is called a dome.

Corollary 3.22. Let AT and AT 0 be gentle algebras associated to triangulations T and
T 0 of .S; M/ such that T and T 0 have the same parameters and let �T and �T 0 be the
associated Brauer graph algebras, that is �T D AT �D.AT / and �T 0 D AT 0 �D.AT 0/.
Then

D[.�T / ' D[.�T 0/ :

Proof. This immediately follows from Theorem 3.7 showing that �T D T .AT / and
�T 0 D T .AT 0/ and the result by Rickard [74] that if two finite-dimensional K-algebras
A and B are derived equivalent then their trivial extensions T .A/ and T .B/ are derived
equivalent. ut

In particular, in the setting of Corollary 3.22, the quiver QT 0 of the Brauer graph algebra
�T 0 is obtained from the quiver QT of the Brauer graph algebra �T by successive Fomin–
Zelevinsky quiver mutations.

Example 3.23. Let T; T 0 and T 00 be the following triangulations of the 9-gon giving rise to
the associated gentle algebras AT ; AT 0 and AT 00 .
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Then T and T 0 have the same number of boundary triangles and AT and AT 0 are
derived equivalent. Furthermore, the corresponding Brauer graph algebras �T D T .AT /

and �T 0 D T .AT 0/ are derived equivalent. But AT and AT 00 are not derived equiva-
lent. Note that here we also have that the corresponding Brauer graph algebras �T and
�T

00 D T .AT
00 / are not derived equivalent (since T is a graph and T

00

is a tree so that �T

is of tame representation type whereas �T
00 is of finite representation type). However, this

does not always hold, see for example in Example 3.15 where the gentle algebras A�1
and

A�2
are not derived equivalent but have isomorphic trivial extensions, i.e. they give rise to

the same Brauer graph algebra.

4 Derived Equivalences and Mutation of Brauer Graph Algebras

Gentle algebras have a remarkable property. Namely their class is closed under derived
equivalence, that is any algebra derived equivalent to a gentle algebra is again a gentle
algebra [81].

The same is expected to hold for Brauer graph algebras [6].

4.1 Mutation of Brauer Graph Algebras

In [55] Kauer defined tilting complexes for Brauer graph algebras and showed that they
give rise to derived equivalences in such a way that the endomorphism algebra of the tilting
complex is again a Brauer graph algebra where the Brauer graph is obtained from the
original one by a simple geometric move on the Brauer graph. We note that the proof at
the time of writing was not complete, in that Kauer assumed, but omitted to show, that
the tilted algebra has again the structure of a Brauer graph algebra. However, it follows
from [72] that this holds for Brauer tree algebras, see also [13]. In the general case of a
Brauer graph algebra that is not necessarily a Brauer tree algebra, this has been shown to
hold, for example, in [25] and also in [1].

We will describe Kauer’s tilting complex construction as well as the corresponding geo-
metric moves on the Brauer graphs below. We note that Kauer’s construction corresponds
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to a more general construction of two-term tilting complexes by Okuyama [68] (based on a
manuscript by Rickard Linckelmann [71]). We will state a reformulation of this result due
to Linckelmann [65]. For a module M , denote by P.M/ the projective cover of M . The
definition of a tilting complex is recalled in App. A.

Theorem 4.1 ([65, 68, 71]). Let A be a symmetric K-algebra. Let I; I 0 be disjoint sets of
simple A-modules such that I [ I 0 is a complete set of representatives of the isomorphism
classes of simple A-modules such that for any S; U 2 I , we have Ext1A.S; U / D f0g.

For any S 2 I , let TS be the complex P
�
rad

�
P.S/

�� �S��! P.S/ with non-zero terms in
degrees zero and one, and such that Im �S D rad

�
P.S/

�
. For any S 0 2 I 0 consider P.S 0/

as a complex concentrated in degree zero.
Then the complex T D �L

S2I TS

� ˚ �L
S 02I 0 P.S 0/

�
is a tilting complex for A.

4.2 Kauer Moves on the Brauer Graph

An example of an Okuyama–Rickard tilting complex is given by the following complex
constructed by Kauer in [55]. Let A be a Brauer graph algebra with Brauer graph G. For
I D fS0g where S0 is a simple A-module such that the corresponding edge in the Brauer
graph is not a loop where the corresponding half-edges are such that one is a direct successor
of the other, set T D TS0

˚ L
S¤S0;S simple P.S/. Then in [55] this is shown to be a

tilting complex for A by verifying its properties one by one. However, that T is a tilting
complex also follows directly from the fact that T is an Okuyama tilting complex for A.
Kauer further shows that the Brauer graph algebra B D EndK[.PA/.T / has Brauer graph
G0 D .G n s/ [ s0 where s is the edge in G corresponding to S0 and where s0 is obtained
by one of the following local moves on G:

� � � � � �

� � � � � �

s '
in D[

� � � � � �

� � � � � �

s0
(1)

� � � � � �

s

'
in D[

� � � � � �

s0
(2)
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� � � � � �

s

'
in D[

� � � � � �

s0

(3)

Definition 4.2. We call a local move as in (1)–(3) above a Kauer move at s and we adopt
the following notation 
C

s .G/ D .G n s/ [ s0.

Remark 4.3. (1) In [2] Aihara refers to the above moves (1)–(3) as flips of Brauer graphs
and he describes them in terms of quiver combinatorics.

(2) In [3] Aihara and Iyama introduce the notion of a (silting) mutation of an algebra in
terms of left and right approximations and in [36] the Okuyama–Rickard tilting complexes
giving rise to the Kauer moves are expressed in the more general case of weakly symmetric
special biserial algebras in terms of silting mutations, that is in terms of left and right
approximations.

Example 4.4. Let A be the Brauer graph algebra with Brauer graph as given by the left-hand
graph in Fig. 10. The Kauer move at s D 0 gives rise to the Brauer graph on the right-hand
graph in Fig. 10.

The Okuyama–Rickard complex T giving rise to the equivalence of D[.A/ and D[.B/,
where B D EndK[.A/.T / is given by T D T0 ˚ P1 ˚ P2 ˚ P3 ˚ P4 ˚ P5 where, for
i D 1; 2; 3; 4; 5, Pi is the stalk complex concentrated in degree zero of the indecomposable

projective associated to the edge i and T0 D P4 ˚ P2
��! P0, that is, T0 is given by the

following complex:

T0 D
4

5
1
0

3

4

˚
2

3
0

1

2

�0��!
0

4
5
1

2
3

0

concentrated in degrees zero and one and where Im.�0/ D rad.P0/ D 4
5
1

2
3

0

.

Fig. 10 Example of a Kauer
move of type (1). The Brauer
graph algebras associated to
the two graphs are derived
equivalent.
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4.3 Brauer Graph Algebras Associated to Triangulations of Marked
Oriented Surfaces

Let S be an oriented surface with boundary and let M be a set of marked points on S . Note
here we don’t necessarily require that M lies in the boundary of S , however, we do require
that on each boundary component of S there is at least one marked point of M . We first
recall that any two triangulations of .S; M/ are flip connected, that is, one can be obtained
from the other by a series of flips of diagonals, see for example [17, 40].

Theorem 4.5. Let T and T 0 be triangulations of a marked oriented surface .S; M/. Then
the triangulations T and T 0 are flip connected.

Recall that every triangulation of .S; M/ is a ribbon graph where the cyclic ordering is
induced by the orientation of S . In [66] we consider triangulations T of .S; M/ (includ-
ing the boundary arcs) as Brauer graphs. Note that the Brauer graph algebras we con-
sider in [66] are different from the Brauer graph algebras associated to triangulations in
Sect. 3. Namely, in Sect. 3, the Brauer graphs consist of the internal arcs of the triangula-
tion whereas in [66] the boundary edges of the triangulation are part of the Brauer graphs,
see Example 4.8. It is observed in [66] that when regarding T (including the boundary
edges) as a Brauer graph, the flip of T at an internal edge s coincides with applying the
Kauer move to T at s. Combining this with Theorem 4.5 we get

Theorem 4.6 ([66]). Let T and T 0 be two triangulations of a marked oriented surface
.S; M/. Then the associated Brauer graph algebras �T and �T 0 are derived equivalent,
that is the bounded derived categories of finitely generated modulesD[.�T / andD[.�T 0/

are equivalent as triangulated categories.

Furthermore, we have

Proposition 4.7 ([66]). Let QT be the quiver of the Brauer graph algebra associated to a
triangulation T of .S; M/ and let T 0 D .T n s/ [ s0. Then Q0

T is obtained from QT by
Fomin–Zelevinsky quiver mutation, that is QT 0 D 
s.QT /.

Note that in Proposition 4.7 we do not have any restrictions on the triangulation T . In
particular, it can contain self-folded triangles or punctures with exactly two incident arcs.

Example 4.8. The Brauer graph algebras associated to the two Brauer graphs in Fig. 11
given by the triangulations T and T 0 of a hexagon (together with the boundary arcs) are
derived equivalent. Note that here, as opposed to the examples in Sect. 3.3, T and T 0 do not
have the same number of boundary triangles, yet the corresponding Brauer graph algebras
are derived equivalent.

Remark 4.9. By Theorem 4.6 up to derived equivalence there is a unique Brauer graph
algebra associated to any marked surface .S; M/. This is similar to the corresponding situ-
ation for generalised cluster categories as defined by Amiot, see for example [4]. Namely,
if C and C 0 are two cluster categories associated to two quivers with potential .Q; W / and
.Q0; W 0/ associated to two triangulations T and T 0 of .S; M/, then C and C 0 are triangle
equivalent [56].
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4.4 Brauer Graph Algebras and Frozen Jacobian Algebras

In this section we show that the frozen Jacobian algebra associated to a triangulation of a
marked disc is closely related to the Brauer graph algebra whose Brauer graph corresponds
to the triangulation (including the boundary arcs).

Definition 4.10 ([15]). An ice quiver with potential .Q; W; F / is a quiver with potential
.Q; W / and a subset F of vertices of Q, called the frozen vertices.

The complete path algebra dKQ is the completion of the path algebra KQ with respect
to the ideal R generated by the arrows of Q. A potential on Q is an element of the closure
Pot.KQ/ of the space generated by all non-trivial cyclic paths of Q. We say two potentials
are cyclically equivalent if their difference is in the closure of the space generated by all
differences a1a2 � � � as � a2 � � � asa1, where a1a2 � � � as is a cycle.

For a path p in Q, let @pW Pot.KQ/ ! dKQ be the unique continuous linear map which
for a cycle c is defined by @p.c/ D P

upvDc vu where u and v might be the trivial path
at s.c/ and t .c/, respectively. If p D a for some arrow a in Q then @a is called the cyclic
derivative with respect to a.

The frozen Jacobian algebra of .Q; W; F / is given by J.Q; W; F / D dKQ=IF wheredKQ is the complete path algebra, IF is the closure of the ideal h@aw j w 2 W; a 2 Q1;

s.a/ … F or t .a/ … F i.
In the case of a triangulation of a marked disc .S; M; T /, consider the ice quiver

.Q; W; F / given by the quiver Q D .Q0; Q1/ where Q0 corresponds to the edges of
T and where the set F of frozen vertices is given by the boundary arcs and Q1 is induced
by the orientation. So in particular Q1 includes a boundary arrow for all marked points
incident to more than 2 arcs. The potential is given by

Fig. 11 Example of two triangulations where the Brauer graph algebras associated to the Brauer graphs
given by the triangulations including the boundary arcs are derived equivalent
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W D
X

i

Ci �
X

j

Dj

where the cycles Ci are given by (all) triangles in T and the cycles Dj are given by the
cycles containing a boundary arrow. Then JT D KQ=h@awjw 2 W; a 2 Q1; s.a/ …
F or t .a/ … F i is the frozen Jacobian algebra of .Q; W; F /.

Remark 4.11. All relations in IF are commutativity relations and the algebra J.Q; W; F /

is infinite-dimensional.

Example 4.12. Given the following triangulation of a hexagon, consider the ice quiver with
arrows as given in Fig. 12 where the frozen vertices correspond to the boundary arcs. We
note that the quiver is almost identical to the quiver of the Brauer graph algebra in Exam-
ple 4.8 associated to the same triangulation of the hexagon, the difference being the absence
in the ice quiver of boundary arrows around vertices of valency two.

The arrows ˛0; ˇ0; �0; ı; "; � are frozen arrows and the boundary arrows are ˛0; ˇ0; �0.
The potential is given by

W D ˛1ˇ3ı C �3"ˇ1 C ˛2�2ˇ2 C ��1˛3 � ˛0˛1˛2˛3 � ˇ0ˇ1ˇ2ˇ3 C �0�1�2�3:

Then

IF D hˇ3ı � ˛2˛3˛0; �2ˇ2 � ˛1˛0˛1; ��1 � ˛0˛1˛2; �3" � ˇ2ˇ3ˇ0; ˛2�2 � ˇ3ˇ0ˇ1;

ı˛1 � ˇ0ˇ1ˇ2; ˛3� � �2�3�0; ˇ2˛2 � �3�0�1; "ˇ1 � �0�1�2i :

Let F be the category of maximal Cohen–Macaulay modules over the Gorenstein tiled
KŒx�-order defined in [26]. Then Demonet and Luo show the following:

Theorem 4.13 ([26]). Let Pn be the disc with n marked points in the boundary and let F
be the associated category of maximal Cohen–Macaulay modules over the Gorenstein tiled
KŒx�-order defined in [26]. Then

Fig. 12 Quiver of the frozen
Jacobian algebra associated
to this triangulation of the
hexagon where the frozen
vertices correspond to the
boundary arcs of the triangu-
lation
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(1) The stable category F is triangle equivalent to the cluster category of type An�3.
(2) There are bijections between the indecomposable objects in F and the arcs between

marked points in Pn, including boundary arcs.
(3) The bijection in (2) induces a bijection between triangulations T in Pn and the cluster-

tilting objects MT in F .
(4) The frozen Jacobian algebra J.Q; W; F / associated to a triangulation T of Pn is

isomorphic to EndF .MT /op.

We note that F is a Hom-finite 2-Calabi–Yau triangulated category. So the following
theorem by Palu can be applied.

Theorem 4.14 ([69]). Let C be a Hom-finite 2-Calabi–Yau triangulated category which is
the stable category of a Frobenius category C . Let M; M

0
be cluster-tilting objects in C

with pre-images M; M 0 in C . Then there is a triangle equivalence

D.EndC .M/op-Mod/ ' D
�
EndC

�
M 0�op-Mod

�
where, for A an algebra, D.A-Mod/ denotes the derived category of all A-modules.

Combining Theorems 4.13 and 4.14, it was observed in [66] that we obtain the follow-
ing:

Theorem 4.15. Let J.Q; W; F / and J.Q0; W 0; F 0/ be two frozen Jacobian algebras asso-
ciated to two triangulations of a polygon. Then there is a triangle equivalence

D.J.Q; W; F /-Mod/ ' D.J.Q0; W 0; F 0/-Mod/ :

Summary We will summarise the comparison between frozen Jacobian algebras and
Brauer graph algebras associated to the same triangulation of a polygon. Given a trian-
gulation T of a polygon, let JT be the frozen Jacobian algebra associated to T and
let AT be the Brauer graph algebra where the Brauer graph is given by T including the
boundary arcs. Then the quiver of JT is almost identical to the quiver of AT (compare,
for example the quiver in Fig. 12 with the quiver in left-hand side of Fig. 11). The only
difference is the absence in the quiver of the frozen Jacobian algebra of boundary arrows
around vertices that are incident to only 2 arcs (i.e. around vertices that are not incident
with any internal arcs).

Furthermore, given triangulations T; T 0 of the same polygon, by Theorem 4.15 we have
a derived equivalence of the unbounded derived categories of the module category of all
modules over the associated frozen Jacobian algebras JT and JT 0 ,

D.JT -Mod/ ' D.JT 0 -Mod/

and by Theorem 4.6 we have a derived equivalence of the bounded derived categories of the
module categories of finitely generated modules over the associated Brauer graph algebras
AT and AT 0

D[.AT / ' D[.AT 0/ :
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This might indicate that there is a structural connection between the frozen Jacobian algebra
and the Brauer graph algebra associated to the same triangulation (of a polygon). That this
should be the case has also been highlighted by the results in [25] and in [64].

5 Auslander–Reiten Components

Auslander–Reiten theory for self-injective special biserial algebras has been well stud-
ied. Erdmann and Skowroński classify in [38] the Auslander–Reiten components for self-
injective special biserial algebras. As Brauer graph algebras are symmetric special biserial,
this gives the general structure of the Auslander–Reiten quiver for Brauer graph algebras.
The result for representation-infinite algebras depends on the notions of domestic and poly-
nomial growth. For the convenience of the reader, we recall these notions.

5.1 Finite, Tame and Wild Representation Type, Domestic Algebras and
Algebras of Polynomial Growth

Let A be a finite-dimensional K-algebra, then we say that A is of finite representation type,
if up to isomorphism there are only finitely many distinct indecomposable A-modules.

We say A is of tame representation type, if for any positive integer n, there exists a finite
number of A-KŒx�-bimodules Mi , for 1 � i � dn such that Mi is finitely generated and
is free as a left KŒx�-module and such that all but a finite number of isomorphism classes
of indecomposable n-dimensional A-modules are isomorphic to Mi ˝KŒx� KŒx�=.x � a/,
for a 2 K. For each n, let 
.n/ be the least number of such A-KŒx�-bimodules. Following
[83], we say that A is of polynomial growth if there exists a positive integer m such that

.n/ � nm for all n � 2. We say that A is domestic if 
.n/ � m for all n � 1 [78] and we
say that A is d -domestic if d is the least such integer m.

Note that every domestic algebra is of polynomial growth [84].
Let Khx; yi be the group algebra of the free group in two generators. We say that A

is of wild representation type if there is a Khx; yi -A bimodule M such that M is free
as a Khx; yi-module, and if X is an indecomposable Khx; yi-module then M ˝K X is
an indecomposable A-module, and if for some Khx; yi-module Y we have M ˝K X '
M ˝K Y then X ' Y .

By [31] an algebra of infinite representation type that is not of tame representation type
is of wild representation type.
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5.2 Domestic Brauer Graph Algebras

In the following let � be a representation-infinite Brauer graph algebra with Brauer graph
G D .G0; G1; m; o/. In [14] Bocian and Skowroński give a characterisation of the domestic
Brauer graph algebras.

Theorem 5.1 ([14]). Let � be a Brauer graph algebra with Brauer graph G. Then

(1) � is 1-domestic if and only if one of the following holds

� G is a tree with m.i/ D 2 for exactly two vertices i D i0; i1 2 G0 and m.i/ D 1

for all i 2 G0, i ¤ i0; i1.
� G is a graph with a unique cycle of odd length and m � 1.

(2) � is 2-domestic if and only if G is a graph with a unique cycle of even length and
m � 1.

(3) There are no n-domestic Brauer graph algebras for n � 3.

Example 5.2. (1) Example of a Brauer graph of a 1-domestic Brauer graph algebra.
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(2) Example of Brauer graph of a 2-domestic Brauer graph algebra.
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5.3 The Stable Auslander–Reiten Quiver of a Self-Injective Special
Biserial Algebra

We refer the reader to the textbooks [8, 9, 80] for the definition and general set-up
of Auslander–Reiten theory. Let � be a self-injective K-algebra (recall that a finite-
dimensional K-algebra is self-injective if every projective module is injective). In the fol-
lowing denote by �� the Auslander–Reiten quiver of � and by s�� the stable Auslander–
Reiten quiver of �. Denote by mod-� the module category of finitely generated �-modules
and by mod-� the stable category of �. Let W �-mod ! �-mod be the Nakayama
functor, given by sending N 2 �-mod to D

�
Hom�.N; �/

�
. Let ˝ be Heller’s syzygy

functor, that is ˝Wmod-� ! mod-� given by M 2 mod�, ˝.M/ D ker � where
� W PM ! M is the projective cover of M . Then the Auslander–Reiten translate � is given
by �M D ˝2M , for M 2 mod-�. Recall that if � is a symmetric K-algebra then  D Id
and � D ˝2.

Following Riedtmann [76], any connected component of s�� is of the form ZT=G

where T is an oriented tree and G is an admissible automorphism group. We call T the tree
class of s��. The tree class of any component of the stable Auslander–Reiten quiver of an
algebra containing a periodic module, that is a module M such that �nM ' M , for some n,
is equal to A1 [51]. The shapes of the translations quivers ZA1; ZA1=h�ni; ZA11; Z QAp;q

are described in [51]. By QAp;q we denote the following orientation of the quiver with under-
lying extended Dynkin diagram of type QAn, see Fig. 13.

If a connected component of s�� does not contain any projective or injective module,
we call that component regular.

The following two theorems give a complete description of the possible components
of the stable Auslander–Reiten quiver of a self-injective special biserial algebra of tame
representation type.

Theorem 5.3 ([38, Theorem 2.1]). Let � be a self-injective special biserial algebra. Then
the following are equivalent:

(1) � is representation-infinite domestic.
(2) � is representation-infinite of polynomial growth.
(3) s�� has a component of the form Z QAp;q .
(4) s�� is infinite but has no component of the form ZA11.
(5) All but a finite number of components of �� are of the form ZA1=h�i.

Fig. 13 QAp;q
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(6) s�� is a disjoint union of m components of the form Z QAp;q , m components of the form
ZA1=h�pi, and m components of the form ZA1=h�qi.

Theorem 5.4 ([38, Theorem 2.2]). Let � be a self-injective special biserial algebra. Then
the following are equivalent:

(1) � is not of polynomial growth.
(2) s�� has a component of the form ZA11.
(3) �� has infinitely many (regular) components of the form ZA11.
(4) s�� is a disjoint union of a finite number of components of the form ZA1=h�ni, with

n > 1, infinitely many components of the form ZA1=h�i and infinitely many compo-
nents of the form ZA11.

5.4 Green Walks, Double-Stepped Green Walks and Exceptional Tubes

In [49] Sandy Green defined a walk around the Brauer tree and showed that for certain
modules it encodes their minimal projective resolution.

Let A be a Brauer graph algebra. We call a simple A-module with uniserial projective
cover a uniserial simple A-module. The uniserial simple A-modules correspond exactly
to the truncated edges in the Brauer graph. Recall that a truncated edge is a leaf in the
Brauer graph where the leaf vertex has multiplicity one. Green showed that the successive
terms in the minimal projective resolution of a uniserial simple A-module are given by
‘walking’ around the Brauer tree. Roggenkamp showed that the same is true for a Brauer
graph algebra [79].

5.4.1 Definition of Green’s walk around the Brauer graph

A Green walk on a Brauer graph is given by a graph theoretic path on the graph underlying
the Brauer graph. It is defined in terms of successor relations. Let A D KQ=I be a Brauer
graph algebra with Brauer graph G.

Definition of Green Walks. Suppose first that G consists of a single loop i0. Then there
are two Green walks of period 1 on G both given by i0, see Fig. 14.

Now suppose that G contains more than one edge and let i0 be an edge in G with
vertices a0 and a1. Suppose first that a0 ¤ a1, that is suppose that i0 is not a loop. Let i1

Fig. 14 Green walk of the
Brauer graph consists of a
single loop
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Fig. 15 Green walk at a loop

Fig. 16 Green walk starting on loops

be the successor of i0 at the vertex a1. Now let a2 be the other vertex of i1 and let i2 be the
successor of i1 at vertex a2. Note that if i1 is a loop then a1 D a2 and the successor i2 of
i1 appears as in Fig. 15.

Let a3 be the other vertex of i2 and let i3 be the successor of i2 at a3 (treating the case
that i2 is a loop as above). In this way, we define an infinite sequence of edges i0; i1; i2; : : :,
called a Green walk starting at i0. Let k be the minimal number n such that inCk D ik
for all k � 0. Then we say that .i0; i1; : : : ; ik�1/ is a Green walk of period k. Since G is a
finite graph, every Green walk is periodic.

Note that if i0 is a loop, that is if a0 D a1, then there are two distinct Green walks
starting at i0 depending on the successor i1 of i0 chosen. This is illustrated in Fig. 16.

Every edge appears in exactly two (not necessarily distinct) Green walks, corresponding
to the two successors of a given edge. Any edge corresponding to a leaf (truncated or not)
appears twice in the same Green walk.

In order to avoid the complication with loops in the definition of a Green walk, many
authors consider half-edges instead of edges using, for example, the language of ribbon
graphs, see [1, 30, 35, 79].

Remark 5.5. Green walks are independent of the multiplicities in the Brauer graph, they
only depend on the graph and the orientation.
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Given a Green walk i0; i1; i2; : : : at some edge i0 of a Brauer graph G, a double-stepped
Green walk at i0 is given by the sequence of edges i0; i2; i4; : : : in G.

Theorem 5.6 ([49, 79]). Let A be a Brauer graph algebra with Brauer graph G.
(1) Let S be a uniserial simple A-module and let i0 be the edge in G corresponding to

S and let i0; i1; : : : be the Green walk starting at i0. Then the nth projective in a minimal
projective resolution of S is given by Pin , the indecomposable projective associated to the
edge in.

(2) Let j0 be the edge in G corresponding to the simple top of a maximal uniserial
submodule M of some projective indecomposable module and let j0; j1; : : : be the Green
walk starting at j0. Then the nth projective in a minimal projective resolution of M is given
by Pjn

.

Example 5.7. Example of the two Green walks on the 1-domestic Brauer graph given in
Example 5.2 and the minimal projective resolution of the simple corresponding to the edge
1 given by the walk starting at 1.
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It follows immediately from Theorem 5.6 that
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Corollary 5.8. Any uniserial simple A-module and any maximal uniserial submodule of an
indecomposable projective A-module is ˝-periodic.

As a consequence by [51], it follows that any uniserial simple A-module and any max-
imal uniserial submodule of an indecomposable projective A-module lies in a component
of tree class A1.

Moreover, in [35] the precise location of these modules is given

Proposition 5.9 ([35]). Let A be a Brauer graph algebra. An indecomposable (string) mod-
ule M is at the mouth of an exceptional tube in the stable Auslander–Reiten quiver of A if
and only if M is uniserial simple or a maximal uniserial submodule of an indecomposable
projective A-module.

5.5 Exceptional Tubes

Exceptional tubes are Auslander–Reiten components of the form ZA1=h�ni, where the
integer n � 1 denotes the rank of the tube and where for tubes of rank one, we distinguish
between the exceptional tubes—that is, the tubes of rank one consisting of string modules,
of which there are finitely many—and the homogeneous tubes of rank one, which consist
only of band modules.

Theorem 5.10 ([35, Theorem 4.3]). Let A be a representation-infinite Brauer graph alge-
bra with Brauer graph G.

(1) The number of exceptional tubes in s�A is given by the number of double-stepped Green
walks on G.

(2) The length of the double-stepped Green walk gives the rank of the associated excep-
tional tube.

Example 5.11. (1) Suppose that A is a Brauer graph algebra with Brauer graph as given in
Fig. 17. Then there are three distinct Green walks on G of lengths 1, 5 and 6, and thus 4
double-stepped Green walks of lengths 1, 3, 3 and 5 giving rise to four exceptional tubes
of respective ranks 1, 3, 3 and 5.
More precisely, the stable Auslander–Reiten quiver of A is a disjoint union of infinitely
many components of the forms ZA1=h�i and ZA11 and two components of the form
ZA1=h�3i, one component of the form ZA1=h�6i and one component of the form
ZA1=h�i (given by the string corresponding to the arrow inside the unique loop and not
a band module as the ones giving rise to the infinitely many other component of the form
ZA1=h�i).
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Fig. 17 Brauer graph with three distinct Green walks

(2) For completeness we include one example of a non-planar Brauer graph G0 and the
Green walks on G0. Suppose that A0 is a Brauer graph algebra with Brauer graph G0, see
Fig. 18.

Fig. 18 Green walks on a non-planar Brauer graph
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Then the stable Auslander–Reiten quiver of A0 is a disjoint union of infinitely many com-
ponents of the forms ZA1=h�i and ZA11 and one component of the form ZA1=h�5i and
one component of the form ZA1=h�9i.

5.6 Auslander–Reiten Components of Non-domestic Brauer Graph
Algebras

Let A be a representation-infinite non-domestic Brauer graph algebra with Brauer graph G.
It follows directly from Theorems 5.4 and 5.10 that s�� is the disjoint union of

� k components of the form ZA1=h� li i, where k is the number of double-stepped Green
walks and li is the length of the i th double-stepped Green walk, for 1 � i � k,

� infinitely many components of the form ZA1=h�i
� infinitely many components of the form ZA11.

5.7 Auslander–Reiten Components of Domestic Brauer Graph Algebras

Let A be a representation-infinite m-domestic Brauer graph algebra with Brauer graph G.
It follows from Theorems 5.3 and 5.10 that s�� is the disjoint union of

� m components of the form Z QAp;q

� m components of the form ZA1=h�pi
� m components of the form ZA1=h�qi
� infinitely many components of the form ZA1=h�i.
More precisely,

Theorem 5.12 ([35, Theorem 4.4, Corollary 4.5]). Let A be a representation-infinite
domestic Brauer graph algebra with Brauer graph G with n edges. If G has a cycle then it
is unique and let n1 be the number of (additional) edges on the inside of the cycle and n2

the number of (additional) edges on the outside of the cycle. In the notation above:

(1) If A is 1-domestic, then m D 1 and p C q D 2n. Furthermore,

� if G is a tree, then p D q D n,
� if G has a unique cycle (of odd) length l , then p D l C 2n1 and q D l C 2n2.

(2) If A is 2-domestic with unique cycle (of even) length l , then m D 2 and p D l=2 C n1

and q D l=2 C n2 such that p C q D n.

Example 5.13. Example of the stable Auslander–Reiten quiver of a 1-domestic Brauer
graph algebra with Brauer graph (including the two distinct Green walks) given by
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Here l D 3, n1 D 3 and n2 D 1 and therefore by Theorem 5.12, p D 9 and q D 5 and the
stable Auslander–Reiten quiver consists of one component of the form Z QA9;5, one of the
form ZA1=h�9i and one of the form ZA1=h�5i as well as infinitely many components of
the form ZA1=h�i. Note that p D 9 is the length of the unique double-stepped Green walk
on the inside of the 3-cycle and q D 5 is the length of the unique double stepped Green
walk on the outside of the 3-cycle.
Example of the stable Auslander–Reiten quiver of a 2-domestic Brauer graph algebra with
Brauer graph (including the two distinct Green walks) given by
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Here l D 6, n1 D 3 and n2 D 0 and therefore by Theorem 5.12, p D 6 and q D 3 and the
stable Auslander–Reiten quiver consists of two components of the form Z QA6;3, two of the
form ZA1=h�6i and one of the form ZA1=h�3i as well as infinitely many components of
the form ZA1=h�i. Note that p D 6 is the length of the two double-stepped Green walks
on the inside of the 6-cycle and q D 3 is the length of the two double stepped Green walks
on the outside of the 6-cycle.

5.8 Position of Modules in the Auslander–Reiten Quiver

In this section we determine, for any representation-infinite Brauer graph algebra (domestic
or non-domestic) which simple modules and radicals of indecomposable projective mod-
ules (and hence which projective modules) lie in exceptional tubes and which do not. For
that we define the notion of exceptional edges and we will see that the simple modules and
the radicals of the projective indecomposable modules associated to the exceptional edges
lie in the exceptional tubes of s�A.

Definition 5.14 ([35]).
(1) Let G be a Brauer graph such that G is not a Brauer tree (that is if G is a tree then

there are at least two vertices of multiplicity greater than 2). An exceptional subtree of G

is a subgraph T of G such that

(i) T is a tree,
(ii) there exists at unique vertex v in T such that .G n T / [ v is connected,

(iii) every vertex of T has multiplicity 1 except perhaps v.

We call v the connecting vertex of T .
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(2) Let G be a Brauer graph. An edge e in G is called an exceptional edge if e lies in an
exceptional subtree of G and it is called a non-exceptional edge otherwise.

Note that the non-exceptional edges in a Brauer graph G are all connected to each other
and that a non-exceptional edge is never truncated.

Theorem 5.15 ([35]). Let A be a representation-infinite Brauer graph algebra with Brauer
graph G and let e be an edge in G. Then the simple module Se associated to e and the radi-
cal rad Pe of the indecomposable projective module Pe associated to e lie in an exceptional
tube of s�A if and only if e is an exceptional edge.

Furthermore, Se and rad Pe lie in the same exceptional tube if and only if e occurs twice
within the same double-stepped Green walk.

Theorem 5.16 ([35]). Let A be a representation-infinite Brauer graph algebra with Brauer
graph G and let e and f be two not necessarily distinct non-exceptional edges in G D
.G0; G1; m; o/. Then Se and rad Pf lie in the same component of s�A if and only if A is
1-domestic or there exists an even length path

�
v0

eDe1 �
v1

e2 �
v2

�
v2n�1

f De2n �
v2n

of non-exceptional edges such that

(i) none of the edges ei , for 1 � i � 2n, is a loop,
(ii) ei and eiC1 are the only non-exceptional edges incident with vi , for 1 � i � 2n � 1,

(iii) m.vi / D 1, for 1 � i � 2n � 1, except if ei D eiC1 in which case m.vi / D 2, for
1 � i � 2n � 1.

Example 5.17. For the Brauer graph algebra with Brauer graph given by the graph in
Figure 19, the simple module Se associated to the edge e and the rad Pf where Pf is the
indecomposable projective module associated to the edge f , are in the same component
of the Auslander–Reiten quiver. Since the edge corresponding to e is not exceptional, this
component is not an exceptional tube but of the form ZA11. On the other hand, the simple
module Sg as well as rad Pg , the radical of the indecomposable projective associated to
the edge g lie in the same exceptional tube (of rank 27) since the edge g is exceptional and
occurs twice in the same double-stepped Green walk.

Fig. 19 Example of a Brauer graph with three exceptional subtrees
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A Appendix

A.1 Derived Equivalences: Rickard’s Theorem

Let A be a finite-dimensional K-algebra. We denote by D[.A/ the bounded derived cate-
gory of finite-dimensional A-modules.

If M is a tilting A-module then the categories D[.A/ and D[.B/, where B D
EndA.M/, are equivalent [19, 50].

Rickard showed that all derived equivalences of finite-dimensional algebras are of a
similar nature. Namely let mod-A be the category of all finitely presented A-modules and
PA the category of all finitely generated projective A-modules. We denote by K[.PA/ the
homotopy category of bounded complexes in PA.

Theorem A.1 ([73, 1.1]). Let A and B be two finite-dimensional algebras. The following
are equivalent:

(a) D[.A/ and D[.B/ are equivalent as triangulated categories.
(b) K[.PA/ and K[.PB/ are equivalent as triangulated categories.
(c) B is isomorphic to the endomorphism ring of an object T of K[.PA/, that is B '

EndK[.PA/.T /, such that

(i) For n ¤ 0, Hom.T; T Œn�/ D 0.
(ii) add.T /, the full subcategory of K[.PA/ consisting of direct summands of direct

sums of copies of T , generates K[.PA/ as a triangulated category.

Moreover, any equivalence as in (a) restricts to an equivalence between the full subcat-
egories consisting of objects isomorphic to bounded complexes of projectives (which are
equivalent toK[.PA/ and K[.PB/ respectively).

A complex T as in Theorem A.1(c) is called a tilting complex over A.
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