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Abstract. This paper studies the equivalence of exponential ergodicity and $L^2$-exponential convergence mainly for continuous-time Markov chains. In the reversible case, we show that the known criteria for exponential ergodicity are also criteria for $L^2$-exponential convergence. Until now, no criterion for $L^2$-exponential convergence has appeared in the literature. Some estimates for the rate of convergence of exponentially ergodic Markov chains are presented. These estimates are practical once the stationary distribution is known. Finally, the reversible part of the main result is extended to the Markov processes with general state space.

1. Introduction

Let $Q = (q_{ij})$ be a regular, irreducible $Q$-matrix on a countable set $E$. Assume that the corresponding transition probability matrix (also called the $Q$-process to indicate the connection with the matrix $Q$) $P(t) = (p_{ij}(t) : i, j \in E)$ is stationary with distribution $\pi = (\pi_i)$. Refer to Anderson (1991) or Chen (1992) for general terminology and notations. Note that the $Q$-matrix and $Q$-process are replaced by $q$-matrix and $q$-function respectively in Anderson (1991). A traditional topic in the study of Markov chains is exponential ergodicity. The $Q$-process $P(t)$ is said to have exponentially ergodic convergence to its stationary distribution $\pi$, if there is an $\alpha > 0$ such that for all $i, j \in E$, there exists a constant $C_{ij}$ so that

$$|p_{ij}(t) - \pi_j| \leq C_{ij}e^{-\alpha t} \quad \text{for all } t \geq 0. \quad (1.1)$$
The parameter $\alpha$ is called an exponentially ergodic convergence rate. It is well known that (1.1) is equivalent to exponential decay of $\|p_i(t) - \pi\|_{\text{var}}$ as $t \to \infty$ (cf. Chen (1992), Theorem 4.43 (2)), where $\| \cdot \|_{\text{var}}$ is the total variation norm. The parameter $\varepsilon > 0$ is such that (1.2).

About the convergence in total variation, there is a great deal of publications, see for instance Down et al (1995), Lund et al (1996), Meyn and Tweedie (1993), Nummelin (1984) and references within.

A transition probability matrix $P(t)$ defines in a natural way a strongly continuous, contractive semigroup, denoted by $\{P(t)\}_{t \geq 0}$, on the space $L^2(\pi)$. A recent topic in the study of Markov processes is $L^2$-exponential convergence. A Markov semigroup $\{P(t)\}_{t \geq 0}$ is said to have $L^2$-exponential convergence if there exists an $\varepsilon > 0$ such that

$$\|P(t)f - \pi(f)\| \leq \|f - \pi(f)\|e^{-\varepsilon t}, \quad t \geq 0, \ f \in L^2(\pi),$$

where $\| \cdot \|$ denotes the usual $L^2$-norm and $\pi(f) = \int f d\pi$. The parameter $\varepsilon$ is called an $L^2$-exponential convergence rate.

The two convergences in (1.1) and (1.2) look like rather different, but they are proved in the paper to be nearly equivalent for continuous-time Markov chains.

Before moving on, let us review some notation (cf. Chen (1992), Corollary 6.62 and Chapter 9). Let $(\cdot, \cdot)$ denote the usual inner product on $L^2(\pi)$. Define two operators on $L^2(\pi)$:

$$D(f) = \lim_{t \downarrow 0} t^{-1}(f - P(t)f, f)$$

provided the limit exists and

$$D^*(f) = \frac{1}{2} \sum_{i,j} \pi_i q_{ij} (f_j - f_i)^2.$$ 

The domains of these operators are defined as the subsets of $L^2(\pi)$ on which the operators are finite:

$$\mathcal{D}(D) = \{f \in L^2(\pi) : D(f) < \infty\} \quad \text{and} \quad \mathcal{D}(D^*) = \{f \in L^2(\pi) : D^*(f) < \infty\}.$$ 

One can deduce a quadratic form (named Dirichlet form) on $\mathcal{D}(D)$ by the standard way:

$$D(f, g) = -\langle \Omega f, g \rangle$$

for $f, g$ in the $L^2$-domain of the generator of $\Omega$ of $P(t)$. Similarly, we have the quadratic form $(D^*, \mathcal{D}(D^*))$. Let $\mathcal{H}$ be the set of functions on $E$ with finite support. Then, $\mathcal{H} \subset \mathcal{D}(D)$ and for all $f \in \mathcal{H}$, $D(f) = D^*(f)$. Since

$$t^{-1}(f - P(t)f, f) = (2t)^{-1} \sum_i \pi_i P(t)[f - f_i]^2(i),$$

by Fatou’s lemma, we have $\mathcal{D}(D) \subset \mathcal{D}(D^*)$.

In the reversible case (i.e., $\pi_i q_{ij} = \pi_j q_{ji}$ for all $i, j$), the regularity assumption on $Q = (q_{ij})$ implies that $D(f) = D^*(f)$ and $\mathcal{D}(D) = \mathcal{D}(D^*)$ (cf. Chen (1992), Corollary 6.62). In other words,

$$\mathcal{H} \text{ is dense in } \mathcal{D}(D^*) \text{ in the } \| \cdot \|_{D^*} \text{-norm } (\|f\|_{D^*}^2 := \|f\|^2 + D^*(f)).$$

(1.3)
This may also hold for irreversible Markov chains but it remains unproven.
Let \( q_i = -q_{ii} \) for \( i \in E \). In general, a simple sufficient (but not necessary) condition for (1.3) is that
\[
\sum_i \pi_i q_i < \infty \tag{1.4}
\]
(cf. Chen (1992), Lemma 9.7).

In the irreversible situation, one often adopts the following symmetrizing procedure. Let \( \hat{P}(t) = (\hat{p}_{ij}(t)) \) be the dual of \( P(t) = \pi_j p_{ji}(t)/\pi_i \). It first deduces the dual \( Q \)-matrix \( \hat{Q} = (\hat{q}_{ij}) \) and then leads to a reversible \( Q \)-matrix \( Q = (\tilde{q}_{ij}) \) as follows:
\[
\hat{q}_{ij} = \pi_j q_{ji}/\pi_i, \quad \tilde{q}_{ij} = (q_{ij} + \hat{q}_{ij})/2. \tag{1.5}
\]

We now introduce the first main result of the paper. The further results including some estimates of convergence rates are presented in Sections 3 and 4. In the discrete-time case, the reversible part of the result below was proved in a recent paper Roberts and Rosenthal (1997). We believe that the result is more or less known, though it may not have previously been stated explicitly.

**Theorem 1.1.** Let \( Q = (q_{ij}) \) be a regular, irreducible \( Q \)-matrix on a countable set \( E \) and the corresponding \( Q \)-process is stationary. Then

1. \( L^2 \)-exponential convergence implies exponentially ergodic convergence.
2. If the \( Q \)-process is reversible, then the two convergences are equivalent.
3. Assume that the \( Q \)-process is not reversible but \( \mathcal{X} \) is dense in \( D(D^*) \). If the \( Q \)-process is exponentially ergodic, then the \( Q \)-process is not only exponentially ergodic but also \( L^2 \)-exponentially convergent.

Note that part (3) of the theorem is somewhat different from the inverse statement of part (1). This is a technical point in our proof. However, as we will show in the next section, it is often true that exponential ergodicity of the \( Q \)-process implies that of the \( Q \)-process. It that case, we do have the inverse implication.

In view of Theorem 1.1, the study of one type of convergence may benefit from the study of the other type of convergence. For instance, in the reversible case, the well known criteria for exponential ergodicity (cf. Anderson (1991), Chen (1992) or (2.1)) now become criteria for \( L^2 \)-exponential convergence. Until now, no criterion for \( L^2 \)-exponential convergence has appeared in the literature. Note that on the one hand, some nice progress has been made recently in the study on the spectral gap for Markov processes (refer to the survey article Chen (1997) for the present status of the study and for a comprehensive list of references). On the other hand, this paper presents some explicit comparisons between the drift constant \( \delta \) used in Criterion (2.1) below, the spectral gap and the exponential convergence rate (cf. Theorems 3.1, 4.1, 4.3–4.5 given in Sections 3 and 4). Based on these facts, whenever the stationary distribution \( \pi \) is known, one may deduce immediately many new bounds for exponentially ergodic convergence rate. Certainly, when \( \pi \) is not known, the use of the Dirichlet forms has no advantage, and one must adopt different approach (the coupling methods for instance, cf. Chen (1992) and Chen (1997)).
Of course, Theorem 1.1 is meaningful for more general Markov processes. Here we consider only the reversible case (refer also to the last paragraph of Section 4). The discrete-time analog of the next result was presented in Roberts and Rosenthal (1997).

**Theorem 1.2.** Let \( \{P(t)\}_{t \geq 0} \) be a Markov semigroup on a measurable state space \((E, \mathcal{E})\), reversible with respect to a probability measure \(\pi\). Then \(L^2\)-exponential convergence (1.2) is equivalent to the following statement:

For each probability measure \(\mu \ll \pi\) with \(d\mu/d\pi \in L^2(\pi)\), there is \(C_\mu < \infty\) such that

\[
\|\mu P(t) - \pi\|_{\text{Var}} \leq C_\mu e^{-\varepsilon t}, \quad t \geq 0.
\]

(1.6)

For discrete state space, by setting \(\mu = \delta_i\) in (1.6), it follows that Theorem 1.2 generalizes the reversible part of Theorem 1.1. Next, by Theorem 1.2 again, the equivalence of the two convergences also holds once the transition probability \(p(t, x, \cdot)\) satisfies that for some \(h > 0\), \(p(h, x, \cdot) \ll \pi\) and \(dp(h, x, \cdot)/d\pi \in L^2(\pi)\) for all \(x \in E^1\). In view of this, it follows that the equivalence holds for a large class of reversible Markov processes. However, in the infinite-dimensional situation, the restriction on \(\mu\) given in (1.6) can not be removed. For instance, when there exist several Gibbs states corresponding to the same semigroup \(\{P(t)\}\), it can happen that for each Gibbs states \(\pi\), (1.2) holds but there is no hope to remove the restriction on \(\mu\) since the Gibbs states may be singular each other. In other words, assertion (1.6) does not necessarily imply ergodicity of the corresponding process in the infinite-dimensional situation.

The proof of Theorem 1.1 is delayed until Sections 3 and 4. In the next section, we recall some known results which will be used in the later proofs and explain some background which leads to Theorem 1.1. In Section 5, the application of the results obtained in the paper is illustrated by some examples. The proof of Theorem 1.2 is given in the last section.

2. Preliminaries and Background

In this section, we recall some known facts and some motivation for the present study. In particular, a formula of the \(L^2\)-exponential convergence rate is given. The complication of the relationship between the drift constant \(\delta\) used in Criterion (2.1) below and the convergence rates are illustrated. Besides, part (3) of Theorem 1.1 is proved.

First, we make a remark about the relation of the dense condition (1.3) and the regularity of \(\widetilde{Q}\). By Chen (1992), Theorem 4.69, the \(Q\)-matrix \(\widetilde{Q}\) is regular and has the same stationary distribution \(\pi\). Clearly, the form \((\bar{D}, \mathcal{D}(\bar{D}))\) coincides with \((\bar{D}, \mathcal{D}(\bar{D}))\) by definition. Next, set \(\mathcal{D}(\bar{D}) = \mathcal{D}(\bar{D})\). Then \((\bar{D}, \mathcal{D}(\bar{D}))\) also

\[\int p(h, x, y)^2 \pi(dy) = \int p(h, x, y)p(h, y, x)\pi(dy) = p(2h, x, x) < \infty.\]

\(^1\)Note that in the reversible case,
coincides with \((D, \mathcal{D}(D))\). Thus, if (1.3) holds, then \((\overline{D}, \mathcal{D}(\overline{D}))\) also satisfies (1.3) and hence \(\overline{Q} = (\overline{q}_{ij})\) is regular having the same stationary distribution \(\pi\) (cf. Chen (1992), Corollary 6.62 and Theorem 9.9). Therefore, the forms \((D, \mathcal{D}(D))\), \((\widehat{D}, \mathcal{D}(\widehat{D}))\) and \((\overline{D}, \mathcal{D}(\overline{D}))\) all coincide with \((D^*, \mathcal{D}(D^*))\) under (1.3). Conversely, if \(Q\) is regular (refer to Chen (1992), Theorem 2.25 for a practical criterion), then (1.3) holds (first for \((\overline{D}, \mathcal{D}(\overline{D}))\) and then for \((D, \mathcal{D}(D))\)) since \(\overline{Q}\) is reversible. Thus, condition (1.3) is indeed equivalent to the regularity of \(Q\).

Recall that the largest \(L^2\)-convergence rate \(\varepsilon_{\text{max}}\) in (1.2), denoted by \(\text{gap}(Q)\) or \(\text{gap}(D)\) according to our convenience, is given by the following variational formula.

\[
\text{gap}(D) = \inf \{ D(f) : f \in \mathcal{D}(D), \pi(f) = 0 \text{ and } \|f\| = 1 \} \\
= \inf \{ - (\Omega f, f) : f \in \mathcal{D}(\Omega), \pi(f) = 0 \text{ and } \|f\| = 1 \}
\]

here \(\Omega\) is at the moment regarded as the generator of \(P(t)\) with domain \(\mathcal{D}(\Omega)\) in \(L^2(\pi)\). Actually, this formula of \(\varepsilon_{\text{max}}\) holds for any reversible Markov semigroup \(\{P(t)\}_{t \geq 0}\) if we use the notations \((D, \mathcal{D}(D))\) and \((\Omega, \mathcal{D}(\Omega))\) to denote the Dirichlet form and the generator of \(\{P(t)\}_{t \geq 0}\) respectively (cf. Chen (1992), Theorem 9.1). Thus, the rate \(\varepsilon\) in (1.2) and (1.6) can be simultaneously replaced by \(\text{gap}(D)\). When \(E\) is finite and \(Q\) is reversible, \(\text{gap}(Q)\) is the smallest non-trivial eigenvalue of \(-Q\), i.e., the gap between the first two eigenvalues of \(-Q\). See also the remark at the end of this section.

Under the dense condition (1.3), the study on \(L^2\)-exponential convergence in the irreversible case can be completely reduced to the reversible one since \(\text{gap}(D) = \inf \{ D^*(f) : \pi(f) = 0, \|f\| = 1 \}\) and furthermore \(\text{gap}(D) = \text{gap}(\widehat{D}) = \text{gap}(\overline{D})\).

We now show that part (3) of Theorem 1.1 is a simple consequence of the first two parts of the theorem. Since \(\overline{Q}\) is reversible, by part (2) and the assumption, the \(\overline{Q}\)-process is \(L^2\)-exponentially convergent and so is the \(Q\)-process since \(\text{gap}(Q) = \text{gap}(\overline{Q})\). Exponential ergodicity of the \(Q\)-process then follows from part (1) of the theorem.

Next, denote by \(\hat{\alpha} = \hat{\alpha}(Q)\) the supremum of the possible exponentially ergodic convergence rate in (1.1). Unfortunately, there is no variational formula for \(\hat{\alpha}\). We only know some criteria for the positivity of \(\hat{\alpha}\). The most practical criterion is: \(\hat{\alpha} > 0\) iff for some/every finite set \(A\), there exists a function \(\varphi\) and constants \(\delta > 0, C \geq 0\) such that

\[
\varphi \geq 1 \quad \text{and} \quad \Omega \varphi \leq -\delta \varphi + CI_A \tag{2.1}
\]

(cf. Anderson (1991), Section 6.6, Theorem 6.5 or Chen (1992), Theorem 4.45 (3) or Down et al (1995); see also the comment above Lemma 4.2 in Section 4). Here and in what follows, the operator \(\Omega\) is defined on the set \(\{ f : \sum_{j \neq i} q_{ij} |f_j - f_i| < \infty \text{ for all } i \} :\) \(\Omega f(i) = \sum_j q_{ij} (f_j - f_i)\). Clearly, the operator \(\Omega\) and the form \((D^*, \mathcal{D}(D^*))\) are both determined by the \(Q\)-matrix \(Q = (q_{ij})\). The next two examples show that (2.1) is not enough to determine either \(\hat{\alpha}\) or \(\text{gap}(D)\). Hence the equivalence of the convergences is not obvious.
Example 2.1. Consider the birth-death process on $\mathbb{Z}_+ = \{0, 1, \cdots \}$ with birth rates $b_i = i + 2$ for $i \geq 0$ and death rates $a_i = i^2$ for $i \geq 1$. Then condition (2.1) holds for every $\delta > 0$ whenever $A$ is large enough.

Proof. Let $\varphi_i = i + 1 > 1$. Then
\[ \Omega \varphi(i) = 2 + i - i^2 \leq -(i/2)\varphi_i + 3I_A(i), \]
where $A \supset \{0, 1, 2, 3\}$. Thus, for $A = \{0, 1, \cdots, m\}$ with $m \geq 3$, (2.1) holds with $\delta = m/2$ which can be as large as we want. However, for this example, it is known that $\hat{\alpha} = \text{gap}(D) = 2$ (cf. Chen (1996), Section 1).

Clearly, the large $\delta$ in the last example comes from the large size of $A$. The next example shows that the constant $\delta$ can be arbitrarily small if the set $A$ is taken to be a singleton.

Example 2.2. Let $(\pi_i > 0)$ be an arbitrary distribution on a countable set $E$ and let $q_{ij} = \pi_j$ for $j \neq i$. Then, $\hat{\alpha} > \text{gap}(D) = 1$. But, when $A = \{i\}$, (2.1) holds iff $\delta < \pi_i$ which can be arbitrarily small for infinite $E$.

Proof. It is rather straightforward to check that $\text{gap}(D) = 1$ and every non-constant function $\varphi$ with $\pi(\varphi) = 0$ is an eigenfunction of $\lambda_1 = \text{gap}(D)$.

Fix a reference point, say $0 \in E$ to simplify the notation. Solving the equation
\[ \varphi \geq 1 \quad \text{and} \quad \Omega \varphi \leq -\beta \varphi + CI_{\{0\}}, \]
we get
\[ 1 \leq \pi(\varphi) := \sum_i \pi_i \varphi_i \leq (1 - \beta)\varphi, \quad i \neq 0. \]
This implies that $\beta < 1$ and
\[ \varphi_i \geq \pi(\varphi)/(1 - \beta), \quad i \neq 0. \]
Then
\[ \pi(\varphi) = \pi_0 \varphi_0 + \sum_{i \neq 0} \pi_i \varphi_i \geq \pi_0 + (1 - \pi_0)\pi(\varphi)/(1 - \beta). \]
Or
\[ (\pi_0 - \beta)\pi(\varphi) \geq \pi_0(1 - \beta) > 0. \]
Thus, we must have $\beta < \pi_0$ and $\pi(\varphi) \geq \pi_0(1 - \beta)/(\pi_0 - \beta)$.

Let $\beta < \pi_0$ and $c \geq \pi_0(1 - \beta)/(\pi_0 - \beta)$. Define $\varphi_i = c/(1 - \beta)$, $i \neq 0$ and $\varphi_0 = 1$. Then, (2.2) holds for these $\varphi, \beta$ and every
\[ C \geq \beta + \pi_0 - 1 + c(1 - \pi_0)/(1 - \beta). \]
Finally, since the reference point 0 is arbitrary, we obtain the required assertion. □

The above two examples are both reversible. Irreversible Markov chains are much more complicated and up to now there is still no effective tool to estimate the exponentially ergodic convergence rate $\hat{\alpha}$. A recent approach is studying the stronger $L^2$-exponential convergence (i.e., the spectral gap) instead of studying exponential ergodicity directly. However, it often happens that $\hat{\alpha} > \text{gap}(D)$ as illustrated by the following simple example.
Example 2.3. Let

\[ Q_1 = \begin{pmatrix} -1/2 & 1/2 & 0 \\ 0 & -1 & 1 \\ 1 & 0 & -1 \end{pmatrix}. \]

Then the eigenvalues of \( Q_1 \) are \( 0, -5/4 \pm \sqrt{7} i/4 \) but we have \( \hat{\alpha} = 5/4 > 1 = \text{gap}(Q_1) \).

A natural question arises: for infinite \( E \), can \( \hat{\alpha} \) be positive yet \( \text{gap}(Q) = 0 \)?

To answer this question, we need some preparation. Recall that the dual \( \hat{Q} \)-process \( \hat{p}_{ij}(t) = \pi_j p_{ji}(t) / \pi_i \) has the same stationary distribution \( \pi \). Thus, the \( Q \)-process is exponentially ergodic iff so is the \( \hat{Q} \)-process and they have the same convergence rate \( \hat{\alpha} \). These facts may be enough to conclude exponential ergodicity of the \( \hat{Q} \)-process but we are unable to prove it at the moment and there is still no counterexample either.

The problem is that when we look at Criterion (2.1), the function \( \varphi \) and constant \( \delta \) used there for \( Q \) and \( \hat{Q} \) may be different. The same problem appears in the opposite implication: exponential ergodicity of the \( \hat{Q} \)-process implies the one of the \( Q \)-process. But this is overcome in a rather technical way, stated as part (3) of Theorem 1.1. We now mention a simpler sufficient condition:

\[ \varphi \geq 1, \quad \Omega \varphi < -\delta \varphi + CI_A \quad \text{and} \quad \hat{\Omega} \varphi < \hat{\delta} \varphi + \hat{C} I_A \quad \text{for some} \quad \hat{\delta} < \delta \quad (2.3) \]

Note that only a single function \( \varphi \) is used here and \( \hat{\delta} \) is allowed to be positive!

Then we have

\[ \varphi \geq 1 \quad \text{and} \quad \Omega \varphi < -\frac{\delta - \hat{\delta}}{2} \varphi + \frac{C + \hat{C}}{2} I_A \quad (2.4) \]

and so the \( \hat{Q} \)-process is exponentially ergodic. Condition (2.3), which will be further weakened in (4.4), often holds for Markov chains (see Example 5.3 for instance) and we have no counterexample of a Markov chain for which condition (2.3) does not hold. Thus, by Theorem 1.1, it is often true that \( \hat{\alpha} > 0 \iff \text{gap}(D) > 0 \), and so we are safe in using the above symmetrizing approach when (2.3) holds at least.

Another motivation of the study comes from Markov Chain Monte Carlo. In this context, we are given a distribution, say \( \pi_0 = 1/2, \pi_1 = \pi_2 = 1/4 \). The problem is to construct a Markov chain whose law converges rapidly to \( \pi \). It is natural to construct a reversible one. For instance

\[ Q_2 = \begin{pmatrix} -1/2 & 1/2 & 0 \\ 1 & -2 & 1 \\ 0 & 1 & -1 \end{pmatrix}. \]

Then we have \( \text{gap}(Q_2) = (7 - \sqrt{17})/4 \approx 0.72 < 1 \). On the other hand, one may regard \( Q_1 \) as a perturbation of \( Q_2 \) with the same equilibrium distribution \( \pi \). Then, the irreversible \( Q_1 \) has a faster exponentially ergodic convergence rate than the reversible \( Q_2 \). However, even for infinite \( E \), any local perturbation does not change exponential ergodicity by (2.1). Thus, for every local perturbation \( Q_1 \)
of a reversible $Q_2$ (which is the main interest in practice), whenever $\pi$ is kept, condition (2.3) holds and hence $\tilde{\alpha}(Q_1) > 0 \iff \text{gap}(Q_2) > 0$ by Theorem 1.1. In view of this observation, we can just consider the class of reversible processes.

To conclude this section, we make a remark on the term “gap”. In the irreversible case, the term is not necessarily closely related to the spectrum of $\Omega$ as illustrated by Example 2.3. Next, recall the reversible $Q$-matrix given by (1.5). Under (1.3), we have $\text{gap}(D) = \text{gap}(\overline{D}) = \inf \text{spec}(-\overline{Q})_{|1}$ (cf. Chen (1992), Theorem 9.9). In this sense, it has some spectral meaning.

3. Proof of the first part of Theorem 1.1

In this section, we prove that $L^2$-exponential convergence implies exponential ergodicity, without using the dense condition (1.3). The first proof below is the shortest one but its conclusion is weaker than the second proof, which is meaningful in a more general setup (cf. Chen (1998)).

**The first proof.** The proof is rather easy as shown in Chen (1992), Proposition 9.20. By (1.2), we have

$$e^{-2\text{gap}(D)t} \|f - \pi(f)\|^2 \geq \pi_{i_0} |p_{i_0,j_0}(t) - \pi_{j_0}|^2$$

for the function $f_j = \delta_{j,j_0}$ and arbitrary $i_0$ and $j_0$. Hence

$$|p_{ij}(t) - \pi_j| \leq \sqrt{\pi_j(1 - \pi_j)/\pi_i \ e^{-\text{gap}(D)t}}$$

for all $i, j$, which proves (1.1). In other words, the spectral gap always lower bounds exponentially ergodic convergence rate. □

**The second proof.** As mentioned in the first section, (1.1) is equivalent to exponential decay of $\|p_{i.}(t) - \pi\|_{\text{Var}}$ as $t \to \infty$. But the convergence rate in the total variation may be smaller than the one in (1.1). The next result shows that we still have the same lower bound.

**Theorem 3.1.** For every probability measure $\mu$, whenever the function $\mu_i/\pi_i$ belongs to $L^2(\pi)$, we have

$$\|\mu P(t) - \pi\|_{\text{Var}} \leq \|\mu/\pi - 1\| \ e^{-\text{gap}(D)t}$$

for all $t \geq 0$. In particular,

$$\|p_{i.}(t) - \pi\|_{\text{Var}} \leq \sqrt{\pi_i^{-1} - 1} \ e^{-\text{gap}(D)t}.$$ 

**Proof.** The proof is similar to Chen (1998), Theorem 1.1, where the assertion was proved in the reversible case. Recall that $\bar{p}_{ij}(t) = \pi_j p_{ji}(t)/\pi_i$ and $\text{gap}(D) = \text{gap}(D)$.
gap(\tilde{D}). Assume that \(\|\mu/\pi - 1\| < \infty\). Then, we have

\[
\|\mu P(t) - \pi\|_{\text{var}} = \sum_j |\mu P(t)(j) - \pi_j|
\]

\[
= \sum_j \left| \sum_i (\mu_i - \pi_i)p_{ij}(t) \right|
\]

\[
= \sum_j \pi_j \left| \sum_i \hat{p}_{ji}(t)(\mu_i/\pi_i - 1) \right|
\]

\[
= \|\tilde{P}(t)(\mu/\pi - 1)\|_{L^1(\pi)}
\]

\[
\leq \|\tilde{P}(t)(\mu/\pi - 1)\|.
\]

Because the function \(\mu/\pi - 1 \in L^2(\pi)\) has mean zero, by (1.2) and definition of \(\text{gap}(D)\) (cf. Chen (1992), Theorem 9.1), the right-hand side is governed by

\[
\|\mu/\pi - 1\|e^{-\text{gap}(\tilde{D})t} = \|\mu/\pi - 1\|e^{-\text{gap}(D)t}.
\]

It was also proved in Chen (1998), that the convergence rate given in Theorem 3.1 is indeed sharp for birth-death processes.

4. Proof of the second part of Theorem 1.1

This section is devoted to proving that exponential ergodicity implies \(L^2\)-exponential convergence. The proofs given in this section are very technical. The organization goes as follows. First, we deal with the reversible case, for which two different proofs are presented (Theorem 4.1 and Theorem 4.3). Another different proof will be presented in Section 6. Then, we reduce the irreducible case to the reversible one (Theorem 4.4). Finally, a criterion for the positivity of \(\text{gap}(D)\) is presented (Theorem 4.5).

Reversible case. Let \(X_t\) be a Markov chain with transition probability \(P(t)\). Define \(\tau_A = \inf\{t \geq 0 : X_t \in A\}\). When \(A\) is a singleton, say \(0 \in E\) for simplicity, we write \(\tau_0\) instead of \(\tau_{\{0\}}\). The first assertion in the next result is due to [14] in the discrete-time case.

Theorem 4.1. In the reversible case, if there exists a constant \(\beta > 0\) such that \(E^i\exp[\beta \tau_0] < \infty\) for all \(i \in E\), then \(\text{gap}(D) \geq \beta\). Furthermore, the last condition holds iff there exists a function \(\varphi\) defined on \(E\) such that

\[
\varphi \geq 1 \quad \text{and} \quad \Omega \varphi(i) \leq -\beta \varphi_i \quad \text{for all} \quad i \neq 0.
\]

Proof. (a) To prove the first assertion, fix \(t > 0\) and consider the discrete-time chain \((X_{nt})_{n \geq 0}\) with transition probability \(P = P(t)\). For \(n \geq 0\) and \(i \neq 0\), define

\[
P_B^t f(i) = E^i[f(X_{nt}) : \tau_0 > nt]
\]
and write $P_D = P^1_D$. Then we have
\[ P_D^n(i) = P^1D[\tau_0 > nt] \leq e^{-\beta nt}E^i e^{\beta \tau_0} \quad i \neq 0. \]
Thus, following the proof of Sokal and Thomas (1988), Lemma 3.11 (roughly speaking, the lemma says that for discrete-time Markov chains,
\[ \|P_D\|_{L^2(\pi; E \setminus \{0\})} \leq \bar{r}^{-1} \]
whenever $E^i \bar{r}^{-\bar{r}_0} < \infty$ for some $\bar{r} > 1$ and all $i$), we know that the operator norm $\|P_D\|$ in $L^2(\pi; E \setminus \{0\})$ is bounded above by $e^{-\beta t}$. At this point, we need not only the reversibility but also (1.3). However, condition (1.3) is automatic in the reversible case as mentioned before. Since $P = P(t)$ is nonnegative definite on $L^2(\pi)$, following the proof of Sokal and Thomas (1988), Lemma 3.12, the operator norm of $P(t)$ on $L^2(\pi; E \setminus \{constants\})$ is bounded above by $\|P_D\|$. Hence, for every $f$ with $\pi(f) = 0$ and $\|f\| = 1$, we get
\[ (f, P(t)f) \leq \|P_D\| \leq e^{-\beta t}. \]
Therefore,
\[ D(f) = \lim_{t \downarrow 0} \frac{1}{t} (f - P(t)f, f) \geq \lim_{t \downarrow 0} \frac{1}{t} (1 - e^{-\beta t}) = \beta \]
and so $\text{gap}(D) \geq \beta$.

(b) To prove the last assertion, note that if $\varphi$ satisfies (4.1), then so does $\tilde{\varphi}_i := \varphi_i$ for $i \neq 0$ and $\tilde{\varphi}_0 := 1$. On the other hand, by Anderson (1991), Section 6.2, Lemma 1.5, $E^i \exp[\beta \tau_0] < \infty$ iff there exists a function $y$ on $E$ such that $y_0 = 0$ and $\Omega y(i) \leq -\beta y_i - 1$ for all $i \neq 0$. Hence, the required assertion follows by using the transform $\tilde{\varphi}_i = \beta y_i + 1$, $i \in E$. $\square$

It should be pointed out that the continuous-time version (i.e. the first assertion of Theorem 4.1) was mentioned in Landim et al. (1996), Proposition 4.1 without proof. Moreover, condition (4.1) was replaced by a stronger one (Landim et al. (1996), Proposition 4.2) which is usually less effective since it fails for the simplest chain with two states. An estimate of the exponential convergence rate for stochastically ordered jump processes with continuous state space $[0, \infty)$ was obtained in Lund et al. (1996).

To present an improved result with a simpler proof, we need some preparation. Consider an exponentially ergodic chain. First, we show that for every finite set $A$, there exists a function $\varphi$ and a constant $\delta > 0$ such that (4.3) below holds.

By Anderson (1991), Section 6.6, Theorem 6.5 or Chen (1992), Theorem 4.45(2), a Markov chain is exponentially ergodic iff for every finite set $A$, there exists some $0 < \delta < q_i$ for all $i$ and a finite non-negative sequence $(y_i)$ such that
\[
\begin{align*}
\sum_{j \in A \cup \{i\}} q_{ij}y_j &\leq (q_i - \delta)y_i - 1, \quad i \notin A \\
y_i &\equiv 0, \quad i \in A \\
\sum_{j \in A} q_{ij}y_j &< \infty, \quad i \in A.
\end{align*}
\]
(4.2)
As we mentioned before, this well known criterion does not say anything about the convergence rate. By using the transform \( \varphi_i = \delta y_i + 1 \), (4.2) can be rewritten in the simpler form (2.1) (but (4.2) and (2.1) are indeed equivalent). By replacing \( \varphi \) with \( \varphi_I \) in (2.1), we obtain the following condition.

\[
\varphi|_A = 0, \quad \varphi|_{A^c} > 0 \quad \text{and} \quad \Omega \varphi \leq -\delta \varphi \quad \text{on} \quad A^c. \tag{4.3}
\]

Next, define

\[
\lambda_0(A^c) = \inf \{ D(f) : f \in \mathcal{D}(D), f|_A = 0 \text{ and } \pi(f^2) = 1 \}.
\]

By the dense condition (1.3), we have

\[
\lambda_0(A^c) = \inf \{ D^*(f) : f|_A = 0 \text{ and } \pi(f^2) = 1 \}.
\]

**Lemma 4.2.** For a reversible process, under (4.3), we have \( \lambda_0(A^c) > \delta \).

**Proof.** (a) Choose finite sets \( E_n \) containing \( A \) such that \( E_n \uparrow E \). Let

\[
\tau_n = \inf \{ t > 0 : X_t \notin E_n \setminus A \}.
\]

Note that for every function \( f \) with finite support,

\[
\{ e^{\delta t} f(X_t) \}_{t \geq 0} \quad \text{is a } \mathbb{P}^\pi\text{-martingale with respect to the operator } \partial/\partial t + \Omega.
\]

Since (4.3) also holds for \( \varphi_n := \varphi I_{E_n \setminus A} \) on \( E_n \setminus A \) and

\[
\mathbb{P}^\pi[\tau_n = t] = \sum_{m=1}^{\infty} \mathbb{P}^\pi[\tau_n = \tau^{(m)} = t] = 0
\]

(where \( \tau^{(m)} \) is the \( m \)th jump time of the chain), we have

\[
\mathbb{E}^i[e^{\delta(t \wedge \tau_A \wedge \tau_n)} \varphi_n(X_{t \wedge \tau_A \wedge \tau_n})] = \mathbb{E}^i[e^{\delta(t \wedge \tau_n)} \varphi_n(X_{t \wedge \tau_n})]
\]

\[
= \varphi_n(i) + \mathbb{E}^i \int_0^{t \wedge \tau_n} (\partial/\partial s + \Omega) [e^{\delta \varphi_n}] (s, X_s) \, ds
\]

\[
\leq \varphi_i \quad \text{for all } i \in E_n \setminus A.
\]

Letting \( n \uparrow \infty \) and using Fatou’s Lemma, we get

\[
\mathbb{E}^i[e^{\delta(t \wedge \tau_A)} \varphi(X_{t \wedge \tau_A})] \leq \varphi_i \quad \text{for all } i \notin A.
\]

The restriction \( \varphi|_A = 0 \) implies that \( \mathbb{E}^i[e^{\delta(t \wedge \tau_A)} \varphi(X_{t \wedge \tau_A})] \leq \varphi_i \) and hence

\[
\mathbb{E}^i \varphi(X_{t \wedge \tau_A}) \leq \varphi_i e^{-\delta t}, \quad t \geq 0, \ i \notin A.
\]

(b) Next, since \( E_n \setminus A \) is finite, there exists a function \( u_n \) with unit norm and \( u_n|_{(E_n \setminus A)^c} = 0 \) satisfying

\[
D(u_n) = \lambda_0(E_n \setminus A) = \inf \{ D(f) : f|_{(E_n \setminus A)^c} = 0 \text{ and } ||f|| = 1 \}.
\]
Because $D(|f|) \leq D(f)$, $u_n$ must be non-negative. Furthermore, $u_n$ should be an eigenfunction of $\Omega$ on the finite set $E_n \setminus A$: $\Omega u_n = -\lambda_0(E_n \setminus A) u_n$ on $E_n \setminus A$. The reversibility of $Q$ is required at this point. In the irreversible case, one obtains the equation $\Omega u_n = -\lambda_0(E_n \setminus A) u_n$ rather than $\Omega u_n = -\lambda_0(E_n \setminus A) u_n$, which may have no solution at all (cf. Example 5.4). We now follow the proof given in Chen and Wang (1998), Proof of Theorem 3.2. Since $E_n \setminus A$ is finite, there exists a positive $c_1$ such that $u_n(X_{t \wedge \tau_n}) \leq c_1 \phi(X_{t \wedge \tau_A})$.

Thus, $u_n(i) e^{-\lambda_0(E_n \setminus A) t} = E^i u_n(X_{t \wedge \tau_n}) \leq c_1 E^i \phi(X_{t \wedge \tau_A}) \leq c_1 \phi e^{-\delta t}, \quad i \in E_n \setminus A$.

This implies that $\lambda_0(E_n \setminus A) \geq \delta$. Finally, because (1.3) holds in the reversible case, it is easy to show that $\lambda_0(E_n \setminus A) \downarrow \lambda_0(A^c)$ as $n \to \infty$ and so the required assertion follows. \hfill \Box

**Theorem 4.3.** In the reversible case, if (4.3) holds with $A = \{0\}$, then $\text{gap}(D) \geq \lambda_0(\{0\}^c) \geq \delta$.

**Proof.** (a) Choose $f$ such that $\pi(f) = 0$. Let $A = \{0\}$ and $c = f_0$. Then

$$D(f) = D(f - c) \geq \lambda_0(A^c) \|f - c\|^2 = \lambda_0(A^c) (\|f\|^2 + c^2) \geq \lambda_0(A^c) \|f\|^2.$$  

This means that $\text{gap}(D) \geq \lambda_0(A^c)$.

(b) The second inequality now follows from Lemma 4.2. \hfill \Box

In view of Theorems 3.1 and 4.1, (4.1) and (4.3) are not only criteria for $\text{gap}(D) > 0$ or $\alpha > 0$ but also give us a useful estimate for exponentially ergodic convergence rate in the reversible situation. The above proofs work only in the reversible case and moreover, one can not replace $\tau_0$ by $\tau_A$ if $A$ is not a singleton. For irreversible counterexamples of Theorem 4.1 and Theorem 4.3, see proof (b) of Example 5.3.

**Irreversible case.** A condition parallel to, but weaker than (2.3) is as follows.

$$\varphi|_A = 0, \quad \varphi|_{A^c} > 0, \quad \Omega \varphi \leq -\delta \varphi \quad \text{and} \quad \tilde{\Omega} \varphi \leq \delta \varphi \quad \text{on} \quad A^c \quad \text{for some} \quad \delta < \delta_0. \quad (4.4)$$

Then, we have $\tilde{\Omega} \varphi \leq -(\delta - \delta_0) \varphi/2$ on $A^c$. The following result is now a straightforward consequence of Theorem 4.3.

**Theorem 4.4.** Assume that (1.3) holds in the irreversible case. If (4.3) holds with $\Omega$ replaced by $\tilde{\Omega}$ and $A = \{0\}$, then $\text{gap}(Q) = \text{gap}(\tilde{Q}) \geq \delta$. In particular, the last condition holds if (4.4) is satisfied with $A = \{0\}$, in which case $\text{gap}(Q) \geq (\delta - \delta_0)/2$.

**General estimate.** As we have seen from Example 2.2 the lower bound given by Theorems 4.1, 4.3 and 4.4 may be very small. On the other hand, as we have seen from Example 2.1, Criterion (2.1) is much more practical than (2.2). Thus, it is natural to use (2.1) instead of (2.2). That is the goal of this subsection. For any subset $B$ of $E$, define a restricted form $D^*_B$ on $B$ and the associated measure $\pi_B$ as:

$$D^*_B(f) = \frac{1}{2} \sum_{i,j \in B} \pi_i q_{ij} (f_j - f_i)^2, \quad \pi_B(i) = \pi_i / \sum_{j \in B} \pi_j.$$
The spectral gap of $D_B^*$ is
\[ \text{gap}(D_B^*) = \inf \{ D_B^*(f) : \pi_B(f) = 0, \pi_B(f^2) = 1 \}. \]

For finite $B$, since $D_B^*$ coincides with the form generated by the symmetrized $Q$-matrix $(\bar{q}_{ij})$, it follows that $\text{gap}(D_B^*) > 0$ even though the new $Q$-matrix can be reducible when restricted to $B$ (cf. Chen (1992), Theorem 9.9 and Chen and Wang (1998)). Let $\pi(C) = \sum_{j \in C} \pi_j$ and $M_A = \max_{i \in A} (q_i + \sum_{j \notin A} q_{ij})$. In the reversible case, $M_A$ can be replaced by $2 \max_{i \in A} \sum_{j \notin A} q_{ij}$. For finite $A$, $M_A \leq 2 \max_{i \in A} q_i < \infty$. Thus, whenever $\lambda_0(A^c) > 0$ for some finite $A$, we can make $B$ large enough so that the right-hand side of (4.5) below is positive.

**Theorem 4.5.** Assume that (1.3) holds in the irreversible case. Then, for any $A \subset B$ with $0 < \pi(A)$, $\pi(B) < 1$, we have
\[ \frac{\lambda_0(A^c)}{\pi(A)} \geq \text{gap}(D) \geq \frac{\lambda_0(A^c) \pi(B) - MA\pi(B^c)}{2 \text{gap}(D_B^*) + \pi(B)\lambda_0(A^c) + MA}. \]  

In particular, $\text{gap}(D) > 0$ iff $\lambda_0(A^c) > 0$ for some finite $A$.

**Proof.** The proof is a slight modification of a much more general result Chen and Wang (1998), Theorem 3.1 applied to $\bar{Q} = (\bar{q}_{ij})$. We sketch the proof here. We must keep in mind that $\pi_i q_{ij}$ may not be symmetric. For the upper bound, noticing that for every $f$ with norm one and $f|_A = 0$, we have
\[ \pi(f^2) - \pi(f) = 1 - \pi(f I_{A^c})^2 \geq 1 - \pi(A^c) = \pi(A) \]
so $\text{gap}(D) \leq D(f)/\pi(A)$. Then, it follows that $\text{gap}(D) \leq \lambda_0(A^c)/\pi(A)$ as required.

For the lower bound, the original proof is based on Cheeger’s splitting technique and consists of two estimates:
\[ D(f) \geq \text{gap}(D_B^*) \pi(B)^{-2} [\gamma - \pi(B^c)], \]
\[ D(f I_{A^c}) \leq 2D(f) + MA\gamma \]
for every $f$ with $\pi(f) = 0$ and $\pi(f^2) = 1$, here $\gamma = \pi(f^2 I_B)$. Notice that
\[ D(f I_{A^c}) \geq \lambda_0(A^c) \pi(f^2 I_{A^c}) \geq \lambda_0(A^c) (1- \gamma). \]

Once (4.6) and (4.7) have been proved, we obtain two lower bounds of $D(f)$, say $g_1(\gamma)$ and $g_2(\gamma)$. Then $D(f) \geq \inf_{\gamma \in [0, 1]} \max\{g_1(\gamma), g_2(\gamma)\}$. Optimization of this lower bound with respect to $\gamma \in [0, 1]$ produces the lower bound in (4.5).

We now prove inequality (4.6). Because
\[ D(f) = D^*_B(f) \geq D_B^*(f I_B), \]
once needs to show that
\[ \pi(f^2 I_B) - \pi(B)^{-1} \pi(f I_B)^2 \geq \pi(B)^{-1} [\gamma - \pi(B^c)]. \]
This can be done by using the inequality:

\[ \pi(f_B) = \pi(f_{B^c}) \leq \pi(f_B) \pi(B^c) = (1 - \gamma) \pi(B^c). \]

The inequality (4.7) is based on

\[ |(f_{A^c})^ij| \leq |f_j - f_i| + \sum_{(i,j) \in B \times A^c \cup A^c \times B} |(f_A)^j - (f_A)^i| \]

and \((a + b)^2 \leq 2(a^2 + b^2)\). The coefficient \(M_A\) comes from the following calculation:

\[
\sum_{(i,j) \in B \times A^c \cup A^c \times B} \pi_i q_{ij} [(f_A)^j - (f_A)^i]^2 = \sum_{i \in A} \pi_i f_i^2 \sum_{j \not\in A} q_{ij} + \sum_{i \not\in A} \pi_i \sum_{j \not\in A} q_{ij} f_j^2 \\
\leq \sum_{i \in A} \pi_i f_i^2 \sum_{j \not\in A} q_{ij} + \sum_{i \not\in A} \pi_i \sum_{j \not= i} q_{ij} (f_A)^j \\
= \sum_{i \in A} \pi_i f_i^2 \sum_{j \not\in A} q_{ij} + \sum_{i \not\in A} \pi_i q_i f_i^2 \\
\leq \max_{i \not\in A} \left\{ \sum_{j \not\in A} q_{ij} + q_i \right\} \pi(f^2) \\
\leq M_A^2 \gamma.
\]

In the second equality, we used the stationary property of the process (cf. Chen (1992), Theorem 4.17). □

To conclude this section, we mention that the irreversible part of Theorem 1.1 can also be extended to a more general setting, because the analogs of Theorem 3.1, Criterion (2.1) and Theorem 4.5 have been obtained in Chen (1998), Down et al (1995) and Chen and Wang (1998) respectively.

5. Examples

In this section, we discuss four examples. the first two examples are reversible, they illustrate the application of Theorem 1.1 and Theorem 4.5. The last two examples are irreversible, they illustrate the application of Theorem 4.4; they also show the effectiveness of condition (4.4) and the independence of the convergence rates and the eigenvalues of the operator \(\Omega\).

**Example 5.1.** Let \(E = \mathbb{Z}_+\). Consider the birth-death process with death rates \(a_i\) and birth rates \(b_i\): \(a_i = b_i = i^\gamma (i \geq 1)\) for some \(\gamma > 0, a_0 = 0\) and \(b_0 = 1\). The process is exponentially ergodic iff \(\gamma \geq 2\).

**Proof.** It is well-known that the chain is ergodic iff \(\gamma > 1\). Moreover \(\text{gap}(D) > 0\) iff \(\gamma \geq 2\) (cf. Chen (1996) or Chen and Wang (1998), Example 4.5). Thus, by part (2) of Theorem 1.1, the process is exponentially ergodic iff \(\gamma \geq 2\). The assertion is well-known when \(\gamma > 2\) but is new for \(\gamma \in (1, 2]\) (cf. Anderson (1991), Proposition 6.6 or Chen (1992), Corollary 4.51). We remark that \(\sum \pi_i q_i = \infty\) for this example. □
Example 5.2. This is a continuation of Example 2.1. By Lemma 4.2, it follows that \( \lambda_0(A^c) \geq m/2 \) for \( A = \{0, 1, \cdots, m\} \) with \( m \geq 3 \). Next, fix \( A \) and choose \( N \) large enough so that

\[
\pi(B) \geq \frac{M_A}{M_A + \lambda_0(A^c)}, \quad B := \{0, 1, \cdots, N\}.
\]

We have the following dual variational formula Chen (1999), Theorem 3.2 for \( \text{gap}(D_B^*) \):

\[
\text{gap}(D_B^*) = \sup_{w \in \mathcal{W}} \inf_{0 \leq i \leq N-1} b_i \mu_i(w_{i+1} - w_i) / \sum_{j=i+1}^{N} \mu_j w_j
\]

where \( \mu_0 = 1, \mu_n = b_0 \cdots b_{n-1}/a_1 \cdots a_n, 1 \leq n \leq N \) and \( \mathcal{W} \) is the set of all strictly increasing sequences \( (w_i) \) with \( \sum_{i=0}^{N} \mu_i w_i \geq 0 \). The result is valid even for infinite \( N \) (cf. Chen (1996) or Chen (1999)). Note that (when \( N < \infty \)) each \( w \in \mathcal{W} \) gives us a non-trivial lower bound of \( \text{gap}(D_B^*) \) and then we obtain a non-trivial lower bound of \( \text{gap}(D) \) (and furthermore of \( \tilde{\alpha} \)) by Theorem 4.5 (and Theorem 3.1). ∎

For general Markov chains with \( Q \)-matrix \( Q = (q_{ij}) \) and stationary distribution \( \pi \), once the elements \( \bar{q}_{i,i+1} \) and \( \bar{q}_{i,i-1} \) of the symmetrizing matrix \( \overline{Q} = (\bar{q}_{ij}) \) are positive, the Dirichlet form \( D(f) \) is bounded below by a form of birth-death process with birth rates \( b_i = \bar{q}_{i,i+1} \) and death rates \( a_i = \bar{q}_{i,i-1} \). Thus, the procedure used in Example 5.1 is still applicable. In other words, it is now often easy to obtain a non-trivial lower bound of \( \tilde{\alpha} \) once \( \pi \) is explicit.

Next, we consider the irreversible case. A Markov chain on \( \mathbb{Z}_+ \) is called a single death process if \( q_{i,i-1} > 0 \) for all \( i \geq 1 \) but \( q_{ij} = 0 \) for all \( i \geq 2 \) and \( 0 \leq j \leq i - 2 \). There is no restriction on the rates \( q_{ij} \) for \( j > i \). Such a process has an advantage: its stationary distribution is computable by an iterative procedure:

\[
\pi_1 = \frac{\pi_0 q_0}{q_1}, \quad n+1 = \frac{\pi_n q_n}{q_{n+1,n}} - \sum_{k=0}^{n-1} \frac{\pi_k q_{k,n}}{q_{n+1,n}}, \quad n \geq 1 \tag{5.1}
\]

This provides us a chance to apply the estimate from Theorem 4.4. However, in order to illustrate some idea and make the computation possible by hand, we consider here two very particular examples only.

Example 5.3. Let \( q_{0k} > 0, q_k = q_{k,k-1} > 0 \) for all \( k \geq 1 \), \( q_0 = \sum_{k \geq 1} q_{0k} \) and \( q_{ij} = 0 \) for all other \( j \neq i \). Suppose that \( 0 < c_1 = \inf_{i \geq 1} q_i \leq \sup_{i \geq 1} q_i = c_2 < \infty \). Then the process is exponentially ergodic iff \( \{q_{0k}\} \) has geometric decay: \( q_{0k} \leq c \theta^k \) for some constants \( c \) and \( \theta < 1 \).

Proof. (a) First, we compute the stationary distribution. From the iterative procedure (5.1) plus some computations, it follows that the \( Q \)-matrix \( Q = (q_{ij}) \) has a stationary distribution \( \pi \) iff \( \sum_{k=2}^{\infty} (1/q_n) (q_0 - \sum_{k=1}^{n-1} q_{0k}) < \infty \). If this holds,
then
\[ \pi_0 = \left\{ 1 + \frac{q_0}{q_1} + \sum_{k=2}^{\infty} \frac{1}{q_k} \left( q_0 - \sum_{k=1}^{n-1} q_{0k} \right) \right\}^{-1} \]
and
\[ \pi_n = \frac{\pi_0}{q_n} \left( q_0 - \sum_{k=1}^{n-1} q_{0k} \right) \quad \text{for all } n \geq 1. \] (5.2)

(b) We now prove the conclusion. By solving the inequality \( \Omega \varphi(i) \leq -\beta \varphi_i \) for \( i \geq 1 \), we get
\[ \varphi_i \geq \prod_{j=1}^{i} \frac{q_j}{q_j - \beta} \varphi_0 \quad \text{for } i \geq 1 \]
whenever \( \beta < c_1 \). Let \( \varphi_0 = 1 \). Then, condition \( \Omega \varphi(0) \leq C - \beta \varphi_0 \) gives us
\[ \infty > C \geq \beta - q_0 + \sum_{i=1}^{\infty} q_0 \prod_{j=1}^{i} \frac{q_j}{q_j - \beta}. \] (5.3)

Because \( c_2 = \sup_{k \geq 1} q_k < \infty \), we have
\[ \sum_{i=1}^{\infty} q_0 i \prod_{j=1}^{i} q_j / (q_j - \beta) \geq \sum_{i=1}^{\infty} q_0 (1 - \beta/c_2)^{-i}. \]

Thus, (5.3) holds only if \( \{q_{0k}\} \) has geometric decay. From this, one can easily construct some examples \( \{q_{0k}\} \) has only polynomial decay for instance) for which \( \hat{\alpha} = 0 \) and so \( \text{gap}(Q) = 0 \) by Theorem 1.1. Thus, Theorems 4.1 and 4.3 fail since conditions (4.1) and (4.3) (with \( A = \{0\} \)) do not use the sequence \( \{q_{0k}\} \).

Conversely, if \( \{q_{0k}\} \) has geometric decay, then
\[ \sum_{i=1}^{\infty} q_0 i \prod_{j=1}^{i} q_j / (q_j - \beta) \leq \sum_{i=1}^{\infty} q_0 (1 - \beta/c_1)^{-i} < \infty \]
for sufficient small \( \beta > 0 \). Hence (5.3) holds and so we have thus proved the required conclusion. \( \square \)

Example 5.4. Everything is the same as in Example 5.3 but \( q_k = 1 \) and \( q_{0k} = \theta^k (k \geq 1) \) for some \( \theta < 1 \). Then (2.3) and (4.4) hold. Moreover, when \( \theta \leq 1/2 \), \( \text{gap}(Q) \geq 1 - \sqrt{\theta} \). However, the operator \( \Omega \) has no non-zero real eigenvalues \( \lambda \) in the ordinary sense: \( \Omega f(i) = -\lambda f_i \) for some real \( f \neq 0 \) and all \( i \in E \).

Proof. (a) First, we prove (2.3). By (5.1), we have
\[ q_0 = \frac{\theta}{1 - \theta}, \quad \pi_0 = \left\{ 1 + \frac{\theta}{(1 - \theta)^2} \right\}^{-1} \quad \text{and} \quad \pi_n = \frac{\pi_0 \theta^n}{1 - \theta} \quad \text{for all } n \geq 1. \]
Moreover, \( \varphi_i := (1 - \beta)^{-i} (i \geq 0) \) satisfies \( \Omega \varphi(i) = -\beta \varphi_i (i \geq 1) \) and (5.3) for all \( \beta < 1 - \theta \). On the other hand, for the dual matrix \( \hat{Q} = (\hat{q}_{ij}) \), we have \( \hat{q}_{i0} = 1 - \theta \) and \( \hat{q}_{i,i+1} = \theta (i \geq 1) \). Thus,

\[
\sum_j \hat{q}_{ij} (\varphi_j - \varphi_i) = \theta (\varphi_{i+1} - \varphi_i) + (1 - \theta) (\varphi_0 - \varphi_i) = \left[ \frac{\theta}{1 - \beta} - 1 + (1 - \theta)(1 - \beta)^i \right] \varphi_i
\]

for all \( i \geq 1 \). We now prove that

\[
\hat{\beta} := \theta (1 - \beta)^{-1} - 1 + (1 - \theta)(1 - \beta) < 0.
\]

These two facts imply (2.3). Let \( \tilde{\beta} = 1 - \beta \). Then, \( \tilde{\beta} \in (\theta, 1) \). To prove the last inequality, it suffices to show that \( (2 - \theta) \tilde{\beta}^2 - 2 \tilde{\beta} + \theta < 0 \). Solving this equation, we get two roots: \( \tilde{\beta}_1 = \theta/(2 - \theta) \) and \( \tilde{\beta}_2 = 1 \). The inequality now follows by confirming that \( \tilde{\beta}_1 < \theta \).

(b) We show that the operator \( \Omega \) has no non-zero eigenvalues. That is, \( \Omega f = -\lambda f \) has no non-trivial solution (\( \lambda \neq 0 \) and \( f \neq 0 \)). Thus, it is no hope to estimate \( \hat{\alpha} \) by using the eigenvalues of \( \Omega \). Solving the equation \( \Omega f(i) = -\lambda f_i (i \geq 1) \), one gets \( (1 - \lambda) f_i = f_{i-1} (i \geq 1) \). From this, it follows that \( f_i \equiv 0 \) once \( \lambda = 1 \). Otherwise, \( f_i = (1 - \lambda)^{-i} f_0 \) for all \( i \geq 1 \) and \( f_0 \neq 0 \). From \( \Omega f(0) = -\lambda f_0 \), it follows that we must have \( \theta < |1 - \lambda| \) and

\[
\sum_{k=1}^{\infty} \theta^k (1 - \lambda)^{-k} - \theta (1 - \theta)^{-1} = -\lambda.
\]

But when \( \theta \leq 1/2 \), the last equation holds iff \( \lambda = 0 \).

(c) The rest of the proof estimates \( \hat{\alpha} \). Let \( \varphi_0 = 0 \) and \( \varphi_i = (1 - \beta)^{-i+1} (i \geq 1) \). Then (4.3) holds with \( A = \{0\} \) and \( \delta = \beta < 1 \). Moreover, (4.4) holds with \( A = \{0\} \) and \( \hat{\delta} = \theta/(1 - \beta) - 1 \) whenever \( \beta < \sqrt{1 - \theta} \). Thus,

\[
\Omega \varphi \leq -\frac{1}{2} \left\{ \theta - \frac{\theta}{1 - \beta} + 1 \right\} \varphi = -\hat{\beta} \varphi \quad \text{on} \quad \{0\}^c.
\]

Maximizing \( \hat{\beta} \) with respect to \( \beta < \sqrt{1 - \theta} \), we get \( \hat{\beta} = 1 - \sqrt{\theta} \). Thus, by Theorem 4.4, we obtain

\[
\text{gap}(D) \geq \lambda_0(\{0\}^c) \geq \hat{\beta}
\]

and hence \( \hat{\alpha} \geq \hat{\beta} > 0 \) by part (1) of Theorem 1.1. \( \square \)

We remark that the lower bound produced by Theorem 4.1 is the same for this example. If one uses (2.3) instead of (4.4), then the resulting lower bound is \( 1 - \sqrt{\theta(2 - \theta)} \) which is smaller than \( 1 - \sqrt{\theta} \).

As we mentioned before, the lower bound provided by Theorems 4.1, 4.3 and 4.4 may be rather rough. A possible way to improve the estimate of \( \text{gap}(D) \) is by directly using the methods developed in the study on the spectral gap for reversible processes (cf. Chen (1997) and Chen (1999)). We now illustrate one of the methods.
Let $f$ satisfy $\pi(f) = 0$ and $\|f\| = 1$. Denote $\sum_{t \in [a, b]} \pi_t$ by $\pi[a, b]$. Then, we have

$$1 = \frac{1}{2} \sum_{i, j} \pi_i \pi_j (f_j - f_i)^2$$

$$= \sum_{i < j} \pi_i \pi_j (f_j - f_0 + f_0 - f_i)^2$$

$$\leq 2 \sum_{i < j} \pi_i \pi_j (f_0)^2 + 2 \sum_{i < j} \pi_i \pi_j (f_i - f_0)^2$$

$$\leq 2 \sum_{j \geq 1} \pi_j \pi[0, j - 1] \sum_{k=1}^{j} (f_k - f_{k-1})^2 \gamma^k \sum_{\ell=1}^{j} \gamma^{-\ell}$$

$$+ 2 \sum_{i} \pi_i \theta^i (f_0)^2$$

$$= 2I_1 + 2I_2,$$

where $\gamma \in (0, 1)$ is a constant to be determined later. Next,

$$I_1 \leq \sum_{k \geq 1} (f_k - f_{k-1})^2 \sum_{j \geq k} \pi_j \sum_{\ell=1}^{j} \gamma^{-\ell+k} \leq \frac{\gamma}{(1 - \gamma)(1 - \theta)} \sum_{k \geq 1} \pi_k (f_k - f_{k-1})^2,$$

$$\gamma \in (\theta, 1).$$

$$I_2 \leq \frac{\pi_0 \theta}{(1 - \theta)^2} \sum_{i} \pi_i \theta^i (f_i - f_0)^2.$$

Minimizing $\gamma/(1 - \gamma)(1 - \theta)$ with respect to $\gamma$, we get the minimum $(1 - \sqrt{\theta})^{-2}$. Thus,

$$1 \leq \frac{2}{(1 - \sqrt{\theta})^2} \sum_{k \geq 1} \pi_k q_{k,k-1} (f_k - f_{k-1})^2 + \frac{2\pi_0 \theta}{(1 - \theta)^2} \sum_{i} \pi_i q_{0i} (f_i - f_0)^2$$

$$\leq 2 \max \left\{ \frac{1}{(1 - \sqrt{\theta})^2}, \frac{\pi_0 \theta}{(1 - \theta)^2} \right\} D(f).$$

Comparing this with the estimate given in Example 5.4, since $1 - \sqrt{\theta} \geq (1 - \sqrt{\theta})^2/2$, we see that this usually quite effective method does not make any improvement.

6. Proof of Theorem 1.2

To prove Theorem 1.2, we need some preparation. As an analog of the usual $L^p$-space of functions, we define some space of finite signed measures as follows [Roberts and Rosenthal (1997)]:

$$\mathcal{L}^p(\pi) = \{ \mu : \mu \text{ is a (finite) signed measure, } \mu \ll \pi \text{ and } d\mu/d\pi \in L^p(\pi) \},$$
where $1 \leq p < \infty$. For $\mu \in \mathcal{L}^p(\pi)$, set

$$\|\mu\|_{\mathcal{L}^p(\pi)} = \int |d\mu/d\pi|^p d\pi.$$  

When $p = 2$, $\mathcal{L}^2(\pi)$ is a Hilbert space with inner product

$$(\mu, \nu) = \int (d\mu/d\pi)(d\nu/d\pi) d\pi.$$  

Due to the reversibility of $P(t)$, it is easy to check that the action of $P(t)$ on $\mu \in \mathcal{L}^2(\pi)$ is equivalent to the action of $P(t)$ on $f \in L^2(\pi)$. Moreover,

$$\mu \in \mathcal{L}^p(\pi) \implies \mu P(t) \in \mathcal{L}^p(\pi)$$  

for all $t \geq 0$. In particular, the $L^2$-exponential convergence can be restated as follows:

For every signed measure $\mu \in \mathcal{L}^2(\pi)$ with $\mu(E) = 0$,

$$\|\mu P(t)\|_{\mathcal{L}^2(\pi)} \leq \|\mu\|_{\mathcal{L}^2(\pi)} e^{-\epsilon t}, \quad t \geq 0.$$  

(6.1)

Proof of Theorem 1.2. Because of the above discussions, we need only to show that (1.6) $\iff$ (6.1).

(6.1) $\implies$ (1.6). The proof is very much the same as the proof of Theorem 3.1. Note that

$$\|\mu\|_{\text{Var}} \leq \|\mu\|_{\mathcal{L}^1(\pi)} \leq \|\mu\|_{\mathcal{L}^2(\pi)}.$$  

By (6.1), we have for every probability measure $\mu \in \mathcal{L}^2(\pi)$,

$$\|\mu P(t) - \pi\|_{\text{Var}} = \|\mu - \pi\|_{\mathcal{L}^2(\pi)} e^{-\epsilon t}.$$  

This gives (1.6) with

$$C_\mu = \|\mu - \pi\|_{\mathcal{L}^2(\pi)} = (\|\mu\|^2_{\mathcal{L}^2(\pi)} - 1)^{1/2}.$$  

(1.6) $\implies$ (6.1). By using spectral theory of bounded self-adjoint operators, it was proved in Roberts and Rosenthal (1997), Theorem 2.1 that for a reversible Markov operator $P$, the following statements are equivalent.

(i) There is $\rho < 1$ such that for every signed measure $\mu \in \mathcal{L}^2(\pi)$ with $\mu(E) = 0$, $\|\mu P\|_{\mathcal{L}^2(\pi)} \leq \rho \|\mu\|_{\mathcal{L}^2(\pi)}$.

(ii) There is $\rho < 1$ such that for every probability measure $\mu \in \mathcal{L}^2(\pi)$, there is $C_\mu < \infty$ such that $\|\mu P^n - \pi\|_{\text{Var}} \leq C_\mu \rho^n$ for all $n \geq 1$.

Now, we fix $t > 0$. From (1.6), it follows that assertion (ii) holds with $P = P(t)$ (and then $P^n = P(nt)$ for all $n$) and $\rho = e^{-\epsilon t}$. Therefore, assertion (i) holds with the same $P$ and $\rho$. That is (6.1). \(\square\)

Acknowledgements. The author is greatly indebted to Jennifer Lynn Steichen and the referees, whose very careful comments on the earlier versions of the paper and whose introduction of Roberts and Rosenthal (1997) greatly improved the quality of the paper.
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Proposition A.1. Let $X$ be a complex Banach space, $A$ be a bounded linear operator on $X$ with spectrum $\sigma(A)$. Then

$$r(A) := \sup\{|\lambda| : \lambda \in \sigma(A)\}$$

$$= \lim_{n \to \infty} \|A^n\|^{1/n} = \inf \|A^n\|^{1/n}$$

$$= \sup_{x \in X} \lim_{n \to \infty} \|A^n x\|^{1/n}$$

$$= \sup_{x \in X, \ell \in X^*} \lim_{n \to \infty} |\langle \ell, A^n x \rangle|^{1/n}.$$ 

When $X$ is a Hilbert space, we have $r(A) = \sup_{x \in X} \lim_{n \to \infty} (\langle x, A^n x \rangle)^{1/n}$.


(b) Because

$$\lim_{n \to \infty} \|A^n x\|^{1/n} \leq \lim_{n \to \infty} \|A^n\|^{1/n} \lim_{n \to \infty} \|x\|^{1/n} = \lim_{n \to \infty} \|A^n\|^{1/n},$$

we have $\sup_{x \in X} \lim_{n \to \infty} \|A^n x\|^{1/n} \leq r(A)$.

Conversely, fix $\lambda$ such that

$$\lambda > c(A) := \sup_{x \in X} \lim_{n \to \infty} \|A^n x\|^{1/n}.$$

Set $B = A/\lambda$. Then, for every fixed $x \in X$, $\{B^n x : n \geq 1\}$ is bounded. By the Uniformly Boundedness Theorem (cf. the quoted book, p. 201), there is $M < \infty$ such that $\sup_n \|B^n\| \leq M$. Hence $\lim_{n \to \infty} \|A^n\|^{1/n} \leq \lambda$. Because, $\lambda(> c(A))$ is arbitrary, we get $r(A) = \lim_{n \to \infty} \|A^n\|^{1/n} \leq c(A)$.

(c) Note that

$$\lim_{n \to \infty} \|A^n x\|^{1/n} \leq \lim_{n \to \infty} \||\ell||x||^{1/n} \|A^n x\|^{1/n}$$

$$\leq \lim_{n \to \infty} \|\ell\| ||x||^{1/n} \|A^n\|^{1/n}$$

$$= \lim_{n \to \infty} \|A^n\|^{1/n}$$

$$= r(A).$$

On the other hand, let

$$\lambda > c(A) := \sup_{x \in X, \ell \in X^*} \lim_{n \to \infty} |\langle \ell, A^n x \rangle|^{1/n}$$

$$= \sup_{x \in X, \ell \in X^*, \|x\|=1, \|\ell\|=1} \lim_{n \to \infty} |\langle \ell, A^n x \rangle|^{1/n}.$$
Put $B = A/\lambda$. Then, for fixed $x \in X$ and $\ell \in X^*$, the set $\{\langle \ell, B^n x \rangle : n \geq 1\}$ is bounded. This means that for fixed $x \in X$, $\{B^n x : n \geq 1\}$ is weakly bounded and so is strongly bounded. Applying the Uniformly Boundedness Theorem again, it follows that $\sup_{n \geq 1} \|B^n\| < \infty$. But $\lambda > c(A)$ can be arbitrary, we obtain $\lim_{n \to \infty} \|A^n\|^{1/n} \leq c(A)$.

(d) For Hilbert space, use the fact that

$$
(x, A^n y) = \frac{1}{4} \left[ (x + y, A^n (x + y)) - (x - y, A^n (x - y)) \right]
- \frac{i}{4} \left[ (x + iy, A^n (x + iy)) - (x - iy, A^n (x - iy)) \right]
$$

and that $a + b + c + d \leq 4 \max\{a, b, c, d\}$. It follows that

$$
r(A) = \sup_{x,y \in X} \lim_{n \to \infty} \| (x, A^n y) \|^{1/n} \leq \sup_{x \in X} \lim_{n \to \infty} \| (x, A^n x) \|^{1/n}.
$$

The inverse inequality is obvious. \(\Box\)

Before moving further, we remark that for non-self-adjoint operator, one can not replace $\sup_{x \in X}$ by $\sup_{x \in D}$, where $D$ is a dense set in $X$. An easy counterexample is as follows. Take $X = \ell^2(\mathbb{Z})$ and $A$ the shift operator. However, the conclusion is true for self-adjoint operator.

**Proposition A.2.** Let $X$ be a complex Hilbert space, $A$ be a bounded, self-adjoint linear operator. Then for every dense set $D$, we have

$$
\|A\| = r(A) = \sup_{x \in D} \lim_{n \to \infty} \| (x, A^n x) \|^{1/n}.
$$

Next, take $X = L^2_\mathcal{B}(\pi)$ and assume that $A(L^2_\mathcal{B}(\pi)) \subset L^2_\mathcal{B}(\pi)$. Then for every dense set $D$ in $L^2_\mathcal{B}(\pi)$, the above formula still holds.

**Proof.** (a) It is well known that $\|A\| = r(A)$. Let $E_A$ be the spectral projection of $A$. Given $\varepsilon > 0$, let

$$
S_\varepsilon = [-r(A), -r(A) + \varepsilon) \cup (r(A) - \varepsilon, r(A)].
$$

Since $S_\varepsilon$ is closed, $E_A(S_\varepsilon) \neq 0$. Choose $x \in D$ such that $E_A(S_\varepsilon)(x) \neq 0$. Then for even $n$, we get

$$
(x, A^n x) = \int \chi^n(x, E_A(d\lambda)x)
\geq (r(A) - \varepsilon)^n (x, E_A(S_\varepsilon)x)
= (r(A) - \varepsilon)^n \|E_A(S_\varepsilon)x\|^2 > 0.
$$

Thus,

$$
\lim_{n \to \infty} \| (x, A^n x) \|^{1/n} \geq (r(A) - \varepsilon) \lim_{n \to \infty} \|E_A(S_\varepsilon)x\|^{2/n} = r(A) - \varepsilon.
$$
But $\varepsilon$ can be arbitrary, this gives us $\lim_{n \to \infty} |(x, A^n x)|^{1/n} \geq r(A)$.

(b) To prove the last assertion, note that every $x \in L_2^\infty(\pi)$ can be expressed as $x = y + i z$ with $y, z \in L_2^\infty(\pi)$ and $D + i D$ is dense in $L_2^\infty(\pi)$. Moreover, $(x, A^n x) = (y, A^n y) + (z, A^n z)$. So,

$$|(x, A^n x)|^{1/n} \leq 2^{1/n} \left[ |(y, A^n y)|^{1/n} \vee |(z, A^n z)|^{1/n} \right].$$

Thus, by (a), we obtain

$$r(A) = \sup_{x \in D + i D} \lim_{n \to \infty} |(x, A^n x)|^{1/n} \leq \sup_{y \in D} \lim_{n \to \infty} |(y, A^n y)|^{1/n}. \quad \square$$

**Lemma A.3** (Lemma 3.12 of [14]). Let $P$ be a transition probability matrix on a countable set with reversible measure $\pi$. Suppose that $P$ is nonnegative definite on $L^2(\pi).$ Denote by $P_D$ the matrix obtained by deleting one (say 0)-row and 0-column. Then the operator norm of $P$ on $L^2(\pi) \setminus \{\text{constants}\}$ is less or equal to the norm of $P_D$ on $L^2(\pi; E \setminus \{0\})$.

**Proof.** Given $\varphi \in L^2(\pi)$ with $\pi(\varphi) = 0$. Set $c = \varphi(0)$. Then

$$0 \leq (\varphi, P \varphi)_{L^2(\pi)} = (\varphi - c, P(\varphi - c))_{L^2(\pi)} - c^2$$

$$= (\varphi - c, P_D(\varphi - c))_{L^2(\pi; E \setminus \{0\})} - c^2$$

$$\leq \|P_D\|_{L^2(\pi; E \setminus \{0\})} \|\varphi - c\|_{L^2(\pi)}^2 - c^2$$

$$= \|P_D\|_{L^2(\pi; E \setminus \{0\})} \|\varphi\|_{L^2(\pi)}^2 + c^2 - c^2$$

$$\leq \|P_D\|_{L^2(\pi; E \setminus \{0\})} \|\varphi\|_{L^2(\pi)}^2.$$

Note that the second step works only if a single point is deleted from $E$, even though the equality can be replaced by inequality.

**Lemma A.4** (Lemma 3.11 of [14]). The assumption is the same as in Lemma A.3. Denote by $\tau_0$ the hitting time at 0. If there is $\bar{r} > 1$ such that $E_x \bar{r}^{\tau_0} < \infty$ for all $x \in E$, then $\|P_D\|_{L^2(\pi; E \setminus \{0\})} \leq \bar{r}^{-1}$.

**Proof.** Note that $(P_D^n)(x) = P_x[\tau_0 > n] \leq \bar{r}^{-1} E_x \bar{r}^{\tau_0}$. For every $\psi$ with compact support, we have

$$\left| (\psi, P_D^n \psi)_{L^2(\pi; E \setminus \{0\})} \right| \leq \left| (\psi, P_D^n |\psi|)_{L^2(\pi; E \setminus \{0\})} \right|$$

$$\leq |\psi|_\infty^2 \sum_{x \in \supp \psi} \pi(x) (P_D^n 1)(x)$$

$$\leq \bar{r}^{-n-1} |\psi|_\infty^2 \sum_{x \in \supp \psi} \pi(x) E_x \bar{r}^{\tau_0}.$$

Thus, by Proposition A.2, we get

$$\|P_D\|_{L^2(\pi; E \setminus \{0\})} = \sup_{\psi: \psi \text{ has compact support}} \lim_{n \to \infty} \left| (\psi, P_D^n \psi)_{L^2(\pi; E \setminus \{0\})} \right|^{1/n} \leq \bar{r}^{-1}. \quad \square$$

---

\*Without this additional condition, $(\varphi, P \varphi)_{L^2(\pi)}$ can be negative. However, one may avoid this by replacing $P$ with $P^2$.\*
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Abstract Some estimates of logarithmic Sobolev constant for general symmetric forms are obtained in terms of new Cheeger’s constants. The estimates can be sharp in some sense.

Keywords: Logarithmic Sobolev inequality, symmetric form, birth-death process

Let \((E, \mathcal{E}, \pi)\) be a measurable probability space satisfying \\(\{(x, x) : x \in E\} \in \mathcal{E} \times \mathcal{E}\) and denote by \(L^2(\pi)\) the usual real \(L^2\)-space with norm \(\|\cdot\|\). For a symmetric form \(D(f, g)\) with domain \(\mathcal{D}(D)\) on \(L^2(\pi)\), logarithmic Sobolev inequality means that
\[
\pi\left(f^2 \log f^2 \right) \leq 2c^{-1}D(f, f), \quad f \in \mathcal{D}(D), \quad \|f\| = 1 \quad (0.1)
\]
for some constants \(c\), where \(\pi(f) = \int f \, d\pi\). In what follows, the largest possible \(c\) is denoted by \(\sigma\) and is called the logarithmic Sobolev constant.

The inequality goes back to L. Gross (1976)[1]. It has attracted a great deal of research in the past two decades. The reader may refer to the survey articles[2],[3] for the present status of the study and also for references. Note that the most of the publications deal with diffusions and the inequality for (unbounded) Markov chains have been open for a long time. Very recently, the inequality has been studied in ref. [4] for finite Markov chains and in ref. [5] for general symmetric forms. The method used in the last paper is different from the previous one, that is the Cheeger’s technique for unbounded operators developed in ref. [6]. We mention that the inequality does not hold for bounded operators in infinite spaces. The purpose of the note is to present some new or improved explicit lower bounds for the constant \(\sigma\) by using different proofs. See also the comment after the proof of Theorem 1.1 given in sec. 3 for a detailed comparison with ref. [5].

1 Main results. The symmetric form \((D, \mathcal{D}(D))\) considered here is as follows:
\[
D(f, g) = \frac{1}{2} \int J(dx, dy)[f(x) - f(y)][g(x) - g(y)],
\]
\[
f, g \in \mathcal{D}(D) := \{f \in L^2(\pi) : D(f, f) < \infty\}, \quad (1.1)
\]
where $J$ is non-negative and symmetric: $J(dx, dy) = J(dy, dx)$. Without loss of generality, assume that $J(\{(x, x) : x \in E\}) = 0$.

Take and fix a non-negative, symmetric function $r \in \mathcal{E} \times \mathcal{E}$ such that

$$J^{(1)}(dx, E) / \pi(dx) \leq 1, \quad \pi\text{-a.s.,}$$

where $J^{(\alpha)}(dx, dy) = I_{\{r(x, y)^{\alpha} > 0\}} J(dx, dy) / r(x, y)^{\alpha}$, $\alpha \geq 0$. Throughout the paper, we adopt the convention that $r^0 = 1$ for all $r \geq 0$. Correspondingly, we have symmetric forms $(D^{(\alpha)}, \mathcal{D}(D^{(\alpha)}))$ generated by $J^{(\alpha)}$. Define

$$\lambda_1^{(\alpha)} = \inf \{ D^{(\alpha)}(f, f) : \pi(f) = 0, \|f\| = 1 \},$$

$$\kappa^{(\alpha)} = \inf_{\pi(A) \in (0, 1)} \frac{J^{(\alpha)}(A \times A^c)}{-\pi(A) \log \pi(A)},$$

$$\xi^\delta = \inf_{\pi(A) > 0} \frac{J^{(1/2)}(A \times A^c) + \delta \pi(A)}{\pi(A) \sqrt{1 - \log \pi(A)}}, \quad \delta > 0,$n

$$\xi_r = \inf_{\pi(A) \in (0, r]} \frac{J^{(1/2)}(A \times A^c)}{\pi(A) \sqrt{1 - \log \pi(A)}}, \quad r \in (0, 1)$$

$$\xi^\infty = \lim_{\delta \to \infty} \xi^\delta = \sup_{\delta > 0} \xi^\delta,$n

$$\xi_0 = \lim_{r \to 0} \xi_r = \sup_{r > 0} \xi_r.$n

When $\alpha = 0$, we return to the original form and so the superscript "$(\alpha)$" is omitted everywhere from our notations. Noting that

$$-t \log t \leq -(1 - t) \log (1 - t)$$

on $[1/2, 1)$, one may replace "$\pi(A) \in (0, 1)$" by "$\pi(A) \in (0, 1/2]$" in the definition of $\kappa^{(\alpha)}$. Next, since

$$-(\log t) / \sqrt{1 - \log t} \geq (\log 2) / \sqrt{1 + \log 2}$$

on $(0, 1/2]$, we have

$$\kappa^{(1/2)}(\log 2) / \sqrt{1 + \log 2} \leq \xi_{1/2} \leq \xi_0.$$n

Now, the main results of the paper can be stated as follows.

**Theorem 1.1.** We have

$$2\kappa \geq \sigma$$

$$\geq \frac{2\lambda_1}{1 + 16 \inf_{\delta > 0} A(\delta)}$$

$$\geq \frac{2\lambda_1}{1 + 16 \inf_{r \in (0, 1)} B(r)}$$

$$\geq \max \left\{ \frac{2\lambda_1 \chi_{(0, \infty)}(\xi_0)}{65 - 64 \log r_0}, \frac{\xi_{1/2}^3}{25 + 33 \xi_{1/2} + 11 \xi_{1/2}^2} \right\},$$
where
\[ A(\delta) = \frac{(2 + \delta)(\lambda_1 + \delta)}{(\xi^4)^2}, \]
\[ B(r) = \left[ \frac{\lambda_1}{\xi_r} + \sqrt{1 - \log r} \right] \left[ \frac{2}{\xi_r} + \sqrt{1 - \log r} \right] \]
and when \( \xi_0 > 0 \), \( r_0 \) is the unique solution to the equation:
\[ \sqrt{1 - \log r} = \frac{\lambda_1 + 2}{2\xi_r}, \quad r \in (0, 1). \]
Especially, we have \( \sigma > 0 \) whenever \( \lambda_1 > 0 \) and \( \xi^\infty > 0 \). Moreover,
\[ \xi_0 > 0 \Rightarrow \xi^\infty > 0, \]
and the inverse implication holds except \( \delta^c \) contains only a finite number of \( \pi \)-atoms.

**Theorem 1.2.** We have
\[ 2\kappa \geq \sigma \geq \frac{2\lambda_1\kappa^{(1/2)}}{\sqrt{\lambda_1(2 - \lambda_1^{(1)}) + 3\kappa^{(1/2)}}} \geq \frac{1}{8}\kappa^{(1/2)^2}. \]

It is reasonable to keep \( \lambda_1^{(\alpha)} \) in the above formulas since there are several ways to estimate the lower bound of \( \lambda_1^{(\alpha)} \). For instance, by using the estimates of \( \lambda_1^{(\alpha)} \) given in ref. [6], we obtain the last lower bound in each of the above theorems (cf. sec. 3 below). Because the lower bounds in Theorem 1.2 are meaningful iff \( \kappa^{(1/2)} > 0 \) which implies \( \xi_{1/2} > 0 \), it follows that Theorem 1.1 is better than Theorem 1.2 qualitatively. However, the lower bounds given by these two theorems are not comparable quantitatively.

To illustrate the application of the above results, we now consider the ergodic birth-death process with birth rates \( b_i > 0 \) \((i \geq 0)\) and death rates \( a_i > 0 \) \((i \geq 1)\). Then
\[ \pi_0 = 1/\mu, \quad \pi_i = \frac{b_0 \cdots b_{i-1}}{a_1 \cdots a_i \mu}, \quad \mu = 1 + \sum_{m=1}^{\infty} \frac{b_0 \cdots b_{m-1}}{a_1 \cdots a_m}; \]
\[ J_{ij} = \pi_i b_i \text{ if } j = i + 1, \quad J_{ij} = \pi_i a_i \text{ if } j = i - 1 \text{ and } J_{ij} = 0 \text{ for all other } j. \]
Take
\[ r_{ij} = (a_i + b_i) \lor (a_j + b_j), \quad i \neq j. \]

The two results in the next corollary are essentially due to ref. [5]. The example is not difficult to check by using the corollary and shows that Theorem 1.1 is truly stronger than Theorem 1.2.

**Corollary 1.1.** For birth-death process, the following assertions hold.

1. \( \xi_0 > 0 \) iff
\[ c := \inf_{i \geq 1} \frac{\pi_i a_i}{r_{i, i-1}^{1/2}} \left[ \left( \sum_{j \geq 1} \pi_j \right)^2 \left( 1 - \log \sum_{j \geq 1} \pi_j \right) > 0. \]
Moreover, we have $\xi_r \geq c$ for all $r < \pi_0$.

(2) $\kappa'(r) > 0$ iff

$$\inf_{i \geq 1} \frac{\pi_i a_i}{r_{i,i-1}^\alpha} \left( - \sum_{j \geq i} \pi_j \right) \log \sum_{j \geq i} \pi_j > 0.$$  

Example 1.1. Take $a_i = b_i = i^2 \log(i + 1)$. Then $\kappa(1) > 0$ iff $\gamma > 2$ and $\xi_0 > 0$ iff $\gamma > 1$. Moreover, logarithmic Sobolev inequality holds iff $\gamma > 1$.

Example 1.2. Let $E$ be finite and $(\pi_i > 0)$ be an arbitrary distribution on $E$. Take

$$J_{ij} = \pi_i \pi_j (i \neq j), \quad r_{ij} = (1 - \pi_i) \vee (1 - \pi_j) (i \neq j)$$

and put $\pi_* = \min \pi_i$. Then, the main estimates given by Theorem 1.1 and Theorem 1.2 have the same leading order $(-\log \pi_*)^{-1}$ (as $\pi_* \to 0$), which is exact.

Proof. It is simple to prove that $\lambda_1 = 1$.

a) Because

$$\xi^\delta = \inf_{\pi(A) > 0} \frac{f^{(1/2)}(A \times A^c) + \delta \pi(A)}{\pi(A) \sqrt{1 - \log \pi(A)}}$$

$$\geq \inf_{\pi(A) > 0} \frac{\delta}{\sqrt{1 - \log \pi(A)}}$$

$$\geq \frac{\delta}{\sqrt{1 - \log \pi_*}},$$

and

$$\xi^\delta \leq \left( \frac{\pi_*}{\sqrt{1 - \pi_*}} \sum_{j \neq i_*} \pi_j + \delta \pi_* \right) / \pi_* \sqrt{1 - \log \pi_*} = \frac{\delta + \sqrt{1 - \pi_*}}{\sqrt{1 - \log \pi_*}},$$

we have

$$\inf_{\delta > 0} \frac{(2 + \delta)(\lambda_1 + \delta)}{(\xi^\delta)^2} \leq (1 - \log \pi_*) \inf_{\delta > 0} \frac{(2 + \delta)(1 + \delta)}{\delta^2} = 1 - \log \pi_*$$

and

$$\inf_{\delta > 0} \frac{(2 + \delta)(\lambda_1 + \delta)}{(\xi^\delta)^2} \geq (1 - \log \pi_*) \inf_{\delta > 0} \frac{(2 + \delta)(1 + \delta)}{(\delta + \sqrt{1 - \pi_*})^2} = 1 - \log \pi_*.$$

Hence, the best lower bound we can get from Theorem 1.1 is

$$\sigma \geq \frac{2}{1 + 16(1 - \log \pi_*)}.$$
b) Next, take $r = \pi_*$. Then for each $i$ with $\pi_i = \pi_*$, we have $r_{ij} = 1 - \pi_i (j \neq i)$. Moreover,

$$\xi_r = \frac{J^{(1/2)}(\{i\} \times \{i\})}{\pi_i \sqrt{1 - \log \pi_i}} = \sqrt{\frac{1 - \pi_*}{1 - \log \pi_*}}.$$ 

Therefore, by using the second lower bound of Theorem 1.1, we obtain

$$\sigma \geq \frac{2(1 - \pi_*)}{1 - \pi_* + 16(1 - \log \pi_*)(1 + \sqrt{1 - \pi_*})(2 + \sqrt{1 - \pi_*})}.$$ 

c) Because $r_{ij} \leq 1 - \pi_*$,

$$\pi(A) > 0 \implies \pi(A) \geq \pi_*$$

and $-(1 - t)/\log t$ is increasing on $(0, 1)$, we have

$$\kappa^{(1/2)} \geq \inf_{\pi(A) \in (0,1)} \frac{1 - \pi(A)}{-\sqrt{1 - \pi_*} \log \pi(A)} \geq \frac{\sqrt{1 - \pi_*}}{-\log \pi_*}.$$ 

Thus, applying to the first lower bound of Theorem 1.2, we obtain

$$\sigma \geq \frac{2\sqrt{1 - \pi_*}}{3\sqrt{1 - \pi_*} - \sqrt{2} \log \pi_*}.$$ 

Among these estimates, c) is better than a), which is better than b). This means that the first lower bound of Theorem 1.2 can be better than Theorem 1.1.

d) Following c), one deduces that $\kappa = -(1 - \pi_*)/\log \pi_*$.

Finally, comparing the estimates given in a)—d) with the precise result, Theorem A.1 in ref. [4]:

$$\sigma = \frac{2(1 - 2\pi_*)}{\log(\pi_*^{-1} - 1)},$$

one sees that each of the estimates has the exact leading order. However, the last estimate of Theorem 1.2 yields the order: $(- \log \pi_*)^{-2}$, which is not exact. □

The remainder of the paper is organized as follows. In the next section, we introduce a more general result and complete its proof. The proofs of the theorems and the corollary are delayed to sec. 3.

2 A general result and its proof.

In this section, we consider the general symmetric form

$$\mathcal{D}(f, g) = \frac{1}{2} \int J(dx, dy) [f(x) - f(y)] [g(x) - g(y)] + \int K(dx) f(x) g(x),$$

$$f, g \in \mathcal{D}(\mathcal{D}) := \{ f \in L^2(\pi) : \mathcal{D}(f, f) < \infty \},$$

where $J$ is the same as in the last section and $K$ is a non-negative measure. Again, choose a non-negative, symmetric function $\bar{r} \in \mathcal{E} \times \mathcal{E}$ and a non-negative function $s \in \mathcal{E}$ such that

$$[J^{(1)}(dx, E) + K^{(1)}(dx)]/\pi(dx) \leq 1, \quad \pi\text{-a.s.},$$

(2.2)
where $\tilde{J}^{(\alpha)}(dx, dy)$ is defined in the same way as before but replacing $r$ with $\bar{r}$ and

$$K^{(\alpha)}(dx) = I_{s(x)^\alpha > 0} \frac{K(dx)}{s(x)^\alpha},$$

$\alpha \geq 0$. Then, we have the form $(\bar{D}^{(\alpha)}, \mathcal{D}(\bar{D}^{(\alpha)}))$ generated by $(\tilde{J}^{(\alpha)}, K^{(\alpha)})$ as in (2.1). Define

$$\lambda_0^{(\alpha)} = \inf\{\bar{D}^{(\alpha)}(f, f) : \|f\| = 1\}.$$

Fix a continuous increasing function $U$ on $[0, \infty)$ with $U(0) = 1$ such that

$$U'$$

is piecewise continuous and $c_1 := \sup_{t \geq 0} \frac{t U'_\pm(t)}{U(t)} < \infty \quad (2.3)$$

where $U'_\pm$ denote the right- and left-derivatives of $U$. Next, define

$$\xi^* = \inf_{\pi(A) > 0} \frac{\tilde{J}^{(1/2)}(A \times A^c) + K^{(1/2)}(A)}{\pi(A) \sqrt{\pi(A)^{-1}}}.$$

We can now state the last main result of the paper.

**Theorem 2.1.** Set

$$\sigma(U) = \inf \{\bar{D}(f, f)/\pi(f^2 U(f^2)) : \|f\| = 1\}.$$

Then, we have

$$\inf_{\pi(A) > 0} \frac{J(A \times A^c) + K(A)}{\pi(A) U(\pi(A)^{-1})} \geq \sigma(U) \geq \frac{\xi^2}{4(1 + c_1)^2 (2 - \lambda_0^{(1)})}.$$

**Proof.** Put $E_U(f) = \pi(f^2 U(f^2))$. The first inequality is easy. Simply compute $\bar{D}(f, f)/E_U(f)$ for $f = I_A/\sqrt{\pi(A)}$ with $\pi(A) > 0$.

a) To prove the second inequality, we need more notations.

When $K(dx) \neq 0$, it is convenient to enlarge the space $E$ by letting $E^* = E \cup \{\infty\}$. For any $f \in \mathcal{E}$, define $f^*$ on $E^*$ by setting $f : f^* = f I_E$. Next, define $J^{(\alpha)}$ on $E^* \times E^*$ by

$$J^{(\alpha)}(C) = \begin{cases} 
\tilde{J}^{(\alpha)}(C), & C \in \mathcal{E} \times \mathcal{E}, \\
K^{(\alpha)}(A), & C = A \times \{\infty\} \text{ or } \{\infty\} \times A, A \in \mathcal{E}, \\
0, & C = \{\infty\} \times \{\infty\}.
\end{cases}$$

Then, we have $J^{(\alpha)}(dx, dy) = J^{(\alpha)}(dy, dx)$ and

$$\int_E \tilde{J}^{(\alpha)}(dx, E)f(x)^2 + K^{(\alpha)}(f^2) = \int_{E^*} J^{(\alpha)}(dx, E^*)f^*(x)^2,$$

$$\bar{D}^{(\alpha)}(f, f) = \frac{1}{2} \int_{E^* \times E^*} J^{(\alpha)}(dx, dy)|f^*(y) - f^*(x)|^2,$$

$$\frac{1}{2} \int_{E \times E} \tilde{J}^{(\alpha)}(dx, dy)|f(y) - f(x)| + \int_E K^{(\alpha)}(dx)|f(x)|$$

$$= \frac{1}{2} \int_{E^* \times E^*} J^{(\alpha)}(dx, dy)|f^*(y) - f^*(x)|.$$
Note that if we set $r^*(x, y) = \overline{r}(x, y)$ and $r^*(\infty, x) = r^*(x, \infty) = s(x)$ for all $x, y \in E$ and $r^*(\infty, \infty) = 0$, then $J^*(\alpha)$ can be also expressed by
\[ J^*(\alpha)(dx, dy) = I_{\{r^*(x, y) > 0\}} J^*(dx, dy)/r^*(x, y)^\alpha. \]

b) Following ref. [5], take $\varphi(t) = t \sqrt{U(t)}$ and $\eta(t) = \varphi(t^2)$. Note that $\varphi$ is a strictly increasing function and so is $\eta$. Moreover,
\[ \varphi'(t) = \sqrt{U(t)} \left[ 1 + \frac{tU'(t)}{2U(t)} \right] \]
and
\[ \eta'(t) = \frac{2\eta(t)}{t} \left[ 1 + \frac{t^2U'(t^2)}{2U(t^2)} \right] \]
extcept a finite number of points on each finite interval. By (2.3), we have
\[ \eta'(t) \leq c_2 \eta(t)/t = c_2 t \sqrt{U(t^2)}, \quad c_2 := 2 + c_1. \]

Given $s < t$, label the discontinuous points in $[s, t]$ by $s = t_1 < \cdots < t_m = t$. Then, by Mean Value Theorem, there exist $\theta_i \in (t_i, t_{i+1})$ such that
\[ 0 \leq \eta(t) - \eta(s) = \sum_{i=1}^{m-1} [\eta(t_{i+1}) - \eta(t_i)] = \sum_{i=1}^{m-1} \eta'(\theta_i)(t_{i+1} - t_i) \leq \]
\[ \leq c_2 \sum_{i=1}^{m-1} \frac{\eta(\theta_i)}{\theta_i} (t_{i+1} - t_i) \leq c_2 \frac{\eta(t)}{t} \sum_{i=1}^{m-1} (t_{i+1} - t_i) = c_2 \frac{\eta(t)}{t} (t - s) \]
since $\eta(t)/t$ is increasing.

c) Let $f \geq 0$, $\|f\| = 1$ and set $g^* = \varphi(f^*^2)$. Then by b), we have
\[ |g^*(y) - g^*(x)| \leq c_2 |f^*(y) - f^*(x)| \frac{\eta(f^*(x) \lor f^*(y))}{f^*(x) \lor f^*(y)}. \]
Thus, by Cauchy-Schwarz inequality and (2.2), we have
\[
I^* := \frac{1}{2} \int J^*(dx, dy)|g^*(y) - g^*(x)|
\leq \frac{c_2}{2} \left[ \int J^*(dx, dy)|f^*(y) - f^*(x)| \right]^{1/2} \left[ \int J^*(dx, dy) \left| f^*(y) \sqrt{U(f^*(y)^2)} ight| + f^*(x) \sqrt{U(f^*(x)^2)} \right]^{1/2}
= \frac{c_2}{\sqrt{2}} \sqrt{D(f, f)} \left[ \int J^*(dx, dy) \left[ 2f^*(y)^2 U(f^*(y)^2) + 2f^*(x)^2 U(f^*(x)^2) \right] \right.
- \left. 2D^{(1)} \left( f \sqrt{U(f^2)}, f \sqrt{U(f^2)} \right) \right]^{1/2}
\leq \frac{c_2}{\sqrt{2}} \sqrt{D(f, f)} \left[ 4E_U(f) - 2\lambda^{(1)}_0 E_U(f) \right]^{1/2}
\leq c_2 \sqrt{(2 - \lambda^{(1)}_0)D(f, f) E_U(f)}.
\] (2.4)

d) Define \( h(t) = \pi(f^* > t) \),
\[
A_t = \{ g^* > t \} = \{ \varphi(f^*) > t \}.
\]
Then \( h(t) \leq 1 \wedge t^{-1} \),
\[
\pi(A_t) = \pi(f^* > \varphi^{-1}(t)) = h \circ \varphi^{-1}(t),
\]
where \( \varphi^{-1} \) denotes the inverse function of \( \varphi \). By definition of \( \xi^* \), we have
\[
I^* \geq \xi^* \int_0^\infty \pi(A_t) \sqrt{U(\pi(A_t)^{-1})} dt
= \xi^* \int_0^\infty h(s) \sqrt{U(h(s)^{-1})} \varphi'(s) ds
\geq \xi^* \int_0^\infty h(t) \sqrt{U(t)} \varphi'(t) dt
= \xi^* \int d\pi \int_0^{f^*} \sqrt{U(t)} \varphi'(t) dt.
\]
Next, by (2.3) and the absolute continuity of \( U \), we have
\[
\int_0^r \sqrt{U} \varphi' \geq c_3 r U(r) \quad \text{for all } r \geq 0,
\]
where
\[
c_3 = \frac{2 + c_1}{2(1 + c_1)} > \frac{1}{2}.
\]
Hence,
\[ I^* \geq c_3 \xi^* \int d\pi f^{*2} U(f^{*2}) = c_3 \xi^* E_U(f). \]  
(2.5)
e) Combining (2.4) with (2.5), we get
\[ c_3 \xi^* E_U(f) \leq c_2 \sqrt{(2 - \lambda_0^{*1})} \overline{D}(f, f) E_U(f). \]
That is,
\[ \frac{\overline{D}(f, f)}{E_U(f)} \geq \frac{c_3^2 \xi^{*2}}{c_2^2 (2 - \lambda_0^{*1})} = \frac{\xi^{*2}}{4(1 + c_1)^2 (2 - \lambda_0^{*1})}. \]
\[ \square \]

3 Proofs of Theorems 1.1, 1.2 and Corollary 1.1.

Proof of Theorem 1.1. The upper bound follows from (0.1) by setting
\[ f = I_A/\sqrt{\pi(A)} \]
with \( \pi(A) \in (0, 1) \).

a) Let (1.2) hold for some symmetric function \( r \). Fix \( \delta > 0 \) and take \( K(dx) = \delta \pi(dx) \). Next, take \( \bar{r} = (1 + \delta)r \) and \( s = 1 + \delta \) so that (2.2) holds. Finally, take
\[ U(t) = 1 + \log^{+} t = 1 + \max\{0, \log t\}. \]
Then we have
\[ \xi^* = \frac{1}{\sqrt{1 + \delta}} \xi^\delta, \quad \lambda_0^{*1} = \frac{\delta}{(1 + \delta)^2}, \quad c_1 = \sup_{t > 0} \frac{tU'_+(t)}{U(t)} = 1. \]
Therefore, for the symmetric form \((D, \mathcal{D}(D))\) given in (1.1), by Theorem 2.1, we obtain
\[ \sigma(U) = \inf_{\|f\| = 1} \frac{D(f, f) + \delta}{E_U(f)} \geq \frac{(\xi^{\delta})^2 / (1 + \delta)}{16(2 - \delta/(1 + \delta))} = \frac{(\xi^{\delta})^2}{c_\delta}, \]
where \( c_\delta = 16(2 + \delta) \). Thus,
\[ \pi\left(f^2 \log^+ f^2\right) \leq c_3 (\xi^{\delta})^{-2} [D(f, f) + \delta] - 1, \quad \|f\| = 1. \]  
(3.1)
By Proposition 3.10 in ref. [2], the following inequality
\[ \pi(f^2 \log f^2) \leq C_1 D(f, f) + C_2, \quad \pi(f) = 0, \quad \|f\| = 1 \]  
(3.2)
implies that
\[ \sigma \geq \frac{2}{[C_1 + (C_2 + 2)\lambda_1^{-1}].} \]  
(3.3)
Applying this to (3.1), it follows that
\[ \sigma \geq \frac{2\lambda_1}{1 + c_\delta (\lambda_1 + \delta)/(\xi^{\delta})^2}. \]  
(3.4)
This proves the first lower bound of $\sigma$ since $\delta > 0$ can be arbitrary.

b) Fix $r \in (0, 1)$. Note that

$$\xi^\delta \geq \xi_r \wedge \inf_{\pi(A) > r} \left[ \frac{\delta}{\sqrt{1 - \log \pi(A)}} \right] \geq \xi_r \wedge \left[ \frac{\delta}{\sqrt{1 - \log r}} \right].$$

Take $\delta = \xi_r \sqrt{1 - \log r}$. We have $\xi^\delta \geq \xi_r$. Inserting this into (3.4), we get

$$\sigma \geq \frac{2\lambda_1}{1 + 16 \left[ (\lambda_1/\xi_r) + \sqrt{1 - \log r} \right] \left[ (2/\xi_r) + \sqrt{1 - \log r} \right]}.$$  \hspace{1cm} (3.5)

Since $r \in (0, 1)$ is arbitrary, we obtain the second lower bound of $\sigma$. By using the inequality $(a + c)(b + c) \leq [c + (a + b)/2]^2$, one deduces the third lower bound of $\sigma$.

c) Define

$$k^{(\alpha)'} = \inf_{\pi(A) \in (0, 1/2]} J^{(\alpha)}(A \times A^c)/\pi(A).$$

By ref. [6], we have

$$\lambda_1 \geq \frac{k^{(1/2)'}^2}{1 + \sqrt{1 - k^{(1/2)'}}}. \hspace{1cm} (3.6)$$

Note that $1 - \log \pi(A) \geq 1 + \log 2$ when $\pi(A) \leq 1/2$. We have

$$k^{(1/2)'} \geq \sqrt{1 + \log 2} \xi_{1/2}. \hspace{1cm} (3.7)$$

Hence

$$\lambda_1 \geq (1 + \log 2)\xi_{1/2}^2/2$$

by (3.6). Therefore, by (3.5), we obtain

$$\sigma \geq \frac{c^2\xi_{1/2}^3}{\xi_{1/2} + 8c[2 + c\xi_{1/2}]^2} \geq \frac{\xi_{1/2}^3}{25 + 33\xi_{1/2} + 11\xi_{1/2}^2},$$

where $c = \sqrt{1 + \log 2}$.

d) We have seen in b) that $\xi_r > 0 \implies \xi^\delta > 0$. Conversely, by assumption, there is a sequence $\{A_n\} \subset \mathcal{E}$ such that $\pi(A_n) \to 0$. Hence

$$\xi^\delta \leq \inf_{\pi(A) \in (0, r]} \frac{J^{(1/2)}(A \times A^c) + \delta \pi(A)}{\pi(A) \sqrt{1 - \log \pi(A)}} \leq \lim_{\pi(A) \to 0} \frac{J^{(1/2)}(A \times A^c) + \delta \pi(A)}{\pi(A) \sqrt{1 - \log \pi(A)}} \leq \lim_{\pi(A) \to 0} \frac{J^{(1/2)}(A \times A^c)}{\pi(A) \sqrt{1 - \log \pi(A)}} \leq \lim_{\pi(A) \to 0} \frac{J^{(1/2)}(A \times A^c)}{\pi(A) \sqrt{1 - \log \pi(A)}} \leq \xi_0.
Note that condition $\pi(A) \to 0$ is necessary in the first equality. Therefore, $\xi^\delta > 0 \implies \xi > 0$. The conclusion also holds when $\mathcal{E}$ contains only a finite number of $\pi$-atoms but still $\inf_{\pi(A) \in (0,1)} J^{(1/2)}(A \times A^c) > 0$ (which is somehow the irreducibility). \qed

It is the position to mention the difference between this paper and ref. [5]. First, since $\inf U > 0$, for continuous space $E$, one may have $J^{(1/2)}(A \times A^c) \to 0$ as $\pi(A) \to 1$ and so $\lim_{r \to 1} \xi^r = 0$. This is avoided by the use of $\xi^\delta$. Next, the goal of the proof is essentially (3.2) rather than (0.1). These two facts lead us to consider the form (2.1) with $K(d\mu) \neq 0$ instead of (1.1). It then simplifies the original proof given in ref. [5] and enables us to work out the explicit lower bounds, and furthermore to make the comparison of Theorems 1.1 and 1.2. Note that one can even allow $\delta \to \infty$ at the final step to optimizing the resulting bound as illustrated by Example 1.2. Besides, the continuity of $U''$ is relaxed to be piecewise continuous due to the use of $U(t) = 1 + \log^+ t$. Another useful function is $U_n = 1 + \log^+ t$, where $\log^+ t = 0 \lor \log t (t \geq 0)$ and $\log^+_m = \log^+ 1 \log^+ \log \cdots \log^+ m - 1$. Then $c_1 = 1/\prod_{k=0}^{m-1} e^{1/k}$, where $e^{1} = 1$ and $e^{m} = \exp[e^{m-1}]$. Moreover, Theorem 2.1 can also be extended to the more general setup studied in ref. [5].

**Proof of Theorem 1.2.** The proof is partially due to F. Y. Wang. Let $\pi(f) = 0$ and $\|f\| = 1$.

a) Set
\[
\epsilon = \sqrt{2 - \lambda^{(1)}_1/[2 \kappa^{(1/2)}]}
\]
and
\[
E(f) = \pi(f^2 \log f^2).
\]
Then, it can be proved that
\[
E(f) \leq 2\epsilon \sqrt{D(f, f)} + 1. \tag{3.7}
\]
This is much easier to prove than Theorem 2.1. Actually, here we adopt $g = f^2$ instead of $g = \varphi(f^2)$ used there. First, one shows that
\[
I := \frac{1}{2} \int J^{(1/2)}(dx, dy) |f(y)^2 - f(x)^2| \leq \sqrt{(2 - \lambda^{(1)}_1) D(f, f)}. \tag{3.8}
\]
The proof is standard as used several times before (cf. ref. [6]). Next, set $A_t = \{ f^2 > t \}$ and prove that
\[
I \geq \kappa^{(1/2)} [E(f) - 1]. \tag{3.9}
\]
This is also not hard (cf. Proof d) of Theorem 2.1). Combining (3.8) with (3.9), we get (3.7).

b) By (3.7), we have
\[
E(f) \leq 2\epsilon \sqrt{D(f, f)} + 1 \leq \gamma \epsilon D(f, f) + \epsilon/\gamma + 1,
\]
where $\gamma > 0$ is a constant to be specified below. Combining this with (3.2) and (3.3), it follows that

$$\sigma \geq \frac{2}{\varepsilon \gamma + [\varepsilon / \gamma + 3] / \lambda_1}.$$  

Maximizing the right-hand side with respect to $\gamma$, we get

$$\sigma \geq \frac{2 \lambda_1 \kappa^{(1/2)}}{\sqrt{(2 - \lambda_1^{(1)}) \lambda_1 + 3 \kappa^{(1/2)}}}. \quad (3.10)$$

On the other hand, it was proved in ref. [6] that

$$\lambda_1^{(1)} > 1 - \sqrt{1 - k^{(1)/2}}.$$  

Combining this with (3.6) and noting that $k^{(1/2)} > (\log 2) \kappa^{(1/2)}$, it follows that the right-hand side of (3.10) is bounded below by

$$\frac{2(\log 2)^2 \kappa^{(1/2)}^2}{(\log 2 + 3)[1 + \sqrt{1 - k^{(1)/2}}]} \geq \frac{1}{8} \kappa^{(1/2)/2}. \quad \square$$

We remark that one may use $D(f, f) + \delta$ instead of $D(f, f)$ in the last proof as we did in the proof of Theorem 1.1. However, when optimizing the resulting estimate with respect to $\delta$, one gets $\delta = 0$ and so the use of $\delta$ makes no improvement. The reason is that the constant used in Theorem 1.2 is $\kappa^{(1/2)}$ but not $\xi^\delta$.

**Proof of Corollary 1.1.** Since $t \sqrt{1 - \log t}$ is increasing on $(0, 1)$ and

$$\pi(A) \leq r < \pi_0 \implies 0 \not\in A,$$

it follows that $i_0 := \inf A \geq 1$ and furthermore

$$\xi_r \geq \frac{\pi_{i_0} a_{i_0}}{\sqrt{i_{i_0} - 1} \left( \sum_{j \geq i_0} \pi_j \right) \sqrt{1 - \log \sum_{j \geq i_0} \pi_j}} \geq c.$$  

For the proofs of the other assertions, refer to ref. [5]. \quad \square

**Acknowledgements** This work was supported in part by National Natural Science Foundation of China (No. 19631060), Mathematical Tian Yuan Foundation, Qiu Shi Science & Technology Foundation, RFDP and MCEC.

**References**

A NEW STORY OF ERGODIC THEORY

MU-FA CHEN

(Beijing Normal University)

May 29, 1999

Abstract. In the recent years, a great effort has been made to develop a new ergodic theory for Markov processes. It is mainly concerned with the study on several different inequalities. Some of them are very classical but some of them are rather new. The Liggett-Stroock form of Nash-type inequalities, the related ones and their comparison are discussed. Based on some new isoperimetric or Cheeger’s constants, a simple sufficient condition for the inequalities is reported. The resulting condition can be sharp qualitatively. Finally, a diagram of the inequalities and the traditional three types of ergodicity is presented.

The paper is divided into twelve short sections. In the first eleven sections, various currently interested inequalities are discussed. The relationship of the inequalities and the three types of traditional ergodicity is exhibited in the last section, which may be glanced over before reading the details of the paper.

1. Notations. Let \((E, \mathcal{E}, \pi)\) be a measure space with \(\sigma\)-finite non-negative measure \(\pi\). Denote by \(L^p(\pi)\) the usual real \(L^p\)-space with norm \(\| \cdot \|_p\). Consider a symmetric form \(D\) on \(L^2(\pi)\) with domain \(\mathcal{D}(D)\). Two typical forms are the following:

\[
D(f) := D(f, f) = \frac{1}{2} \int_{\mathbb{R}^d} \langle a(x) \nabla f(x), \nabla f(x) \rangle \pi(\mathrm{d}x) + \int_{\mathbb{R}^d} c(x) f(x)^2 \pi(\mathrm{d}x),
\]

\[
\mathcal{D}(D) \supset C^\infty_0(\mathbb{R}^d),
\]

where \(\langle \cdot, \cdot \rangle\) is the standard inner product in \(\mathbb{R}^d\), \(a\) is positive definite and \(c \geq 0\);

\[
D(f) = \frac{1}{2} \int_{E \times E} J(\mathrm{d}x, \mathrm{d}y)[f(y) - f(x)]^2 + \int_{E} K(\mathrm{d}x) f(x)^2,
\]

\[
\mathcal{D}(D) = \{ f \in L^2(\pi) : D(f) < \infty \}, \quad (1)
\]
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where $J$ is a non-negative symmetric measure having no charge on the diagonal $\{(x, x) : x \in E\}$ and $K(dx)$ is a non-negative measure. As usual,

$$D(f, g) := [D(f + g) - D(f - g)]/4.$$ 

A particular example in our mind is the symmetrizable jump process with $q$-pair $(q(x), q(x, dy))$ and symmetrizing measure $\pi$, for which we have $J(dx, dy) = \pi(dx)q(x, dy)$. More especially, for a $Q$-matrix $Q = (q_{ij})$ with symmetrizing measure ($\pi_i > 0$), we have density $J_{ij} = \pi_i q_{ij}$ ($j \neq i$) and

$$K_i = -\pi_i \sum_j q_{ij} \geq 0$$

with respect to the counting measure.

2. Liggett-Stroock form of Nash-type inequalities$^{[17]}$. The main inequality we are interested in is the following:

$$\|f\|^2 \leq CD(f)^{1/p}V(f)^{1/q}, \quad f \in L^2(\pi),$$

where $\|f\| = \|f\|_2$, $C = C(p)$ is a constant and $1/p + 1/q = 1$ with $1 < p < \infty$. Now, only the functional $V \geq 0$ has to be specified. The simplest case is that $p = 1$ and hence $1/q = 0$, then there is nothing to do about $V$ and (2) is reduced to Poincaré inequality (1890):

$$\|f\|^2 \leq CD(f), \quad f \in L^2(\pi).$$

Thus, we may assume in what follows that $1 < p < \infty$. Next, since both $\|f\|^2$ and $D(f)$ have degree two of homogeneous, it is natural to assume that $V(cf) = c^2V(f)$ for all constant $c$. However, if we take $V(f) = D(f)$ or $\|f\|^2$, then (2) is again reduced to (3) for all $p \in (1, \infty)$.

Next, one may look at the other $L_r$-norm: $V(f) = \|f\|_r^2$, $r \neq 2$. We may assume that $r \in [1, 2)$ since the case of $r \in (2, \infty)$ can be reduced to the one of $r \in [1, 2)$ by the symmetry of the form. When $r = 1$, it is called Nash inequality (1958):

$$\|f\|^2 \leq CD(f)^{1/p}\|f\|^{2/q}, \quad f \in L^2(\pi).$$

By setting $p = 1 + 2/\nu$ ($\nu > 0$), one gets the more familiar form of Nash inequality

$$\|f\|^{2+4/\nu} \leq CD(f)\|f\|^{4/\nu}, \quad f \in L^2(\pi).$$

Sometimes, the form $D(f)$ on the right-hand side of (4) is replaced by a new form $\hat{D}(f) = D(f) + \delta\|f\|^2$ for some $\delta \geq 0$. It is surprising but actually proved in [7] that for all $r \in [1, 2)$, inequality (2) with $V(f) = \|f\|_r^2$ ($r \in [1, 2)$) is equivalent to (4) and hence we need only to consider (4).

Of course, there are many other choices of $V$:

$$V(f) = \sup_x |f(x)|^2,$$

$$\sup_{x \neq x_0} \left| \frac{f(x) - f(x_0)}{\rho(x, x_0)} \right|^2,$$

$$\sup_{x \neq y} \left| \frac{f(y) - f(x)}{\rho(x, y)} \right|^2 = \text{Lip}(f)^2,$$

where $\rho$ is a distance and $x_0$ is a reference point in $E$. The last one was used by Liggett (1991) and we may call the corresponding inequality Liggett inequality.
3. Alternative form of (2). From now on, we often restrict ourselves to the case that \( \pi \) is a probability measure and the form \( (D, \mathcal{D}(D)) \) satisfies \( D(1) = 0 \). Then, the right-hand side of (2) becomes zero for constant function \( f = 1 \). Thus, it is necessary to make a change of the left-hand side of (2). For this, one simply uses the variation of \( f \): \( \text{Var}(f) = \pi(f^2) - \pi(f)^2 \) instead of \( \|f\|^2 \), where \( \pi(f) = \int f \, d\pi \).

Then we obtain the alternative form of (2) as follows.

\[
\text{L.S. inequality : } \quad \text{Var}(f) \leq CD(f)^{1/p}V(f)^{1/q}, \quad f \in L^2(\pi). \tag{5}
\]

Certainly, this contains the alternative forms of the particular inequalities.

Nash inequality : \( \text{Var}(f) \leq CD(f)^{1/p}\|f\|_1^{2/q} \).

Poincaré inequality : \( \text{Var}(f) \leq CD(f) \).

Liggett inequality : \( \text{Var}(f) \leq CD(f)^{1/p}\text{Lip}(f)^{2/q} \).

In what follows, unless otherwise stated, we mainly deal with these inequalities.

4. The second class of inequalities. Keeping the right-hand side of (3) but making a change of the left-hand side, one gets the following inequality \(^{[24]}\)

\[
\left\{ \int |f|^{2p/(p-1)} U(f^2/\|f\|^2) \, d\pi \right\}^{(p-1)/p} \leq CD(f), \quad f \in L^2(\pi). \tag{6}
\]

When \( U = 1 \), it is just Sobolev inequality (1936):

\[
\|f\|_2^{2/(p-1)} \leq CD(f), \quad f \in L^2(\pi).
\]

Since \( 2p/(p-1) \geq 2 \), the inequality is stronger than the Poincaré one unless \( p = \infty \). When \( U = \log \) and \( p = \infty \), (6) is logarithmic Sobolev inequality (L. Gross, 1975):

\[
\text{LogS} : \quad \int f^2 \log \left( f^2/\|f\|^2 \right) \, d\pi \leq CD(f), \quad f \in L^2(\pi). \tag{7}
\]

The advantage of the last inequality is that it is a powerful tool in the study of infinite-dimensional analysis but not the Sobolev one.

5. Importance of the inequalities. Denote by \((P_t)_{t \geq 0}\) the semigroup generated by the form \((D, \mathcal{D}(D))\). Then we have the following fundamental result.

**Theorem 1\(^{[17]}\).** Let \( V : L^2(\pi) \to [0, \infty] \) satisfy \( V(c_1 f + c_2) = c_1^2 V(f) \) for all constants \( c_1, c_2 \in \mathbb{R} \).

- (1) Assume additionally that \( V(P_t f) \leq V(f) \) for all \( t \geq 0 \) and \( f \in L^2(\pi) \) (it is automatic when \( V(f) = \|f\|^2 \)). If (5) holds, then

\[
\text{Var}(P_t f) = \|P_t f - \pi(f)\|^2 \leq CV(f)/t^{q-1}, \quad t > 0. \tag{8}
\]

- (2) Conversely, (8) \( \implies \) (5).
Thus, inequality (5) describes $L^2$-algebraic convergence of the semigroup to its equilibrium state $\pi$. For Poincaré inequality, one indeed has $L^2$-exponential convergence:

$$\text{Var}(f) \leq CD(f) \iff \text{Var}(P_tf) \leq \text{Var}(f)e^{-2t/C}. \quad (9)$$

The smallest constant $C = \lambda_1^{-1}$,

$$\lambda_1 := \inf\{D(f) : \pi(f) = 0, \|f\| = 1\}$$

is called the spectral gap of the form $(D, \mathcal{D}(D))$. The similar results hold for (2) and (3).

Based on (8) and (9), inequalities (5) and (7) now consist of the main tools in the study of phase transitions and the effectiveness of random algorithms.

6. Relation of the above inequalities. There is a simple comparison between the above inequalities:

$$\text{Nash ineq.} \implies \text{LogS ineq.} \implies \text{Poincaré ineq.} \implies \text{Liggett ineq.} \quad (10)$$

Here “$\implies$” means “implies” as usual but the last implication needs a mild condition. We will come back to this comparison in the last section. We remark that for (5) with $V(f) = \|f\|^2$, there is a jump at $r = 2$: For each $r < 2$, it is stronger than logarithmic Sobolev inequality but at $r = 2$, it becomes suddenly weaker than logarithmic Sobolev inequality.

7. Methods. As far as we know, there are two general and powerful methods to handle these inequalities.

a) The probabilistic method—coupling method. It has been successfully applied to the Riemannian geometry, elliptic operators and Markov chains. Refer to the survey articles [5] for the present status of the study and also for a comprehensive list of publications.

b) The second powerful method comes from Riemannian geometry, which is the one we are going to discuss here.

8. Isoperimetry. A very ancient geometric result says that among the different regions with fixed length of boundary, the circle has the largest area. That is, for a region $A$ with smooth boundary $\partial A$, we have

$$\frac{|\partial A|}{|A|^{1/2}} \geq \frac{2\pi r}{\sqrt{\pi r^2}} = \frac{2\sqrt{\pi}}{r}, \quad (11)$$

where $|A|$ denotes the volume (length, area) of $A$. The higher-dimensional analog is also true. That is the following isoperimetric inequality:

$$\frac{|\partial A|}{|A|^{(d-1)/d}} \geq \frac{|S_{d-1}|}{|B_d|^{(d-1)/d}}, \quad (12)$$

where $B_d$ is the $d$-dimensional unit ball and $S_{d-1}$ is its surface. The right-hand side is called the isoperimetric constant. Refer to [2] for more details.
9. Cheeger’s constants. It is well known that isoperimetric inequality plays a critical role in the study of Sobolev-type inequality. In 1970, Cheeger observed that the same idea can also be used to study Poincaré inequality. To do so, Cheeger introduced the so-called Cheeger’s constants:

\[
h = \inf_{A \subset M} \frac{\partial A}{|A|}; \quad k = \inf_{A \cup B = M} \frac{\partial (A \cap B)}{|A| \wedge |B|},
\]

for a compact manifold \( M \). Comparing (13) with (12), it follows that the power \((d-1)/d\) disappears here. Cheeger established the following Cheeger inequalities:

\[
D(f) \geq \frac{h^2}{4} \|f\|^2; \quad D(f) \geq \frac{k^2}{4} \text{Var}(f).
\]

For the first one, the Dirichlet boundary is imposed\(^3\);\(^16\);\(^25\).

The Cheeger’s technique was used to study the estimate of spectral gap for jump processes. For instance, it was proved by Lawler and Sokal (1988)\(^15\) that

\[
\lambda_1 \geq \frac{k^2}{2M},
\]

where \( M = \sup_x q(x) \) and

\[
k = \inf_{\pi(A) \in (0,1)} \frac{\int_A \pi(dx)q(x,A^c)}{\pi(A) \wedge \pi(A^c)}.
\]

As far as we know, in the past ten years or so, this result has been collected into six books \cite{1,4,10,11,21,22}. From the titles of the books, one sees a wider range of applications of the study on spectral gap. The main problem is that the lower estimate vanishes when one passes to the unbounded operators. The problem has been open for more than ten years.

For logarithmic Sobolev inequality, there is a large number of publications in the context of diffusion processes in the past two decades or more. However, there was no result in the context of jump processes until Diaconis and Saloff-Coste’s paper appeared in 1996\(^12\). They proved that for finite Markov chains, the logarithmic constant

\[
\sigma := \inf \left\{ \frac{D(f)}{\int f^2 \log[|f|/\|f\|] : \|f\| = 1} \right\}
\]

satisfies

\[
\sigma \geq \frac{2(1 - 2\pi_s)\lambda_1}{\log[1/\pi_s - 1]}
\]

under the condition that \( \sum_i |q_{ij}| = 1 \) for all \( i \), where \( \pi_s = \min_i \pi_i \). Clearly, for infinite \( E \), \( \pi_s = 0 \) and so the result is meaningless. This is also a challenge open problem \cite[Problem 13]{5}. For Nash inequality, we are in the same situation (cf. \cite{21}).
10. **Main theorem.** We are now glad to be able to report some answers to the above open problems. To do so, we need some new types of isoperimetric or Cheeger’s constants.

For Poincaré ineq.\[9\]

\[ k^{(\alpha)} = \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \wedge \pi(A^c)} \]

For Nash ineq.\[7\]

\[ k^{(\alpha)} = \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \wedge \pi(A^c)^{(\nu-1)/\nu}}, \quad \nu = 2(q-1) \]

For LogS ineq.\[24\], \[8\]

\[ k^{(\alpha)} = \lim_{r \to 0} \inf_{0 < \pi(A) \leq r} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \sqrt{\log[e + \pi(A)^{-1}]}} \]

\[ k^{(\alpha)} = \lim_{\delta \to \infty} \inf_{\pi(A) > 0} \frac{J^{(\alpha)}(A \times A^c) + \delta \pi(A)}{\pi(A) \sqrt{1 - \log \pi(A)}} \]

Here only \(J^{(\alpha)}\) has not defined yet. Note that the original kernel \(J\) can be very unbounded. To avoid this, choose a symmetric function \(r(x, y)\) so that

\[ J^{(1)}(dx, E)/\pi(dx) \leq 1, \quad \pi\text{-a.e.,} \]

where

\[ J^{(\alpha)}(dx, dy) = I_{(r(x, y) > 0)} \frac{J(dx, dy)}{r(x, y)^\alpha} \]

for \(\alpha \in (0, 1]\) and \(J^{(0)} = J\). For jump processes, one simply chooses \(r(x, y) = q(x) \vee q(y)\). This key idea comes from \[9\]. Note that the second one is close to (12) and the first one is close to (13) since for manifolds, \(|A| = \pi(A)\).

Having the constants in hand, it is a simple matter to state our main result.

**Theorem 2.** Let \(\pi\) be a probability measure. For the form given by (1) with \(K(dx) = 0\), if \(k^{(1/2)} > 0\), then the corresponding inequality in (5) or (7) holds.

The theorem is proved in four papers \[9\], \[7\], \[24\] and \[8\] in which some explicit lower bounds in terms of \(k^{(\alpha)}\) are also presented. We remark that even though the above condition \(k^{(1/2)} > 0\) is in general not necessary but it can still be sharp qualitatively.

To give some impression about how the Cheeger’s constants are related to the inequalities, we now sketch of the proof for the new type of Cheeger’s inequalities which imply Poincaré ones.

11. **Sketch of the proof.** a) The first step is a simple observation about the set form and the functional form of the Cheeger’s constants. Fix \(B \in \mathcal{E}\) with \(\pi(B) \in (0, 1)\). We have

\[ h_B^{(\alpha)} = \inf_{A \in B} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A)} \quad \text{ (set form)} \]

\[ = \inf \left\{ \frac{1}{2} \int J^{(\alpha)}(dx, dy)|f(y) - f(x)| : f \geq 0, f|_{B^c} = 0, \|f\|_1 = 1 \right\} \quad \text{ (functional form)} \]
The proof is not hard. By taking \( f = I_A \) \((A \subset B)\), the previous one follows from the latter one. The other implication uses a co-area formula from geometry.

b) The next step is using Cauchy-Schwarz inequality. Let \( f \) satisfy \( f|_{B^c} = 0 \) and \( \|f\| = 1 \). From a) and condition (15), it follows that

\[
h_B^{(1)^2} \leq \left\{ \frac{1}{2} \int_J (dx, dy)|f(y)^2 - f(x)^2| \right\}^2
= \frac{1}{2} D^{(1)}(f) \int_J (dx, dy)[f(y) + f(x)]^2
= \frac{1}{2} D^{(1)}(f) \int_J (dx, dy)[2(f(y)^2 + f(x)^2) - (f(y) - f(x))^2]
\leq D^{(1)}(f)[2 - D^{(1)}(f)].
\]

This gives us

\[ D^{(1)}(f) \geq 1 - \sqrt{1 - h_B^{(1)^2}}. \]

c) By another use of Cauchy-Schwarz inequality and (15), we get

\[ h_B^{(1/2)^2} \leq D(f)[2 - D^{(1)}(f)]. \]

Combining the above two estimates, we finally obtain a new type of the first Cheeger’s inequality:

\[ D(f) \geq \frac{h_B^{(1/2)^2}}{1 + \sqrt{1 - h_B^{(1)^2}}} = \frac{h_B^{(1/2)^2}}{1 + \sqrt{1 - h_B^{(1)^2}}} \|f\|^2, \quad f|_{B^c} = 0. \]

From the proof, the relation between the constants \( h_B^{(1/2)} \), \( h_B^{(1)} \) and inequality (3) should be clear. Define

\[ \lambda_0(B) = \inf \{ D(f) : f|_{B^c} = 0, \|f\| = 1 \}. \]

Then we have proved that

\[ \lambda_0(B) \geq \frac{h_B^{(1/2)^2}}{1 + \sqrt{1 - h_B^{(1)^2}}}. \quad (16) \]

d) Finally, we adopt another idea due to Cheeger: the splitting technique. That is

\[ \lambda_1 \geq \inf_{0 \leq \pi(B) \leq 1/2} \lambda_0(B) \]

which is a key of the proof. Noting that

\[ k^{(\alpha)} = \inf_{\pi(A) \in (0,1/2]} h_B^{(\alpha)}. \]
one can deduce from (16) another new type of the second Cheeger’s inequality (compare with (14)):
\[ D(f) \geq \frac{k^{(1/2)^2}}{1 + \sqrt{1 - k^{(1)^2}}} \text{Var}(f). \]
That is,
\[ \lambda_1 \geq \frac{k^{(1/2)^2}}{1 + \sqrt{1 - k^{(1)^2}}}. \]
Refer to [9], [7], [24] and [8] for details and further references.

Finally, we discuss the relationship between the above inequalities and the traditional ergodic theory.

12. New story of ergodic theory. For simplicity, we restrict ourselves to continuous-time, irreducible Markov chains with transition probability matrix \( P(t) = (p_{ij}(t)) \) on a countable state space \( E \). The chain is called \textit{ergodic} if there exists a distribution \( (\pi_i : i \in E) \) such that
\[ \lim_{t \to \infty} p_{ij}(t) = \pi_j, \quad i, j \in E. \] (17)
It is called \textit{exponentially ergodic} if there is a constant \( \varepsilon > 0 \) such that for all \( i, j \in E \), there exists a constant \( C_{ij} \) so that
\[ |p_{ij}(t) - \pi_j| \leq C_{ij}e^{-\varepsilon t}, \quad t > 0. \] (18)
The chain is called \textit{strongly ergodic} if
\[ \lim_{t \to \infty} \sup_i |p_{ij}(t) - \pi_j| = 0. \] (19)
These three types of ergodicity consist of the most common topics in the study of ergodic theory for Markov processes. It is known that strong ergodicity implies the uniformly exponential decay \( \sup_i |p_{ij}(t) - \pi_j| \leq C_j e^{-\varepsilon t} \) for some constants \( C_j \) and \( \varepsilon > 0 \). Hence
\[ \text{Strong ergodicity} \implies \text{Exponential ergodicity} \implies \text{Ordinary ergodicity}. \] (20)
A question arises naturally: Are there any relationship between the three types of ergodicity and the inequalities discussed above? The answer is affirmative, even though these two classes of objects look like very different.

Now, the new story of ergodic theory can be summarized as the following diagram, which is the main new result of this paper.

**Theorem 3.** For reversible Markov chains, the following implications hold.

\[
\begin{array}{cccc}
\text{Nash inequality} & \Leftrightarrow & \text{Logarithmic Sobolev inequality} & \Rightarrow \\
\downarrow & & \downarrow & \\
\text{Strong ergodicity} & \Rightarrow & \text{Exponential ergodicity} & \Rightarrow \\
\downarrow & & \downarrow & \\
\text{Poincaré inequality} & \Leftrightarrow & \text{Ordinary ergodicity} & \downarrow \\
\downarrow & & \downarrow & \\
\text{L}^2 \text{-algebraic ergodicity} & & \text{Ordinary ergodicity} & \\
\end{array}
\]
Here $L^2$-algebraic ergodicity means that (8) holds for some $V$ satisfying the first assumption of Theorem 1 and $V(f) < \infty$ for all functions $f$ with finite support.

Before moving on, let us make some remarks about the theorem. First, the most parts of the theorem also holds for general Markov processes under some mild assumption (see the proof given below for details). Next, the theorem is complete in the sense that all of the one-side implications "⇒" can not be replaced by "⇐⇒". Besides, strong ergodicity and logarithmic Sobolev inequality are not comparable as will be shown soon. Thirdly, there are well known criteria for the three types of ergodicity in terms of $Q$-matrix, but none of them provides us any explicit "convergence rate". On the other hand, the study on the inequalities are often devoted to estimate the rates but up to now there is still no criterion for the inequalities in the publications. Thus, due to the equivalence given in the above theorem, the study on one side can benefit from the other. Finally, the inequalities are now powerful tools in infinite-dimensional situation, but the three types of ergodicity are more or less finite-dimensional objects. In any case, it is hoped that the diagram has made a meaningful change to the picture of ergodic theory.

The original purpose of the study on Liggett inequality is for $L^2$-algebraic convergence. However, the inequality depends heavily on the choice of the distance $\rho$. If

$$C_\rho := \int \pi(dx)\pi(dy)\rho(x,y)^2 < \infty,$$

then for every $f$ with $\text{Var}(f) = 1$, we have

$$1 = \frac{1}{2} \int \pi(dx)\pi(dy)[f(x) - f(y)]^2 \leq \frac{1}{2} C_\rho \text{Lip}(f)^2.$$

Hence, replacing $V(f)$ with $\text{Var}(f)$ on the right-hand side of (5), it follows that Poincaré inequality $\Rightarrow$ Liggett inequality. This fact plus the assumptions of part (1) of Theorem 1 implies $L^2$-algebraic convergence with $V(f) = \text{Lip}(f)^2$. Next, because $\text{Lip}(I_{\{k\}}) = \sup_{j \neq k} \rho(k,j)^{-1}$, the last condition of Theorem 3 becomes

$$\inf_{j: j \neq k} \rho(k,j) > 0 \text{ for all } k \in E.$$ 

Certainly, if one uses

$$V(f) = \sup_{x \neq x_0} \left| \frac{f(x) - f(x_0)}{\rho(x, x_0)} \right|^2$$

instead of $V(f) = \text{Lip}(f)^2$, the resulting conditions are different.

**Proof of Theorem 3.** First, we prove the implication: "Nash inequality $\Rightarrow$ Strong ergodicity". Assume that Nash inequality holds. Then by (8), we have

$$\|P_t f - \pi(f)\| \leq C\|f\|_1/t^{(q-1)/2}$$

and so

$$\|(P_t - \pi)f\| \leq C\|f - \pi(f)\|_1/t^{(q-1)/2}.$$
This means that the operator norm $\|P_t - \pi\|_{1 \to 2}$ as a mapping from $L^1(\pi)$ to $L^2(\pi)$ is bounded above by $C/t^{(q-1)/2}$. Because of the symmetry of $P_t - \pi$, we get

$$\|P_t - \pi\|_{1 \to 2} \leq \|P_t - \pi\|_{1 \to 2}\|P_t - \pi\|_{2 \to \infty} = \|P_t - \pi\|_{1 \to 2}^2.$$ 

Hence

$$\sup_x \|P_t(x, \cdot) - \pi\|_{\text{Var}} = \sup_x \sup_{|f| \leq 1} |(P_t(x, \cdot) - \pi)| f|$$

$$\leq \sup_x \sup_{|f| \leq 1} |(P_t(x, \cdot) - \pi)| f|$$

$$= \|P_t - \pi\|_{1 \to \infty}$$

$$\leq C/t^{q-1} \rightarrow 0$$

as $t \rightarrow \infty$. This proves strong ergodicity of $(P_t(x, dy))$.

The implications “Nash inequality $\Rightarrow$ Logarithmic Sobolev inequality” and “Logarithmic Sobolev inequality $\Rightarrow$ Poincaré inequality” are proved in [7] and [14] respectively. The implications “Poincaré inequality $\iff$ $L^2$-exponential convergence $\iff$ $L^2$-algebraic convergence” are obvious by (9). All the above proofs work for general reversible Markov processes. The implication “Exponential ergodicity $\iff$ Poincaré inequality” is proved in [6] for Markov chains but it was mentioned there the result should work in more general setup. However, it is known that the equivalence fails in the infinite-dimensional situation, for instance when there exist phase transitions. To see that “$L^2$-algebraic convergence $\Rightarrow$ Ordinary ergodicity”, simply note that

$$\pi_i|p_{ik}(t) - \pi_k|^2 \leq \sum_j \pi_j|p_{jk}(t) - \pi_k|^2 \leq CV(I_{\{k\}})/t^{q-1} \rightarrow 0$$

as $t \rightarrow \infty$.

Finally, one may replace “pointwise” by “total variation” in definition of the three types of ergodicity (these definitions are indeed equivalent to the ones given by (17)–(19) in the discrete case):

Ordinary ergodicity : $\lim_{t\to\infty} \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0$

Exponential ergodicity : $\|p_t(x, \cdot) - \pi\|_{\text{Var}} \leq C(x)e^{-\epsilon t}$

Strong ergodicity : $\lim_{t\to\infty} \sup_x \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0$.

Then, the implications in (20) hold for general Markov processes when $\mathcal{E}$ is countably generated. In other words, if the Markov process corresponding to the semigroup $(P_t)$ is irreducible and aperiodic in the Harris sense, then (20) holds. To see this, noting that by [4; §4.4] and [13], the continuous-time case can be reduced to the discrete-time one and then the conclusion follows from [18; Chapter 16].

We now show by some examples that strong ergodicity and logarithmic Sobolev inequality are not comparable. To do so, we need the following result taken from [26] and [27].
Theorem 4. For regular birth-death process with birth rates $b_i (i \geq 0)$ and death rates $a_i (i \geq 1)$, the process is strong ergodic iff

$$S := \sum_{n=1}^{\infty} a_{n+1}^{-1} \left\{ 1 + \sum_{k=1}^{n} b_k \cdots b_n / a_k \cdots a_n \right\} < \infty.$$ 

Example 5. Consider the birth-death process with either

1. $b_i = a_i = i^2 \log i$ $(i \geq 1)$, $\gamma \in \mathbb{R}$ or
2. $b_i = i^{\gamma} / 2$ and $a_i = i^{\gamma}$ $(i \geq 1)$, $\gamma \geq 0$ and $b_0 = 1$.

Then logarithmic Sobolev inequality holds iff $\gamma \geq 1$ and the process is strongly ergodic iff $\gamma > 1$.

Proof. The second assertion follows from Theorem 4. The first assertion is proved in [24] and [7; Examples 2.6 and 2.9]. The key idea is that for logarithmic Sobolev inequality of birth-death process, the constant $k(1/2)$ used in Theorem 2 is equal to

$$\xi := \inf_{i \geq 1} \pi_i a_i / \left( \sum_{j \geq 1} \pi_j \right) \sqrt{r_{i,i-1} \left( 1 - \log \sum_{j \geq i} \pi_j \right)} > 0,$$

where $r_{ij} = (a_i + b_i) \lor (a_j + b_j)$. Noting that $\pi_i a_i = \pi_{i-1} b_{i-1}$, we have $\xi > 0$ iff

$$\sup_{k \geq 1} \frac{1}{\pi_k b_k} \left( \sum_{j \geq k+1} \pi_j \right) \left[ r_{k+1,k} \left( 1 - \log \sum_{j \geq k+1} \pi_j \right) \right]^{1/2} < \infty.$$

On the other hand, it is easy to confirm that $S < \infty$ iff

$$\sum_{k \geq 0} \frac{1}{\pi_k b_k} \sum_{j \geq k+1} \pi_j < \infty.$$

These facts indicate the relationship between “$S < \infty$” and “$\xi > 0$".

Example 6. Given a distribution $(\pi_i > 0)$ on a countable set $E$. Let $q_{ij} = \pi_j$ for all $j \neq i$ and $q_i = -q_{ii} = 1 - \pi_i$. Then the process is strongly ergodic but logarithmic Sobolev inequality fails.

Proof. It is proved in [24] that logarithmic Sobolev inequality does not hold for bounded operators in infinite space and so the second assertion follows. The proof is simply applying (7) to $f = I_A / \sqrt{\pi(A)}$ with $\pi(A) \in (0,1)$ and then letting $\pi(A) \to 0$.

To prove the first assertion, for simplicity, let $0 \in E$. Next, let $f_0 = 0$ and $f_i = 1 / \pi_0$ $(i \neq 0)$. Then

$$\pi(f) := \sum_j \pi_j f_j = \pi_0^{-1} - 1.$$

Hence

$$\sum_{j \neq i} q_{ij} (f_j - f_i) = \pi(f) - f_i = -1.$$
for all \( i \neq 0 \) and
\[
\sum_{j \neq 0} q_{0j} (f_j - f_0) = \pi(f) < \infty.
\]
Because \( 0 \leq f \leq \pi_0^{-1} \), the first assertion now follows from the well known criterion for strong ergodicity (cf. [4; Part (4) of Theorem 4.45]). □
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Abstract This paper surveys the main results obtained during the period 1992–1999 on three aspects mentioned at the title. The first result is a new and general variational formula for the lower bound of spectral gap (i.e., the first non-trivial eigenvalue) of elliptic operators in Euclidean space, Laplacian on Riemannian manifolds or Markov chains (§1). Here, a probabilistic method—coupling method is adopted. The new formula is a dual of the classical variational formula. The last formula is actually equivalent to Poincaré inequality. To which, there are closely related logarithmic Sobolev inequality, Nash inequality, Liggett inequality and so on. These inequalities are treated in a unified way by using Cheeger’s method which comes from Riemannian geometry. This consists of §2. The results on these two aspects are mainly completed by the author joint with F. Y. Wang. Furthermore, a diagram of the inequalities and the traditional three types of ergodicity is presented (§3). The diagram extends the ergodic theory of Markov processes. The details of the methods used in the paper will be explained in a subsequent paper under the same title.
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1 New variational formula for the lower bound of spectral gap

1.1 Story of estimating $\lambda_1$ in geometry

We recall the study on $\lambda_1$ in geometry. From the story below, one should have some feeling about the difficulty of the hard mathematical topic.

Consider Laplacian $\Delta$ on a compact Riemannian manifold $(M, g)$, where $g$ is the Riemannian metric. The spectrum of $\Delta$ is discrete: $\cdots \leq -\lambda_2 \leq -\lambda_1 < -\lambda_0 = 0$ (may be repeated). Estimating these eigenvalues $\lambda_k$ (especially $\lambda_1$) consists an important section and chapter of the modern geometry. As far as we know, until now, five books have been devoted to this topic. Here we list only the geometric books but ignore the ones on general spectral theory [1]–[5]. Denote by $d$, $D$ and $K$ respectively the dimension, the diameter and the lower bound of Ricci curvature ($\text{Ricci}_M \geq Kg$) of the manifold $M$. We are interested in estimating $\lambda_1$ in terms of these three geometric quantities. For an upper bound, it is relatively easy. Applying a test function $f \in C^1(M)$ to the classical variational formula

$$\lambda_1 = \inf \{ \int_M \|\nabla f\|^2 : f \in C^1(M), \int f \, dx = 0, \int f^2 \, dx = 1 \},$$

where “$dx$” is the Riemannian volume element, one gets an upper bound. However, the lower bound is much harder. The previous works have studied the lower estimates case by case by using different elegant methods. Eight of the most
beautiful lower bounds are listed in the following table.

A. Lichnerowicz (1958)
\[ \frac{d}{d-1} K, \quad K \geq 0. \]  

P. H. Bérard, G. Besson & S. Gallot (1985)
\[ d \left\{ \int_0^{\pi/2} \cos^{d-1} t dt \right\}^{2/d}, \quad K = d - 1 > 0. \]  

P. Li & S. T. Yau (1980)
\[ \frac{\pi^2}{2 \sqrt{D^2}}, \quad K \geq 0. \]  

\[ \frac{\pi^2}{2 \sqrt{D^2}} \]  

K. R. Cai (1991)
\[ \frac{\pi^2}{D^2} + K, \quad K \leq 0. \]  

\[ \frac{\pi^2}{D^2} e^{-\alpha}, \quad \text{if} \quad d \geq 5, \quad K \leq 0. \]  

\[ \frac{\pi^2}{2 D^2} e^{-\alpha'}, \quad \text{if} \quad 2 \leq d < 4, \quad K \leq 0, \]  

where \( \alpha = D \sqrt{|K|((d - 1)/2}, \quad \alpha' = D \sqrt{|K|((d - 1) \vee 2)/2}. \) All together, there are five sharp estimates ((1), (2), (4), (6) and (7)). The first two are sharp for the unit sphere in two- or higher-dimension but it fails for the unit circle; the fourth, the sixth and the seventh estimates are all sharp for the unit circle. The above authors include several famous geometers and the estimates were awarded several times. From the table, it follows that the picture is now very complete, due to the effort by the geometers in the past 40 years. For such a well-developed field, what can we do now? Our original starting point is to learn from the geometers, study their methods, especially the recent new developments. It is surprising that we actually went to the opposite direction, that is, studying the first eigenvalue by using a probabilistic method. It was indeed not dreamed that we could finally find a general formula.

1.2 New variational formula

To state the result, we need two notations

\[ C(r) = \cosh^{d-1} \left[ \frac{r}{2} \sqrt{\frac{-K}{d-1}} \right], \quad r \in (0, D). \]

\[ \mathcal{F} = \{ f \in C[0, D] : f > 0 \text{ on } (0, D) \}. \]

Here the dimension \( d, \) the diameter \( D \) and the lower bound of Ricci curvature \( K \) have all been used.

**Theorem [General formula]** (Chen & Wang[6]).

\[ \lambda_1 \geq \sup_{f \in \mathcal{F}} \inf_{r \in (0, D)} \frac{4f(r)}{\int_0^r C(s)^{-1} ds \int_0^D C(u)f(u) du}. \]
The new variational formula has its essential value in estimating the lower bound. It is a dual of the classical variational formula in the sense that “inf” is replaced by “sup”. The last formula goes back to Lord S. J. W. Rayleigh (1877) or E. Fischer (1905). Noticing that there are no common points in these two formulas, this explains the reason why such a formula never appeared before. Certainly, the new formula can produce a lot of new lower bounds. For instance, the one corresponding to the trivial function $f = \sin^2 \frac{x}{2D}$ is still non-trivial in geometry. Next, let $\alpha$ be the same as above and let $\beta = \frac{\pi}{2D}$. Applying the formula to the test functions $\sin(\beta r), \sin(\alpha r), \sin(\beta r)$ and $\cosh^{d-1}(\alpha r)\sin(\beta r)$ successively, we obtain the following:

**Corollary** (Chen & Wang [6]).

\[ \lambda_1 \geq \frac{\pi^2}{D^2} + \max \left\{ \frac{\pi}{4d} \left[ 1 - \frac{2}{\pi} \right] K, \quad K \geq 0 \right\} \tag{9} \]

\[ \lambda_1 \geq \frac{dK}{d-1} \left[ 1 - \cos^d \left( \frac{D}{2} \sqrt{\frac{K}{d-1}} \right) \right]^{-1}, \quad d > 1, \quad K \geq 0 \tag{10} \]

\[ \lambda_1 \geq \frac{\pi^2}{D^2} + \left( \frac{\pi}{2} - 1 \right) K, \quad K \leq 0 \tag{11} \]

\[ \lambda_1 \geq \frac{\pi^2}{D^2} \sqrt{1 - \frac{2D^2K}{\pi^4} \cosh^{1-d} \left[ D \sqrt{\frac{-K}{d-1}} \right]} \quad d > 1, \quad K \leq 0. \tag{12} \]

**Comments.**

1. The corollary improves all the estimates (1)—(8). (9) improves (4); (10) improves (1) and (2); (11) improves (6); (12) improves (7) and (8).

2. The theorem and corollary valid also for the manifolds with convex boundary with Neumann boundary condition. In this case, the estimates (1)—(8) are believed by geometers to be true. However, only the Lichnerowicz’s estimate (1) was proved by J. F. Escobar until 1990. Except this, the others in (2)—(8) (and furthermore (9)—(12)) are all new in geometry [6].

3. For more general non-compact manifolds, elliptic operators or Markov chains, we also have the corresponding dual variational formula [7], [8]. The point is that only three parameters $d$, $D$ and $K$ are used in the geometric case, but there are infinite parameters in the case of elliptic operators or Markov chains. Thus, the latter cases are more complicated. Actually, the above formula is a particular example of our general formula for elliptic operators. In dimensional one, our formula is complete.

4. The probabilistic method—coupling method was developed by the present author before this work for more than ten years. The above study was the first time for applying the method to estimating the eigenvalues. For a long time, almost nobody believes that the method can achieve sharp estimate. From these facts, the influence of the above results to probability theory and spectral theory should be clear [8].

2  Basic inequalities and new forms of Cheeger’s constants

2.1  Basic inequalities
Let $(E, \mathcal{E}, \pi)$ be a probability space satisfying $\{(x, x) : x \in E\} \in \mathcal{E} \times \mathcal{E}$. Denote by $L^p(\pi)$ the usual real $L^p$-space with norm $\| \cdot \|_p$. Write $\| \cdot \| = \| \cdot \|_2$. Our main object is a symmetric form $(D, \mathcal{D}(D))$ on $L^2(\pi)$. For Laplacian on manifold, the form used in the last part is the following

$$D(f) := D(f, f) = \int_M \| \nabla f \|^2 \, dx, \quad \mathcal{D}(D) \supset C^\infty(M).$$

Here, only the diagonal elements $D(f)$ is written, but the non-diagonal elements can be then deduced from the diagonal ones by using the quadrilateral role. The classical variational formula for spectral gap now can be rewritten into the following form.

**Poincaré inequality**: \quad $\text{Var}(f) \leq CD(f), \quad f \in L^2(\pi)$

where $\text{Var}(f) = \pi(f^2) - \pi(f)^2, \pi(f) = \int f \, d\pi$ and $C(= \lambda_1^{-1})$ is a constant. Thus, the study on the spectral gap is the same as the one on Poincaré inequality of the form $(D, \mathcal{D}(D))$. Nevertheless, we have more symmetric forms. For an elliptic operator in $\mathbb{R}^d$, the corresponding form is as follows.

$$D(f) = \frac{1}{2} \int_{\mathbb{R}^d} \langle a(x) \nabla f(x), \nabla f(x) \rangle \pi(dx), \quad \mathcal{D}(D) \supset C_0^\infty(\mathbb{R}^d),$$

where $\langle \cdot, \cdot \rangle$ denotes the standard inner product in $\mathbb{R}^d$ and $a(x)$ is positive definite. Corresponding to an integral operator (or symmetric kernel) on $(E, \mathcal{E})$, we have the symmetric form

$$D(f) = \frac{1}{2} \int_{E \times E} J(dx, dy)[f(y) - f(x)]^2, \quad \mathcal{D}(D) = \{ f \in L^2(\pi) : D(f) < \infty \},$$

where $J$ is a non-negative, symmetric measure having no charge on the diagonal set $\{(x, x) : x \in E\}$. A typical example in our mind is the reversible jump process with $q$-pair $(q(x), q(x, dy))$ and reversible measure $\pi$. Then $J(dx, dy) = \pi(dx)q(x, dy)$. More especially, for a reversible $Q$-matrix $Q = (q_{ij})$ with reversible measure $(\pi_i > 0)$, we have density $J_{ij} = \pi_i q_{ij} (j \neq i)$ with respect to the counting measure.

For a given symmetric form $(D, \mathcal{D}(D))$, except Poincaré inequality, there are also other basic inequalities.

**Nash inequality**: \quad $\text{Var}(f) \leq CD(f)^{1/p} \| f \|_1^{2/q}, \quad f \in L^2(\pi)$

**Ligget inequality**: \quad $\text{Var}(f) \leq CD(f)^{1/p} \text{Lip}(f)^{2/q}, \quad f \in L^2(\pi)$

where $C$ is a constant and $\text{Lip}(f)$ is the Lipschitz constant of $f$ with respect to some distance $\rho$. The above three inequalities are actually particular cases of the following one

**Ligget-Stroock inequality**: \quad $\text{Var}(f) \leq CD(f)^{1/p} \text{V}(f)^{1/q}, \quad f \in L^2(\pi)$
where \( V : L^2(\pi) \to [0, \infty) \) is homogeneous of degree two: \( V(c_1f + c_2) = c_1^2 V(F) \), \( c_1, c_2 \in \mathbb{R} \). Another closely related one is

Logarithmic Sobolev inequality:

\[
\int f^2 \log \left( \frac{f^2}{|f|^2} \right) d\pi \leq CD(f), \quad f \in L^2(\pi).
\]

### 2.2 Statue of the research

From now on, we restrict ourselves to the symmetric form (13) corresponding to integral operators. The question is under what condition on the symmetric measure \( J \), the above inequalities hold. In contrast with the probabilistic method used in the last part, here we adopt Cheeger’s method (1970) which comes from Riemannian geometry.

We call

\[
\lambda_1 := \inf \{ D(f) : \pi(f) = 0, \|f\| = 1 \}
\]

the spectral gap of the form \((D, \mathcal{G}(D))\). For bounded jump processes, the main known result is the following.

**Theorem** (Lawler & Sokal (1988)).

\[
\lambda_1 \geq \frac{k^2}{2M},
\]

where

\[
k = \inf_{\pi(A) \in (0,1)} \frac{\int_A \pi(dx)q(x, A^c)}{\pi(A) \wedge \pi(A^c)}, \quad M = \sup_{x \in E} q(x).
\]

In the past seven years, the theorem has been collected into six books\cite{9}\textendash\cite{14}. From the titles of the books, one sees the wider range of the applications of the study. The problem is: the result fails for unbounded operator. Thus, it has been a challenge open problem in the past ten years or more to handle the unbounded situation.

As for logarithmic Sobolev inequality, there is a large number of publications in the past twenty years or more for differential operators. However, there was almost no result for integral operators until the next result appeared.

**Theorem** (Diaconis & Saloff-Coste (1996)). Let \( E \) be a finite set and

\[
\sum_j |q_{ij}| = 1
\]

holds for all \( i \). Then the logarithmic Sobolev constant

\[
\sigma := \inf \left\{ \frac{D(f)}{\int f^2 \log[\|f\|] : \|f\| = 1} \right\}
\]

satisfies

\[
\sigma \geq \frac{2(1 - 2\pi_*)\lambda_1}{\log[1/\pi_* - 1]},
\]
where \( \pi_* = \min_i \pi_i \).

Obviously, the result fails again for infinite \( E \). The problem is due to the limitation of the method used in the proof.

2.3 New result

Corresponding to three inequalities, we introduce respectively the following new forms of Cheeger’s constants.

<table>
<thead>
<tr>
<th>Inequality</th>
<th>Constant ( k^{(\alpha)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poincaré</td>
<td>( \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \wedge \pi(A^c)} )</td>
</tr>
<tr>
<td>(Chen &amp; Wang[15])</td>
<td>\</td>
</tr>
<tr>
<td>Nash</td>
<td>( \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \wedge \pi(A^c)^{\nu-1}/\nu} )</td>
</tr>
<tr>
<td>(Chen[16])</td>
<td>\</td>
</tr>
<tr>
<td>Log. Sobolev</td>
<td>( \lim_{r \to 0} \inf_{\pi(A) \in (0,r]} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \sqrt{\log\left[ e + \pi(A)^{-1} \right]} } )</td>
</tr>
<tr>
<td>(Wang[17])</td>
<td>\</td>
</tr>
<tr>
<td>Log. Sobolev</td>
<td>( \lim_{\delta \to \infty} \inf_{\pi(A) &gt; 0} \frac{J^{(\alpha)}(A \times A^c) + \delta \pi(A)}{\pi(A) \sqrt{1 - \log\pi(A)}} )</td>
</tr>
<tr>
<td>(Chen[18])</td>
<td>\</td>
</tr>
</tbody>
</table>

where \( r(x, y) \) is a symmetric, non-negative function such that

\[
J^{(\alpha)}(dx, dy) := I_{\{r(x, y) > 0\}} J(dx, dy) \quad (\alpha > 0)
\]

satisfies

\[
\frac{J^{(1)}(dx, E)}{\pi(dx)} \leq 1, \quad \pi\text{-a.s.}
\]

For convenience, we use the convention \( J^{(0)} = J \). Now, our main result can be easily stated as follows.

**Theorem.** \( k^{(1/2)} > 0 \implies \) the corresponding inequality holds.

The result is proved in four papers [15]—[18]. At the same time, some estimates for the upper or lower bounds are also presented. These estimates can be sharp or qualitatively sharp, which did not happen before in using Cheeger’s technique.

3 New picture of ergodic theory

3.1 Importance of the inequalities

Let \( (P_t)_{t \geq 0} \) be the semigroup determined by the symmetric form \( (D, \mathcal{D}(D)) \). Then, various applications of the inequalities are based on the following result.

**Theorem.**

1. Let \( V(P_t f) \leq V(f) \) for all \( t \geq 0 \) and \( f \in L^2(\pi) \) (which is automatic when \( V(f) = \|f\|^2 \)). Then Liggett-Stroock inequality implies that

\[
\text{Var}(P_t f) \leq CV(f)/t^{q-1}, \quad t > 0.
\]

(14)

2. Conversely, \( (14) \implies \) Liggett-Stroock inequality.

3. Poincaré inequality \( \iff \text{Var}(P_t f) \leq \text{Var}(f) \exp[-2\lambda t] \).
Note that $\text{Var}(P_t f) = \| P_t f - \pi(f) \|^2$. Therefore, the above inequalities describe some type of $L^2$-ergodicity of the semigroup $(P_t)_{t \geq 0}$. In particular, we call (14) $L^2$-algebraic convergence. These inequalities have become powerful tools in the study on infinite-dimensional mathematics (phase transitions, for instance) and the effectiveness of random algorithms.

### 3.2 Three traditional types of ergodicity

In the study of Markov processes, the following three types of ergodicity are well known.

**Ordinary ergodicity:**
\[
\lim_{t \to \infty} \| p_t(x, \cdot) - \pi \|_{\text{Var}} = 0
\]

**Exponential ergodicity:**
\[
\| p_t(x, \cdot) - \pi \|_{\text{Var}} \leq C(x) e^{-ct}
\]

**Strong ergodicity:**
\[
\lim_{t \to \infty} \sup_x \| p_t(x, \cdot) - \pi \|_{\text{Var}} = 0
\]

where $p_t(x, dy)$ is the transition function of the Markov process and $\| \cdot \|_{\text{Var}}$ is the total variation norm. They obey the following relation: Strong ergodicity $\Rightarrow$ Exponential ergodicity $\Rightarrow$ Ordinary ergodicity. Now, it is natural to ask the following question. Does there exist any relation between the above inequalities and the traditional three types of ergodicity?

### 3.3 New picture of ergodic theory

**Theorem**[16],[19],[20]. For reversible Markov chains, we have the following diagram:

\[
\begin{array}{c}
\text{Nash inequality} \\
\downarrow \\
\text{Log. Sobolev inequality} \quad \Leftrightarrow \quad \text{Strong ergodicity} \\
\downarrow \\
\text{Poincaré inequality} \quad \Leftrightarrow \quad \text{exponential ergodicity} \\
\downarrow \\
L^2\text{-algebraic ergodicity} \\
\downarrow \\
\text{Ordinary ergodicity}
\end{array}
\]

where $L^2\text{-algebraic ergodicity}$ means that (14) holds for some $V$ having the properties: $V$ is homogeneous of degree two, $V(f) < \infty$ for all functions $f$ with finite support.

**Comments.**

1. The diagram is complete in the following sense. Each single-side implication can not be replaced by double-sides one. Moreover, strong ergodicity and logarithmic Sobolev inequality are not comparable.

2. The application of the diagram is obvious. For instance, one obtains immediately some criteria (which are indeed new) for Poincaré inequality to be held from the well-known criteria for the exponential ergodicity. On the other hand, by using the estimates obtained from the study on Poincaré inequality, one may estimate exponentially ergodic convergence rate (for which, the knowledge is still very limited).
(3) Except the equivalence, all the implications in the diagram are suitable for more general Markov processes. The equivalence in the diagram should be also suitable for more Markov processes but it may be false in the infinite-dimensional situation.

(4) No doubt, the diagram extends the ergodic theory of Markov processes.
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Part I. Background

1. Definition. Consider a birth-death process with state space \( E = \{0, 1, 2, \cdots \} \) and \( Q \)-matrix

\[
Q = (q_{ij}) = \begin{pmatrix}
-b_0 & b_0 & 0 & 0 & \cdots \\
0 & -a_1 - b_1 & b_1 & 0 & \cdots \\
0 & a_2 & -(a_2 + b_2) & b_2 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{pmatrix}
\]

where \( a_k, b_k > 0 \). Since the sum of each row equals 0, we have \( Q1 = 0 = 0 \cdot 1 \). This means that the \( Q \)-matrix has an eigenvalue 0 with eigenvector 1. Next, consider the finite case, \( E_n = \{0, 1, \cdots, n\} \). Then, the eigenvalues of \(-Q\) are discrete:

\[
0 = \lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_n.
\]
Hence, there is a gap between $\lambda_0$ and $\lambda_1$:

$$\text{gap } (Q) := \lambda_1 - \lambda_0 = \lambda_1.$$ 

In the infinite case, the gap can be 0. Certainly, one can consider the self-adjoint elliptic operators in $\mathbb{R}^d$ or the Laplacian $\Delta$ on manifolds or an infinite-dimensional operator as in the study of interacting particle systems. In the last case, the operator depends on a parameter $\beta$. For different $\beta$, the system has completely different behavior.

2. Applications.

(1) Phase Transitions. In the study of interacting particle systems, a physical model is described by a Markov process with semigroup $\{P_t\}_{t \geq 0}$ (depending on temperature $1/\beta$) having stationary distribution $\pi$. Let $L^2(\pi)$ be the usual $L^2$-space with norm $\| \cdot \|$.

The picture means that in higher temperature (small $\beta$), the corresponding semigroup $\{P_t\}_{t \geq 0}$ is exponentially ergodic in the $L^2$-sense:

$$\| P_t f - \pi(f) \| \leq \| f - \pi(f) \| e^{-\lambda_1 t};$$

where $\pi(f) = \int f d\pi$, with the largest rate $\lambda_1$ and when the temperature goes to the critical value $1/\beta_c$, the rate will go to zero. This provides a way to describe the phase transitions and it is now an active research field. The next application we would like to mention is

(2) Markov chains Monte Carlo (MCMC). Consider a function with several local minimums. The usual algorithms go at each step to the place which decreases the value of the function. The problem is that one may pitfall into a local trap.

The MCMC algorithm avoids this by allowing some possibility to visit other places, not only towards to a local minimum. The random algorithm consists of
two steps. a) Construct a distribution according to the local minimums in terms of Gibbs principle. b) Construct a Markov chain with the stationary distribution. The idea is great since it reduces some NP-problems to the P-problems in computer sciences. The effectiveness of a random algorithm is determined by $\lambda_1$ of the Markov chain. Refer to Sinclair (1993) for further information.

Since the spectral theory is a central part in each branch of mathematics and the first non-trivial eigenvalue is the leading term of the spectrum, it should not be surprising that the study of $\lambda_1$ has a very wider range of applications.

3. Difficulty.

We have seen the importance of the topic but it is extremely difficult. To get some concrete feeling, let us look at the following examples.

a) Consider birth-death processes with finite state space. It is trivial when $E = \{0, 1\}$, $\lambda_1 = a_1 + b_0$. The result is very nice since the increase of either $a_1$ or $b_0$ will increase $\lambda_1$. If we go one more step, $E = \{0, 1, 2\}$, then we have four parameters $b_0, b_1$ and $a_1, a_2$ only and

$$\lambda_1 = 2^{-1} \left[ a_1 + a_2 + b_0 + b_1 - \sqrt{(a_1 - a_2 + b_0 - b_1)^2 + 4a_1b_1} \right].$$

Now, the role for $\lambda_1$ played by the parameters becomes ambiguous.

Next, consider the infinite state space. Denote by $g$ and $D(g)$ respectively the eigenfunction of $\lambda_1$ and the degree of $g$.

<table>
<thead>
<tr>
<th>$b_i$</th>
<th>$a_i$</th>
<th>$\lambda_1$</th>
<th>$D(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i + 1$</td>
<td>$2i$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$i + 1$</td>
<td>$2i + 3$</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

The change of the death rate from $2i$ to $2i + 3$ leads to the change of $\lambda_1$ from one to two. More surprisingly, the eigenfunction $g$ is changed from linear to quadratic.

b) Consider diffusions with operator

$$L = a(x) \frac{d^2}{dx^2} + b(x) \frac{d}{dx}.$$ 

The state space for the first row below is the full line and for the last two rows is the half line $[0, \infty)$ with reflection boundary.

<table>
<thead>
<tr>
<th>$a(x)$</th>
<th>$b(x)$</th>
<th>$\lambda_1$</th>
<th>$D(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-x$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$-x$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>$-(x + 1)$</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

From these, one sees that the eigenvalue $\lambda_1$ is very sensitive and the relation between $\lambda_1$ and the coefficients $(a_i, b_i)$ or $(a(x), b(x))$ can not be very simple.
PART II. NEW VARIATIONAL FORMULA, COUPLING METHOD

In the first two sections below, we introduce some variational formulas of $\lambda_1$ for diffusion on half line or for birth-death processes. The mathematical tool used to derive the formulas is the couplings which are explained in Sections 3, 5 and 6. The key proof is sketched in Section 4.

1. Diffusion in half line. Consider the differential operator $L = a(x)\frac{d^2}{dx^2} + b(x)\frac{d}{dx}$ on the interval $[0, D)$ ($D \leq \infty$) with Neumann boundary condition. Suppose that $a(x) > 0$ everywhere and $Z := \int_0^D \frac{dx}{a(x)} \exp[C(x)] < \infty$, where $C(x) = \int_0^x \frac{b(u)}{a(u)} du$. Set $\pi(dx) = \frac{1}{Za(x)} \exp[C(x)]dx$. On $L^2(\pi)$, the operator $L$ has again a trivial eigenvalue $\lambda_0 = 0$, we are now interested in the nearest eigenvalue $\lambda_1$; that is, the smallest $\lambda$ such that $Lf = -\lambda f$ for some non-constant $f$. A classical variational characterization (the Min-Max theorem) is as follows.

$$\lambda_1 = \inf \{ D(f) : f \in C^1[0, D], \pi(f) = 0 \text{ and } \pi(f^2) = 1 \},$$  \hspace{1cm} (2.1)

where

$$D(f) = \int_0^D a(x)f'(x)^2\pi(dx)$$

and $\pi(f) = \int f \pi(dx)$. Actually, this formula is valid in completely general situation (refer to [Chen (1992); Chapter 9] for instance). The formula is especially powerful for an upper estimate of $\lambda_1$ since every function $f$ with $\pi(f) = 0$ and $\pi(f^2) = 1$ gives us an upper bound.

**Theorem 2.1** [Chen & Wang (1997b)]. Let

$$\mathcal{F} = \{ f : f' > 0 \text{ on } (0, D) \text{ and } \pi(f) \geq 0 \}.$$  

Then, we have

$$\lambda_1 \geq \sup_{f \in \mathcal{F}} \inf_{x \in (0, D)} \left\{ \frac{e^{-C(x)}}{f'(x)} \int_x^D \frac{f(u)e^{C(u)}}{a(u)} du \right\}^{-1}. \hspace{1cm} (2.2)$$

Moreover, the equality holds once the equation $af'' + bf' = -\lambda_1 f$ has a non-constant solution $f \in C^2[0, D]$ with $f'(0) = 0$ and $f'(D) = 0$ when $D < \infty$.

The formula (2.2) is a dual of (2.1) in the sense that the “inf” in (2.1) is replaced with “sup” in (2.2). It is now quite easy to get a meaningful lower bound of $\lambda_1$ by applying (2.2) to a suitable test function $f \in \mathcal{F}$. Note that there is no common point between (2.1) and (2.2). This explains the reason why such a simple result has not appeared before even though the topic is treated in almost every textbook on differential equations.

2. Markov chains. Here we consider only a special case.
Theorem 2.2 \[\text{(Chen (1996, 1999))}\]. Let \( E = \{0, 1, 2, \ldots, N\}, N \leq \infty, \)
\[ q_{i,i+1} = b_i > 0 \ (0 \leq i \leq N - 1), \quad q_{i,i-1} = a_i > 0 \ (1 \leq i \leq N) \]
and \( q_{ij} = 0 \) for other \( i \neq j \). Denote by \( W \) the set of all strictly increasing sequence \( (w_i) \) with \( \sum_{i=0}^{N} \mu_i w_i \geq 0 \) and define
\[ I_i(w) = \frac{1}{b_i \mu_i (w_{i+1} - w_i)} \sum_{j=i+1}^{N} \mu_j w_j, \quad 0 \leq i \leq N - 1, \]
where
\[ \mu_0 = 1, \quad \mu_n = b_0 \cdots b_{n-1}/a_1 \cdots a_n, \quad 1 \leq n \leq N. \]
Then, we have
\[ \lambda_1 = \sup_{w \in W} \inf_{0 \leq i \leq N-1} I_i(w)^{-1}. \]

We now turn to discuss the trilogy of couplings: The Markovian coupling, the optimal Markovian coupling and the construction of distances for couplings.

3. Markovian couplings.
We concentrate on diffusions since the story for Markov chains is similar. Given an elliptic operator in \( \mathbb{R}^d \)
\[ L = \sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{d} b_i(x) \frac{\partial}{\partial x_i}. \]
An elliptic (may be degenerated) operator \( \tilde{L} \) on the product space \( \mathbb{R}^d \times \mathbb{R}^d \) is called a coupling of \( L \) if it satisfies the following marginality:
\[ \tilde{L} f(x, y) = L f(x) \ \text{(resp.} \ \tilde{L} f(x, y) = L f(y)), \quad f \in C^2_b(\mathbb{R}^d), x \neq y, \]
where on the left-hand side, \( f \) is regarded as a bivariate function. From this, it is clear that the coefficients of any coupling operator \( \tilde{L} \) should be of the form
\[ a(x, y) = \begin{pmatrix} a(x) & b(x) \\ c(x, y) & c(y) \end{pmatrix}, \quad b(x, y) = \begin{pmatrix} b(x) \\ b(y) \end{pmatrix}. \]
This condition and the non-negative definite property of \( a(x, y) \) consist of the marginality of \( \tilde{L} \) in the context of diffusions. Obviously, the only freedom is the choice of \( c(x, y) \).

Three examples:
(1) Classical coupling. \( c(x, y) \equiv 0, x \neq y. \)
(2) March coupling (Chen and Li(1989)). Let \( a(x) = \sigma(x)^2 \). Take \( c(x, y) = \sigma(x)\sigma(y) \).
(3) Coupling by reflection. Set \( \bar{u} = (x - y)/|x - y| \) and take
\[ c(x, y) = \sigma(x) \left[ \sigma(y) - 2 \frac{\sigma(y)^{-1} \bar{u} \bar{u}^*}{|\sigma(y)^{-1} \bar{u}|^2} \right], \ \text{det} \sigma(y) \neq 0, \ x \neq y \ \text{[Lindvall & Rogers (1986)]} \]
\[ c(x, y) = \sigma(x) \left[ I - 2\bar{u} \bar{u}^* \sigma(y) \right], \ x \neq y \ \text{[Chen & Li (1989)]}. \]
In the case that $x = y$, the first and the third ones are defined to be the same as the second one. Each coupling has its own character. A nice way to interpret the first coupling is to use a Chinese idiom: fall in love at first sight. The word “march” is a Chinese command to soldiers to start marching. We are now ready to talk about

4. Sketch of the main proof (Chen & Wang (1993)).

Here we adopt the analytic language. Given a self-adjoint elliptic operator $L$, denote by $\{P_t\}_{t \geq 0}$ the semigroup determined by $L$: $P_t = e^{tL}$. Corresponding to $e^{tL}$, we have $\{e^{t}P_t\}_{t \geq 0}$. The coupling simply means that

$$
P_t f(x, y) = P_t f(x) \quad \text{(resp. } \ P_t f(x, y) = P_t f(y)\text{)}$$

for all $f \in C^2_b(\mathbb{R}^d)$ and all $(x, y) \ (x \neq y)$, where on the left-hand side, $f$ is again regarded as a bivariate function.

**Step 1.** Let $g$ be an eigenfunction of $-L$ corresponding to $\lambda_1$. By the standard differential equation of the semigroup, we have

$$
\frac{d}{dt} P_t g(x) = P_t L g(x) = -\lambda_1 P_t g(x).
$$

Solving this ordinary differential equation in $P_t g(x)$ for fixed $g$ and $x$, we obtain

$$
P_t g(x) = g(x) e^{-\lambda_1 t}.
$$

**Step 2.** Consider compact space. Then $g$ is Lipschitz with respect to the distance $\rho$. Denote by $c_g$ the Lipschitz constant. Now, the main condition we need is the following:

$$
\rho(x, y) \leq \rho(x, y) e^{-\alpha t}.
$$

This condition is implied by

$$
\tilde{L} \rho(x, y) \leq -\alpha \rho(x, y), \quad x \neq y
$$

(cf. Lemma A6). Setting $g_1(x, y) = g(x)$ and $g_2(x, y) = g(y)$, we obtain

$$
e^{-\lambda_1 t} |g(x) - g(y)| = |P_t g(x) - P_t g(y)| \quad \text{(by (2.4))}
= |\tilde{P}_t g_1(x, y) - \tilde{P}_t g_2(x, y)| \quad \text{(by (2.3))}
\leq \tilde{P}_t |g_1 - g_2|(x, y)
\leq c_g \tilde{P}_t \rho(x, y) \quad \text{(Lipschitz property)}
\leq c_g \rho(x, y) e^{-\alpha t} \quad \text{(by (2.5)).}
$$

Letting $t \to \infty$, we must have $\lambda_1 \geq \alpha$. 

The proof is unbelievably straightforward. It is universal in the sense that it works for general Markov processes. A good point in the proof is the use of eigenfunction so that we can achieve the sharp estimates. On the other hand, it is crucial that we do not need too much knowledge about the eigenfunction, otherwise, there is no hope to work out since the eigenvalue and its eigenfunction are either known or unknown simultaneously. Except the Lipschitz property of $g$ with respect to the distance, which can be avoided by using a localizing procedure for the non-compact case, the key of the proof is clearly the condition (2.6). For this, one needs not only a good coupling but also a good choice of the distance.
5. Optimal Markovian Coupling.

Since there are infinitely many choices of coupling operators, it is natural to ask the following questions: Does there exist an optimal one? Then, in what sense of optimality we are talking about?

**Definition 2.3 [Chen (1994)].** Let \((E, \rho, \mathcal{E})\) be a metric space. A coupling operator \(L\) is called \(\rho\)-optimal if

\[
\mathcal{L} \rho(x_1, x_2) = \inf_{\tilde{L}} \tilde{L} \rho(x_1, x_2) \quad \text{for all } x_1 \neq x_2,
\]

where \(\tilde{L}\) varies over all coupling operators.

To construct an optimal Markovian coupling is not an easy job even though there is often no problem for the existence. Here, we mention a special case only.

**Theorem 2.4 [Chen (1994)].** Let \(f \in C^2(\mathbb{R}_+; \mathbb{R}_+)\) with \(f(0) = 0\) and \(f' > 0\). Suppose that \(a(x) = \varphi(x)\sigma^2\) for some positive function \(\varphi\), where \(\sigma\) is constant matrix with \(\det \sigma > 0\).

1. If \(\rho(x, y) = f(|\sigma^{-1}(x - y)|)\) with \(f'' \leq 0\), then the coupling by reflection is \(\rho\)-optimal. That is, \(c(x, y) = \sqrt{\varphi(x)|\sigma^2 - 2\bar{u}\bar{u}^*/|\sigma^{-1}\bar{u}|^2|}\sqrt{\varphi(y)}\).
2. If \(\rho(x, y) = f(|\sigma^{-1}(x - y)|)\) with \(f'' \geq 0\), then the march coupling is \(\rho\)-optimal. That is, \(c(x, y) = \sqrt{\varphi(x)\sigma^2}\sqrt{\varphi(y)}\).
3. If \(d = 1\) and \(\rho(x, y) = |x - y|\), then all the three couplings mentioned above are \(\rho\)-optimal.

Note that in case (2), \(\rho\) may not be a distance but the definition of \(\rho\)-optimal coupling is still meaningful.


In view of the above theorem, one sees that the optimal coupling depends heavily on \(\rho\) and furthermore, even for a fixed optimal coupling, there is still a large class of \(\rho\) can be chosen, for which, the resulting estimate of \(\alpha\) given in (2.6) may be completely different. For instance, the sharp estimates for the Laplacian on manifolds can not be achieved if one restricted to the Riemannian distance only. Thus, the construction of the distances plays a key role in the application of our coupling approach. However, we now have a unified construction for the distance \(\rho\) used for three classes of processes. Here, we write down the answer for diffusions in half line only.

\[
g(r) = \int_0^r e^{-C(s)} ds \int_s^\infty \frac{f(u)e^{C(u)}}{a(u)} du, \quad f \in \mathcal{F}, \quad \rho(x, y) = |g(x) - g(y)|.
\]

The idea of finding these distances was explained step by step in the survey article [Chen, 1997] which contains much more materials. For instance, the geometric aspect of the study was discussed there but is not touched here. This construction of distances consists of the last part of the trilogy of couplings.

To conclude this part, we introduce a direct, analytic proof of Theorem 2.1. However, there is still no at the moment such a simple proof in the higher-dimensional situation.
7. Analytic proof of Theorem 2.1[Chen (1999a)]. a) Set

\[ I(f)(x) = \frac{e^{-C(x)}}{f'(x)} \int_x^D f(u) e^{C(u)} a(u) \, du. \]

Let \( g \in C^1[0, D] \) with \( \pi(g) = 0 \) and \( \pi(g^2) = 1 \). Then for every \( f \in \mathcal{F} \), we have

\[
1 = \frac{1}{2} \int_0^D \pi(dx) \pi(dy) [g(y) - g(x)]^2 \\
= \int_{\{x \leq y\}} \pi(dx) \pi(dy) \left( \int_x^y g'(u) \sqrt{f'(u)} \sqrt{f'(u)} \, du \right)^2 \\
\leq \int_{\{x \leq y\}} \pi(dx) \pi(dy) \int_x^y g'(u)^2 f'(u)^{-1} \, du \int_x^y f'(\xi) \, d\xi \\
\quad \text{(by Cauchy-Schwarz inequality)} \\
= \int_{\{x \leq y\}} \pi(dx) \pi(dy) \int_x^y a(u) g'(u)^2 \frac{e^{-C(u)}}{a(u)f'(u)} \, du \left[ f(y) - f(x) \right] \\
= \int_0^D a(u) g'(u)^2 \pi(du) \int_0^u \pi(dx) \int_u^D \pi(dy) \left[ f(y) - f(x) \right]. \tag{2.7}
\]

But

\[
\int_0^u \pi(dx) \int_u^D \pi(dy) \left[ f(y) - f(x) \right] \\
= \int_0^u \pi(dx) \int_u^D f(y) \pi(dy) \, dx - \int_0^u \pi(dx) \int_u^D f(x) \pi(dx) \\
= \int_0^D f(y) \pi(dy) - \int_0^u \int_0^D f(y) \pi(dy) \, dx - \int_0^u \pi(dx) \int_0^D f(y) \pi(dy) \\
= \int_0^D f(y) \pi(dy) - \left[ \int_0^D \pi(dx) \right] \int_0^D f(y) \pi(dy) \\
\leq \int_0^D f(y) \pi(dy) \quad \text{(since } \pi(f) \geq 0\text{)} \\
= \frac{1}{Z} \int_0^D \frac{f(y) e^{C(y)}}{a(y)} \, dy.
\]

Combining this with (2.7), we obtain

\[
\int_0^D a(x) g'(x)^2 \pi(dx) \geq \inf_{x \in (0, D)} I(f)(x)^{-1}.
\]

Then (2.2) follows by making infimum over \( g \) and then supremum over \( f \in \mathcal{F} \).

b) The proof of the last assertion of Theorem 2.1 is more technical. Refer to [Chen & Wang (1997b)] and [Chen (1999a)]. \[\Box\]
PART III. POINCARÉ INEQUALITY, CHEEGER’S METHOD

Let $(E, \mathcal{E}, \pi)$ be a probability space. Suppose that $\{(x, x) : x \in E\} \in \mathcal{E}$. Denote by $L^2(\pi)$ the usual real $L^2$-space with norm $\| \cdot \|$. Consider the symmetric form $(D, \mathcal{D}(D))$: its diagonal element is

$$D(f) := D(f, f) = \frac{1}{2} \int_{E \times E} J(dx, dy)[f(y) - f(x)]^2$$

where $J$ is a non-negative, symmetric measure having no charge on the diagonal set $\{(x, x) : x \in E\}$. A typical example in our mind is the reversible jump process with $q$-pair $(q(x), q(x, dy))$ and reversible measure $\pi$. Then $J(dx, dy) = \pi(dx)q(x, dy)$. More especially, for a reversible $Q$-matrix $Q = (q_{ij})$ with reversible measure ($\pi_i > 0$), we have density $J_{ij} = \pi_i q_{ij} (j \neq i)$ with respect to the counting measure. The domain of $D$ is taken to be the maximal one:

$$\mathcal{D}(D) = \{f \in L^2(\pi) : D(f) < \infty\}.$$  

Since $D(1) = 0$, we have the trivial eigenvalue $\lambda_0 := \inf\{D(f) : \|f\| = 1\} = 0$.

We are now interested in the first non-trivial eigenvalue $\lambda_1 := \inf\{D(f) : \pi(f) = 0, \|f\| = 1\}$, where $\pi(f) = \int f d\pi$. It is also called the spectral gap of the form $(D, \mathcal{D}(D))$. In other words, we are interested in

**Poincaré inequality:** \hspace{1cm} $\text{Var}(f)(=\|f - \pi(f)\|^2) \leq \lambda_1^{-1}D(f), \quad f \in L^2(\pi)$.

The first key idea is bounding the symmetric measure $J$. For this, choose a non-negative, symmetric measurable function $r(x, y)$ such that

$$J^{(1)}(dx, E)/\pi(dx) \leq 1, \quad \pi\text{-a.s.}\quad (3.2)$$

where

$$J^{(\alpha)}(dx, dy) := I_{(r(x, y) > \alpha)} \frac{J(dx, dy)}{r(x, y)^\alpha}, \quad \alpha > 0.$$  

Throughout the paper we adopt the convention $r^0 = 1$ for all $r \geq 0$. Thus, when $\alpha = 0$, we return to the original form $J^{(0)} = J$. For jump process with $q$-pair $(q(x), q(x, dy))$, one simply takes $r(x, y) = q(x) \lor q(y)$. We can now define a new type of Cheeger’s constant as follows.

$$k^{(\alpha)} = \inf_{\pi(A) \in (0, 1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A)} = \inf_{\pi(A) \in (0, 1/2]} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A)}.$$  

Now, here is one of our main results.

**Theorem 3.1** [Chen & Wang (1998)]. Under (3.2), we have

$$\lambda_1 \geq k^{(1/2)} \left[1 + \sqrt{1 - k^{(1)}}\right].$$

The following simple consequence illustrates the application of the theorem. It has already contained a large number of non-trivial examples.
Corollary 3.2 \cite{Chen & Wang (1998)}. Let $j(x, y)$ be a non-negative, symmetric function with $j(x, x) = 0$ and $j(x) := \int j(x, y) \pi(\text{d}y) < \infty$ for all $x \in E$. Then, for the symmetric form $J(dx, dy) := j(x, y)\pi(dx)\pi(dy)$, we have

$$\lambda_1 \geq \frac{1}{8} \inf_{x \neq y} \frac{j(x, y)^2}{j(x) \lor j(y)}.$$

Proof. Note that

$$k^{(\alpha)} = \inf_{\pi(A) \in (0, 1/2]} \frac{1}{\pi(A)} \int_{A \times A^c} \frac{j(x, y)}{[j(x) \lor j(y)]^\alpha} \pi(dx)\pi(dy) \geq \inf_{x \neq y} \frac{j(x, y)}{[j(x) \lor j(y)]^\alpha} \inf_{\pi(A) \in (0, 1/2]} \pi(A^c) \geq \frac{1}{2} \inf_{x \neq y} \frac{j(x, y)}{[j(x) \lor j(y)]^\alpha}.$$

The conclusion follows from Theorem 3.1 immediately.

The proof of Theorem 3.1 is based on Cheeger’s idea. That is, estimate $\lambda_1$ in terms of $\lambda_0$ for a more general symmetric form

$$D(f) = \frac{1}{2} \int_{E \times E} J(dx, dy)[f(y) - f(x)]^2 + \int_E K(dx)f(x)^2,$$

(3.3)

where $K$ is a non-negative measure on $(E, \mathcal{E})$. The study on $\lambda_0$ is meaningful since $D(1) \neq 0$ whenever $K \neq 0$. It is called Dirichlet eigenvalue of $(D, \mathcal{D}(D))$. Thus, in what follows, when dealing with $\lambda_0$ (resp., $\lambda_1$), we consider only the symmetric form given by (3.3) (resp., (3.1)). Instead of (3.2), we now require that

$$[J^{(1)}(dx, E) + K^{(1)}(dx)]/\pi(dx) \leq 1, \quad \pi\text{-a.s},$$

(3.4)

where $J^{(\alpha)}$ is the same as before and

$$K^{(\alpha)}(dx) = I_{s(x)^{\alpha} > 0} K(dx)/s(x)^\alpha$$

for some non-negative function $s(x)$. Next, define

$$h^{(\alpha)} = \inf_{\pi(A) > 0} [J^{(\alpha)}(A \times A^c) + K^{(\alpha)}(A)]/\pi(A).$$

Theorem 3.3 \cite{Chen & Wang (1998)}. For the symmetric form given by (3.3), under (3.4), we have

$$\lambda_0 \geq h^{(1/2)} \left/ \left[ 1 + \sqrt{1 - h^{(1)}} \right] \right..$$

Proof. a) First, we express $h^{(\alpha)}$ by the following functional form

$$h^{(\alpha)} = \inf \left\{ \frac{1}{2} \int J^{(\alpha)}(dx, dy)[f(x) - f(y)] + K^{(\alpha)}(f) : f \geq 0, \pi(f) = 1 \right\}.$$
By setting \( f = I_A/\pi(A) \), one returns to the original set form of \( h^{(\alpha)} \). For the reverse assertion, simply consider the set \( A_\gamma = \{ f > \gamma \} \) for \( \gamma \geq 0 \). The proof is also not difficult:

\[
\int_{\{ f(x) > f(y) \}} J^{(\alpha)}(dx, dy) [f(x) - f(y)] + K^{(\alpha)}(f)
\]

\[
= \int_0^\infty d\gamma \left\{ J^{(\alpha)}(\{ f(x) > \gamma \geq f(y) \}) + K^{(\alpha)}(\{ f > \gamma \}) \right\}
\]

\[
= \int_0^\infty [J^{(\alpha)}(A_\gamma \times A_\gamma^c) + K^{(\alpha)}(A_\gamma)] d\gamma
\]

\[
\geq h^{(\alpha)} \int_0^\infty \pi(A_\gamma) d\gamma
\]

\[
= h^{(\alpha)} \pi(f).
\]

The appearance of \( K \) makes the notations heavier. To avoid this, one may enlarge the state space to \( E^* = E \cup \{ \infty \}. \) Regarding \( K \) as a killing measure on \( E^* \), the form \( D(f, g) \) can be extended to the product space \( E^* \times E^* \) but expressed by using a symmetric measure \( J^* \) only. At the same time, one can extend \( f \) to a function \( f^* \) on \( E^* : f^* = f I_E \). Then, we have

\[
h^{(\alpha)} = \inf \left\{ \frac{1}{2} \int_{E^* \times E^*} J^{(\alpha)}(dx, dy) [f^*(x) - f^*(y)]^2 : f^* \geq 0, \pi(f) = 1 \right\}.
\]

However, for simplicity, we will omit the superscript “*” everywhere.

b) Take \( f \) with \( \pi(f^2) = 1 \), by a), Cauchy-Schwarz inequality and condition (3.4), we have

\[
h^{(1)} \leq \left\{ \frac{1}{2} \int J^{(1)}(dx, dy) [f(y)^2 - f(x)^2] \right\}^2
\]

\[
\leq \frac{1}{2} D^{(1)}(f) \int J^{(1)}(dx, dy) [f(y) + f(x)]^2
\]

\[
= \frac{1}{2} D^{(1)}(f) \left\{ 2 \int J^{(1)}(dx, dy) [f(y)^2 + f(x)^2] - \int J^{(1)}(dx, dy) [f(y) - f(x)]^2 \right\}
\]

\[
\leq D^{(1)}(f) \left[ 2 - D^{(1)}(f) \right].
\] (3.5)

Solving this quadratic inequality in \( D^{(1)}(f) \), one obtains \( D^{(1)}(f) \geq 1 - \sqrt{1 - h^{(1)}^2} \).

c) Repeating the above proof but by a more careful use of Cauchy-Schwarz inequality, we obtain

\[
h^{(1/2)} \leq \left\{ \frac{1}{2} \int J^{(1/2)}(dx, dy) [f(y)^2 - f(x)^2] \right\}^2
\]

\[
= \left\{ \frac{1}{2} \int J(dx, dy) [f(y) - f(x)] \cdot I_{\{r(x,y) > 0\}} \frac{|f(y) + f(x)|}{\sqrt{r(x,y)}} \right\}^2 \leq 
\]
Hence, assuming (3.6), the proof of Theorem 3.1 is easy to complete. Note that for our purpose.

It is called the Cheeger’s splitting technique. However, we are unable to prove this in the present setup. Instead, we use the following weaker result which is enough for our purpose.

\[ \lambda_1 \geq \inf_{\pi(B) \leq 1/2} \lambda_0(B). \] (3.6)

Assuming (3.6), the proof of Theorem 3.1 is easy to complete. Note that

\[ \inf_{\pi(B) \leq 1/2} h_B^{(a)} = k^{(a)}. \]

Hence

\[ \lambda_1 \geq \inf_{\pi(B) \leq 1/2} \frac{h_B^{(1/2)} 2}{1 + \sqrt{1 - h_B^{(1/2)}}}. \]

\[ \geq \inf_{\pi(B) \leq 1/2} h_B^{(1/2) 2} \]

\[ \geq \inf_{\pi(B) \leq 1/2} h_B^{(1/2)} 2 \]

\[ \geq k^{(1/2)} 2 \]

\[ = 1 + \sqrt{1 - k^{(1/2)}}. \]
c) It remains to prove (3.6). For each $\varepsilon > 0$, choose $f_\varepsilon$ with $\pi(f_\varepsilon) = 0$ and $\pi(f_\varepsilon^2) = 1$ such that $\lambda_1 + \varepsilon \geq D(f_\varepsilon)$. Next, choose $c_\varepsilon$ such that $\pi(f_\varepsilon < c_\varepsilon)$, $\pi(f_\varepsilon > c_\varepsilon) \leq 1/2$. Set $f_\varepsilon^\pm = (f_\varepsilon - c_\varepsilon)^\pm$ and $B_\varepsilon^\pm = \{f_\varepsilon^\pm > 0\}$. Then

$$
\lambda_1 + \varepsilon \geq D(f_\varepsilon)
= D(f_\varepsilon - c_\varepsilon)
= \frac{1}{2} \int J(dx, dy)[|f_\varepsilon^+(y) - f_\varepsilon^+(x)| + |f_\varepsilon^-(y) - f_\varepsilon^-(x)|]^2
\geq \frac{1}{2} \int J(dx, dy)(f_\varepsilon^+(y) - f_\varepsilon^+(x))^2 + \frac{1}{2} \int J(dx, dy)(f_\varepsilon^-(y) - f_\varepsilon^-(x))^2
\geq \lambda_0(B_\varepsilon^+)\pi((f_\varepsilon^+)^2) + \lambda_0(B_\varepsilon^-)\pi((f_\varepsilon^-)^2)
\geq \inf_{\pi(B) \leq 1/2} \lambda_0(B)\pi((f_\varepsilon^+)^2) + \lambda_0(B)\pi((f_\varepsilon^-)^2)
= (1 + c_\varepsilon^2) \inf_{\pi(B) \leq 1/2} \lambda_0(B)
\geq \inf_{\pi(B) \leq 1/2} \lambda_0(B).
$$

Because $\varepsilon$ is arbitrary, we obtain the required conclusion. \qed

**Part IV. Existence Criterion of Spectral Gap**

For compact state space $(E, \mathcal{E})$, it is often true that $\lambda_1 > 0$. Thus, we need only to consider the non-compact case. The idea is to use the Cheeger’s splitting technique. Split the space $E$ into two parts $A$ and $A^c$. Mainly, there are two boundary conditions: Dirichlet or Neumann boundary condition, that is absorbing or reflecting at the boundary respectively. The corresponding eigenvalue problems are denoted by (D) and (N) respectively. Let $A$ be compact for a moment. Then on $A$, one should consider the problem (D). Otherwise, since $A^c$ is non-compact, the solution to problem (N) is unknown and it is indeed what we are also interested in. On $A$, we can use either of the boundary conditions. However, it is better to use the Neumann one since the corresponding $\lambda_1$ is more closer to the original $\lambda_1$ when $A$ becomes larger. In other words, we want to describe the original $\lambda_1$ in terms of the local $\lambda_1(A)$ and $\lambda_0(A^c)$.

We now state our criterion informally, which is easier to remember.
Criterion (Heuristic Description). \( \lambda_1 > 0 \) iff \( \lambda_0(A^c) > 0 \) for some compact \( A \).

Why the result can be regarded as a criterion is due to the following reason. Consider a second-order differential operator \( L \) in \( \mathbb{R}^d \). Then there is a variational formula for \( \lambda_0 \):

\[
\lambda_0(A^c) = \sup_{\varphi \geq 0} \inf_{A^c} (-L \varphi)/\varphi.
\]

Moreover, \( \lambda_0 > 0 \) iff the Maximum Principle holds. Thus, ones have a lot of knowledge about \( \lambda_0 \). The conclusion also works for other types of Markov processes.

To present a precise description of the criterion, we restrict ourselves to the symmetric form studied above.

Define another local form as follows.

\[
D_B^{(\alpha)}(f) = \frac{1}{2} \int_{B \times B} J^{(\alpha)}(dx, dy)[f(y) - f(x)]^2.
\]

The corresponding spectral gap is denoted by \( \lambda_1(B) \). Note that in the result below, we use \( \lambda_1(B) \) rather than \( \lambda_1(A) \) mentioned above the heuristic description.

**Theorem 4.1** [Chen & Wang (1998)]. Consider the form given by (3.1). For any \( A \subset B \) with \( 0 < \pi(A), \pi(B) < 1 \), we have

\[
\frac{\lambda_0(A^c)}{\pi(A)} \geq \lambda_1 \geq \frac{\lambda_1(B)[\lambda_0(A^c)\pi(B) - 2M_A\pi(B^c)]}{2\lambda_1(B) + \pi(B)^2[\lambda_0(A^c) + 2M_A]}, \tag{4.1}
\]

where \( M_A = \text{ess sup}_{x \in A} J(dx, A^c)/\pi(dx) \).

As we mentioned before, usually, \( \lambda_1(B) > 0 \) for all compact \( B \). Hence the result means, as stated in the heuristic description, that \( \lambda_1 > 0 \) iff \( \lambda_0(A^c) > 0 \) for some compact \( A \), because we can first fix such an \( A \) and then make \( B \) large enough so that the right-hand side of (4.1) becomes positive.

**Proof of Theorem 4.1.** Let \( f \) satisfy \( \pi(f) = 0 \) and \( \pi(f^2) = 1 \). Our aim is to bound \( D(f) \) in terms of \( \lambda_0(A^c) \) and \( \lambda_1(B) \).

a) First, we use \( \lambda_1(B) \).

\[
D(f) \geq D_B(fI_B) \geq \lambda_1(B)\pi(B)^{-1}[\pi(f^2I_B) - \pi(B)^{-1}(fI_B)^2]
= \lambda_1(B)\pi(B)^{-1}[\pi(f^2I_B) - \pi(B)^{-1}(fI_B)^2]. \tag{4.2}
\]

Here in the last step, we have used \( \pi(f) = 0 \).

b) Next, we use \( \lambda_0(A^c) \). We need the following elementary inequality

\[
|(fI_{A^c})(x) - (fI_{A^c})(y)| \leq |f(x) - f(y)| + I_{A \times A^c \cup A \times A}(x, y)|(fI_A)(x) - (fI_A)(y)|.
\]

Then

\[
\lambda_0(A^c)\pi(f^2I_{A^c}) \leq D(fI_{A^c})
= \frac{1}{2} \int J(dx, dy)[(fI_{A^c})(y) - (fI_{A^c})(x)]^2
\leq 2D(f) + 2 \int_{A \times A^c} J(dx, dy)[(fI_A)(y) - (fI_A)(x)]^2
\leq 2D(f) + 2M_A\pi(f^2I_A). \tag{4.3}
\]
c) Estimating the right-hand sides of (4.2) and (4.3) in terms of $\gamma := \pi(f^2I_B)$, we obtain two inequalities $D(f) \geq c_1\gamma + c_2$ and $D(f) \geq -c_3\gamma + c_4$ for some constants $c_1, c_3 > 0$.

\[ D(f) \geq \inf_{\gamma \in [0,1]} \max\{c_1\gamma + c_2, -c_3\gamma + c_4\}. \]

Clearly, the infimum is achieved at $\gamma_0$, which is the intersection of the two lines $\Gamma_1$ and $\Gamma_2$ in $\{\cdots\}$. Then, the required lower bound of $\lambda_1$ is given by $c_1\gamma_0 + c_2$. 

**PART V. LOGARITHMIC SOBOLEV INEQUALITY AND NASH INEQUALITY**

In this part, we adopt again the Cheeger’s method to study the following two inequalities.

**Logarithmic Sobolev inequality**: $\pi(f^2 \log f^2/\|f\|^2) \leq 2\sigma^{-1}D(f), \ f \in L^2(\pi)$.

**Nash inequality**: $\text{Var}(f) = \|f - \pi(f)\|^2 \leq \eta^{-1}D(f)^{1/p}\|f\|^{2/q}, \ f \in L^2(\pi)$.

In order to get the ideas quickly, here we discuss only some weaker results and leave the general results to the original papers [Chen (1999 b, c)] and [Wang (1998b)]. There are plenty of publications for the logarithmic Sobolev inequality in the context of diffusions which are not touched here. Refer to Chen & Wang (1997), Wang (1998a) and Wang (1999) for the statue of the present study, related topics and further references.

1. **Logarithmic Sobolev inequality.**

**Theorem 5.1** [Chen (1999c)]. We have

\[ 2\kappa \geq \sigma \geq \frac{2\lambda_1\kappa^{(1/2)}}{\sqrt{\lambda_1(2 - \lambda_1^{(1)}) + 3\kappa^{(1/2)}}} \geq \frac{1}{8}\kappa^{(1/2)^2}, \]

where

\[ \kappa^{(\alpha)} = \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \log \pi(A)} \]

and

\[ \lambda_1^{(\alpha)} = \inf\{D^{(\alpha)}(f) : \pi(f) = 0, \|f\| = 1\}. \]
Proof. The proof is partially due to F. Y. Wang. To get the upper bound, simply apply the inequality to the test function $f = 1_A / \sqrt{\pi(A)}$, $\pi(A) \in (0, 1)$. To prove the lower bound, let $\pi(f) = 0$ and $\|f\| = 1$.

a) Set $\varepsilon = \sqrt{2 - \lambda_1^{(1)}} / [2\kappa^{(1/2)}]$ and $E(f) = \pi(f^2 \log f^2)$. Then, it can be proved that

$$E(f) \leq 2\varepsilon \sqrt{D(f)} + 1.$$  \hspace{1cm} (5.1)

Actually, one shows first that

$$I := \frac{1}{2} \int J^{(1/2)}(dx, dy)|f(y)^2 - f(x)^2| \leq \sqrt{(2 - \lambda_1^{(1)}) D(f)}.$$  \hspace{1cm} (5.2)

The proof is standard as used before (cf. (3.5)). Next, set $A_t = \{ f^2 > t \}$ and prove that

$$I \geq \kappa^{(1/2)}[E(f) - 1].$$  \hspace{1cm} (5.3)

The proof goes as follows. Note that $h_t := \pi(A_t) \leq 1 \wedge t^{-1}$. We have

$$I = \int_0^\infty J^{(1/2)}(A_t \times A_t^c)dt$$

$$\geq \kappa^{(1/2)} \int_0^\infty (-h_t \log h_t)dt$$

$$\geq \kappa^{(1/2)} \int_0^\infty h_t \log t dt$$

$$= \kappa^{(1/2)} \int_0^\infty h_t (\log t + 1)dt - \kappa^{(1/2)}$$

$$= \kappa^{(1/2)} \int d\pi \int_0^{f^2} (\log t + 1)dt - \kappa^{(1/2)}$$

$$= \kappa^{(1/2)} [E(f) - 1].$$

Combining (5.2) with (5.3), we get (5.1).

b) By (5.1), we have

$$E(f) \leq 2\varepsilon \sqrt{D(f)} + 1 \leq \gamma \varepsilon D(f) + \varepsilon / \gamma + 1,$$

where $\gamma > 0$ is a constant to be specified below. On the other hand, by [Bakry (1992); Proposition 3.10], the inequality

$$\pi(f^2 \log f^2) \leq C_1 D(f) + C_2, \quad \pi(f) = 0, \quad \|f\| = 1$$  \hspace{1cm} (5.4)

implies that

$$\sigma \geq 2/[C_1 + (C_2 + 2)\lambda_1^{-1}].$$  \hspace{1cm} (5.5)

Combining these facts together, it follows that

$$\sigma \geq \frac{2}{\varepsilon \gamma + \varepsilon / \gamma + 3} / \lambda_1.$$
Maximizing the right-hand side with respect to $\gamma$, we get

$$\sigma \geq \frac{2\lambda_1\kappa^{(1/2)}}{\sqrt{(2 - \lambda_1^{(1)})\lambda_1 + 3\kappa^{(1/2)}}}. \quad (5.6)$$

On the other hand, applying Theorem 3.1 to $J^{(1)}$, we have $k^{(1/2)} = k^{(1)}$ and hence $\lambda_1^{(1)} \geq 1 - \sqrt{1 - k^{(1)^2}}$. Combining this with Theorem 3.1 and noting that $k^{(1/2)} \geq (\log 2)\kappa^{(1/2)}$, it follows that the right-hand side of (5.6) is bounded below by

$$\frac{2(\log 2)^2\kappa^{(1/2)^2}}{(\log 2 + 3)[1 + \sqrt{1 - k^{(1)^2}}]} \geq \frac{1}{8}\kappa^{(1/2)^2}. \quad \Box$$

We now introduce a more powerful result, its proof is much technical and omitted here.

**Theorem 5.2** [Chen (1999c)]. Define

$$\xi^{(\delta)} = \inf_{\pi(A) > 0} \frac{J^{(1/2)}(A \times A^c) + \delta \pi(A)}{\pi(A)\sqrt{1 - \log \pi(A)}}, \quad \delta > 0,$$

$$\xi^{(\infty)} = \lim_{\delta \to \infty} \xi^{(\delta)} = \sup_{\delta > 0} \xi^{(\delta)}$$

and

$$A(\delta) = \frac{(2 + \delta)(\lambda_1 + \delta)}{(\xi^{(\delta)})^2}.$$  

Then, we have

$$2\kappa \geq \sigma \geq \frac{2\lambda_1}{1 + 16 \inf_{\delta > 0} A(\delta)}. \quad (5.8)$$

2. Upper bounds.

The upper bound given by Theorem 5.1 is usually very rough. Here we introduce two results which are often rather effective. The results show that order one (resp., two) of exponential integrability is required for $\lambda_1 > 0$ (resp., $\sigma > 0$).

**Theorem 5.3** [Chen & Wang (1998)]. Suppose that the function $r$ used in (3.2) is $J$-a.e. positive. If there exists $\varphi \geq 0$ such that

$$\text{ess sup}_{J}|\varphi(x) - \varphi(y)|^2r(x, y) \leq 1, \quad (5.7)$$

then

$$\lambda_1 \leq \inf \left\{ \varepsilon^2/4 : \varepsilon \geq 0, \pi(e^{\varepsilon\varphi}) = \infty \right\}. \quad (5.8)$$

Consequently, $\lambda_1 = 0$ if there exists $\varphi \geq 0$ satisfying (5.8) such that $\pi(e^{\varepsilon\varphi}) = \infty$ for all $\varepsilon > 0$.

**Proof.** We need to show that if $\pi(e^{\varepsilon\varphi}) = \infty$, then $\lambda_1 \leq \varepsilon^2/4$. For $n \geq 1$, define $f_n = \exp[\varepsilon(\varphi \wedge n)/2]$. Then, we have

$$\lambda_1 \leq D(f_n)/[\pi(f_n^2) - \pi(f_n)^2]. \quad (5.9)$$
For every $m \geq 1$, choose $r_m > 0$ such that $\pi(\varphi \geq r_m) \leq 1/m$. Then
\[
\pi(I_{[\varphi \geq r_m]} f_n^2)^{1/2} \geq \sqrt{m} \pi(I_{[\varphi \geq r_m]} f_n) \geq \sqrt{m} \pi(f_n) - \sqrt{m} e^{r_m}/2.
\]
Hence
\[
\pi(f_n)^2 \leq \left[ \sqrt{\pi(f_n^2)/\sqrt{m} + e^{r_m}/2} \right]^2.
\] (5.10)

On the other hand, by Mean Value Theorem, $|e^A - e^B| \leq |A - B|e^{A \vee B} = |A - B|(e^A \vee e^B)$ for all $A, B \geq 0$. Hence
\[
D(f_n) = \frac{1}{2} \int J(dx, dy)[f_n(x) - f_n(y)]^2
\leq \frac{\varepsilon^2}{8} \int J^{(1)}(dx, dy)[\varphi(x) - \varphi(y)]^2 r(x, y) [f_n(x) \vee f_n(y)]^2
\leq \frac{\varepsilon^2}{4} \pi(f_n^2).
\] (5.11)

Noticing that $\pi(f_n^2) \uparrow \infty$, combining (5.11) with (5.9) and (5.10) and then letting $n \uparrow \infty$, we obtain $\lambda_1 \leq \varepsilon^2/[4(1 - m^{-1})]$. The proof is completed by setting $m \uparrow \infty$. □

**Theorem 5.4** [Wang (1999)]. Suppose that (5.7) holds. If $\sigma > 0$, then
\[
\pi(e^{r^2}) \leq \exp \left[ \frac{\varepsilon \pi(\varphi^2)}{1 - 2\varepsilon/\sigma} \right] < \infty, \quad \varepsilon \in [0, \sigma/2).
\]

**Proof.** a) Given $n \geq 1$, let $\varphi_n = \varphi \wedge n$, $f_n = \exp[r \varphi_n^2/2]$ and $h_n(r) = \pi(e^{r \varphi_n^2})$. Then, by (3.2), (5.7) and applying the Cauchy’s mean value theorem to the function $\exp[r x^2/2]$, we get
\[
D(f_n) = \frac{1}{2} \int J(dx, dy)[f_n(x) - f_n(y)]^2
\leq \frac{r^2}{2} \int J^{(1)}(dx, dy)[\varphi(x) - \varphi(y)]^2 r(x, y) \max \{ \varphi_n(x) f_n(x), \varphi_n(y) f_n(y) \}^2
\leq \frac{r^2}{2} \int J^{(1)}(dx, dy) \varphi_n(x) f_n(x)^2 \leq r^2 h_n'.
\]

b) Next, applying logarithmic Sobolev inequality to the function $f_n$ and using a), it follows that
\[
r h_n'(r) \leq h_n(r) \log h_n(r) + 2r^2 h_n'(r)/\sigma, \quad r \geq 0.
\]
That is,
\[
h_n'(r) \leq \frac{1}{r(1 - 2r/\sigma)} h_n(r) \log h_n(r), \quad r \in [0, \sigma/2).
\]
Now the required assertion follows from Corollary A5. □

Theorem 5.5\textsuperscript{(Chen (1999b))}. Define the isoperimetric constant $I_\nu$ as follows:

$$
I_\nu = \inf_{0 < \pi(A) < 1/2} \frac{J^{1/2}(A \times A^c)}{\pi(A)^{(\nu-1)/\nu}} = \inf_{0 < \pi(A) < 1} \frac{J^{1/2}(A \times A^c)}{\pi(A) \wedge \pi(A^c)^{(\nu-1)/\nu}}, \quad \nu > 1.
$$

Then

$$
\text{Var}(f)^{1+2/\nu} \leq 2I_\nu^{-2} D(f) \|f\|_1^{4/\nu}, \quad f \in L^2(\pi). \tag{5.12}
$$

Proof. The proof below is quite close to Saloff-Coste (1997). Fix a bounded $g \in S(D)$. Let $c$ be the median of $g$. Set $f = \text{sgn}(g-c)|g-c|^2$. Then $f$ has median 0. By using the functional form of $I_\nu$:

$$
I_\nu = \inf \left\{ \frac{\frac{1}{2} \int J^{1/2}(dx, dy)|f(y) - f(x)|}{\inf_c c \text{ is a median of } f \|f - c\|_{\nu/(\nu-1)}} : f \in L^1(\pi) \text{ is non-constant} \right\} \tag{5.13}
$$

which will be proved later, we obtain

$$
\|g - c\|_{2q}^2 = \|f\|_q \leq \frac{1}{2} I_\nu^{-1} \int J^{1/2}(dx, dy)|f(y) - f(x)|. \tag{5.14}
$$

On the other hand, since

$$
|a - b|(|a| + |b|) = \begin{cases} |a^2 - b^2|, & \text{if } ab > 0 \\ (|a| + |b|)^2, & \text{if } ab < 0,
\end{cases}
$$

we have $|f(y) - f(x)| \leq |g(y) - g(x)| \left( |g(y) - c| + |g(x) - c| \right)$. By using this inequality and following the proof of (3.5), we get

$$
\int J^{1/2}(dx, dy)|f(y) - f(x)|
\leq \sqrt{2D(g)} \left[ \int J^{1/(\nu)}(dx, dy)||g(y) - c| + |g(x) - c||^2 \right]^{1/2}
\leq 2\sqrt{2D(g)} \|g - c\|_2. \tag{5.15}
$$

Combining (5.14) with (5.15) together, we get

$$
\|g - c\|_{2q}^2 \leq 2I_\nu^{-1} \sqrt{2D(g)} \|g - c\|_2.
$$

On the other hand, writing $g^2 = g^{2/(\nu+1)} \cdot g^{2\nu/(\nu+1)}$ and applying Hölder inequality with $p' = (\nu + 1)/2$ and $q' = (\nu + 1)/(\nu - 1)$, we obtain

$$
\|g\|_2 \leq \|g\|_1^{1/(\nu+1)} \|g\|_{2q}^{\nu/(\nu+1)}.
$$

From these facts, it follows that

$$
\|g - c\|_2 \leq \left[ I_\nu^{-1} \sqrt{2D(g)} \|g - c\|_2 \right]^{\nu/2(\nu+1)} \|g - c\|_1^{1/(\nu+1)}.
$$
Thus,
$$\|g - c\|_{2}^{2(1+2/\nu)} \leq 2I_{\nu}^{-2}D(g) \|g - c\|_{1}^{4/\nu}$$
and hence
$$\text{Var}(g)^{1+2/\nu} \leq 2I_{\nu}^{-2}D(g) \|g\|_{1}^{4/\nu}.$$ 

We now return to prove (5.13). Denote by $J_{\nu}$ the right-hand side of (5.13). Set $q = \nu/(\nu - 1)$ and ignore the superscript “(1/2)” everywhere for simplicity. Take $f = I_{A}$ with $0 < \pi(A) \leq 1/2$. Then, $f$ has a median 0. Moreover,
$$\int J(dx, dy)|f(y) - f(x)| = 2J(A \times A^c), \quad \|f\|_{q} = \pi(A)^{1/q}.$$ 

This proves that $I_{\nu} \geq J_{\nu}$. 

Conversely, fix $f$ with median $c$. Set $f_{\pm} = (f - c)^{\pm}$. Then $f_{+} + f_{-} = |f - c|$ and $|f(y) - f(x)| = |f_{+}(y) - f_{+}(x)| + |f_{-}(y) - f_{-}(x)|$. Put $F_{t}^{\pm} = \{f_{\pm} \geq t\}$. Then
$$\frac{1}{2} \int J(dx, dy)|f(y) - f(x)| = \frac{1}{2} \int J(dx, dy)[|f_{+}(y) - f_{+}(x)| + |f_{-}(y) - f_{-}(x)|]
= \int_{0}^{\|f\|_{q}} [J(F_{t}^{+} \times (F_{t}^{+})^{c}) + J(F_{t}^{-} \times (F_{t}^{-})^{c})]dt \quad \text{(by co-area formula)}
\geq I_{\nu} \int_{0}^{\|f\|_{q}} [\pi(F_{t}^{+})^{1/q} + \pi(F_{t}^{-})^{1/q}]dt.$$ 

Next, we need the following simple result:

**Claim.** Let $p \geq 1$. Then $\|f\|_{p} \leq F \|fg\|_{1} \leq FG$ holds for all $g$ satisfying $\|g\|_{q} \leq G$.

It follows that
$$\pi(F_{t}^{\pm})^{1/q} = \|I_{F_{t}^{\pm}}\|_{q} = \sup_{\|g\|_{r} \leq 1} \langle I_{F_{t}^{\pm}}, g \rangle, \quad \frac{1}{r} + \frac{1}{q} = 1.$$ 

Thus, for every $g$ with $\|g\|_{r} \leq 1$, we have
$$\frac{1}{2} \int J(dx, dy)|f(y) - f(x)| \geq I_{\nu} \int_{0}^{\infty} [\langle I_{F_{t}^{+}}, g \rangle + \langle I_{F_{t}^{-}}, g \rangle]dt
= I_{\nu} \langle f_{+}, g \rangle + \langle f_{-}, g \rangle = I_{\nu} \langle f - c, g \rangle.$$ 

Making supremum with respect to $g$, we get
$$\frac{1}{2} \int J(dx, dy)|f(y) - f(x)| \geq I_{\nu} \|f - c\|_{q}. \quad \square$$
Part VI. New Picture of Ergodic Theory

Consider a continuous-time, irreducible Markov chain with transition probability matrix \( P(t) = (p_{ij}(t)) \) on a countable state space \( E \) with stationary distribution \( (\pi_i > 0 : i \in E) \). There are traditionally three types of ergodicity:

- **Ordinary ergodicity**: \( \lim_{t \to \infty} p_{ij}(t) = \pi_j, \quad i, j \in E \)
- **Exponentially ergodicity**: \( |p_{ij}(t) - \pi_j| \leq C_{ij} e^{-\varepsilon t}, \quad t > 0, \quad i, j \in E, \quad C_{ij} > 0, \quad \varepsilon > 0 \)
- **Strongly (or Uniformly) ergodicity**: \( \lim_{t \to \infty} \sup_i |p_{ij}(t) - \pi_j| = 0 \).

The relationship between the three types of ergodicity and the inequalities discussed above is given by the following diagram.

**Theorem 6.1** [Chen (1999d)]. For reversible Markov chains, the following implications hold.

\[
\begin{array}{cccc}
\text{Nash inequality} & \nearrow & \downarrow & \text{Strong ergodicity} \\
\text{Logarithmic Sobolev inequality} & \downarrow & \downarrow & \text{Exponential ergodicity} \\
\text{Poincaré inequality} & \iff & \text{Exponential ergodicity} & \downarrow \\
L^2\text{-algebraic ergodicity} & \downarrow & \downarrow & \text{Ordinary ergodicity}
\end{array}
\]

Here \( L^2\text{-algebraic ergodicity} \) means that

\[
\text{Var}(P_t f) \leq CV(f)/t^{q-1}, \quad t > 0.
\]  

(6.1)

holds for some \( V : L^2(\pi) \to [0, \infty] \) satisfying

\[
V(c_1 f + c_2) = c_2^p V(f) \quad \text{for all constants } c_1, c_2 \in \mathbb{R}.
\]

(6.2)

and \( V(f) < \infty \) for all functions \( f \) with finite support.

The proofs given below show that the diagram is indeed available for very general Markov processes except the equivalence for which some restriction is necessary.

To prove Theorem 6.1, we need one more result which is fundamental in various applications of the inequalities discussed above.

**Theorem 6.2** [Chen (1991, 1992), Liggett (1989, 1991)]. Let \( V \) satisfy (6.2) and \((P_t)_{t \geq 0}\) be the semigroup determined by the symmetric form \((D, \mathcal{D}(D))\).

1. Let \( V(P_t f) \leq V(f) \) for all \( t \geq 0 \) and \( f \in L^2(\pi) \) (which is automatic when \( V(f) = \|f\|_p^2 \)). Then (6.1) is implied by the Liggett-Stroock inequality: \( \text{Var}(f) \leq CD(f)^{1/p} V(f)^{1/q} \), \( f \in L^2(\pi) \) (6.3)

2. Conversely, (6.1) \( \implies \) Liggett-Stroock inequality.
3. Poincaré inequality \( \iff \) \( \text{Var}(P_t f) \leq \text{Var}(f) \exp[-2\lambda_1 t] \).
Proof. Here we prove parts (1) and (2) only. The proof of part (3) is similar (cf. [Chen (1992); Theorem 9.1]).

a) Assume that (6.3) holds. Let \( f \in \mathcal{D}(D) \) and \( \pi(f) = 0 \). Then \( f_t := P(t)f \in \mathcal{D}(D) \). Set \( F_t = \pi(f_t^2) \). Since

\[
F_t' = -2D(f_t) \leq -2C^{-p}V(f)^{-p/q}\|f_t\|^{2p} = -2C^{-p}F_t^pV(f)^{-p/q}.
\]

Now, part (1) follows from Corollary A4.

b) Conversely, since the process is reversible, the spectral representation theorem gives us

\[
\frac{1}{t}(f - P(t)f, f) \uparrow D(f), \quad \text{as} \ t \downarrow 0.
\]

Hence

\[
\|f\|^2 - tD(f) \leq (P(t)f, f) \leq \|P(t)f\| \|f\| \leq \|f\| \sqrt{CV(f)t^{1-q}}, \quad \pi(f) = 0.
\]

Put \( A = D(f), B = \|f\|\sqrt{CV(f)} \) and \( C_1 = \|f\|^2 \). It follows that \( C_1 - At \leq Bt^{(1-q)/2} \). The function \( h(t) := At + Bt^{(1-q)/2} - C_1 \geq 0 \) for all \( t > 0 \) achieves its minimum

\[
h(t_0) = \left[ \left( \frac{q-1}{2} \right)^{2/(q+1)} + \left( \frac{2}{q-1} \right)^{(q-1)/(q+1)} \right] A^{(q^{-1})/(q+1)} B^{2/(q+1)} - C_1
\]

at the point

\[
t_0 = \left[ \frac{2A}{B(q-1)} \right]^{-2/(q+1)} > 0.
\]

Now, since \( h(t_0) \geq 0 \), it follows that \( \|f\|^2 \leq C_2 D(f)^{1/p}V(f)^{1/q} \) for some constant \( C_2 > 0 \) and so we have proved part (2). \( \square \)

Proof of Theorem 6.1. Here, we collect the proofs given in several papers.

**Nash inequality \( \Rightarrow \) Strong ergodicity** [Chen (1999b)]. Assume that Nash inequality holds. Then (6.1) holds with \( V(f) = \|f\|_1^q \). We have

\[
\|P_t f - \pi(f)\| \leq C\|f\|_1/t^{(q-1)/2}
\]

and so

\[
\|(P_t - \pi)f\| \leq C\|f - \pi(f)\|_1/t^{(q-1)/2}.
\]

This means that the operator norm \( \|P_t - \pi\|_{1 \rightarrow 2} \) as a mapping from \( L^1(\pi) \) to \( L^2(\pi) \) is bounded above by \( C/t^{(q-1)/2} \). Because of the symmetry of \( P_t - \pi \), we get

\[
\|P_t - \pi\|_{1 \rightarrow \infty} \leq \|P_t - \pi\|_{1 \rightarrow 2} \|P_t - \pi\|_{2 \rightarrow \infty} = \|P_t - \pi\|_{1 \rightarrow 2}.
\]

Hence

\[
\sup_x \|P_t(x, \cdot) - \pi\|_{\text{Var}} = \sup_x \|P_t(x, \cdot) - \pi f\| \leq \sup_x \|P_t(x, \cdot) - \pi f\| = \|P_t - \pi\|_{1 \rightarrow \infty} \leq C/t^{q-1} \rightarrow 0
\]
as \( t \to \infty \). This proves strong ergodicity of \((P_t(x, dy))\).

**Nash inequality \(\implies\) Logarithmic Sobolev inequality** [Chen (1999b)]. Because \( \|f\|_1 \leq \|f\|_p \) for all \( p \geq 1 \), Nash inequality \(\implies\) Poincaré inequality and so we have \( \lambda_1 > 0 \). Next, as we have just proved above, \( \|P_t - \pi\|_{1 \to 2} < \infty \). Hence

\[
\|P_t\|_{p \to 2} \leq \|P_t\|_{1 \to 2} \leq \|P_t - \pi\|_{1 \to 2} + \|\pi\|_{1 \to 2} < \infty
\]

for all \( t > 0 \) and \( p \in [1, 2] \). These two facts are enough to claim Logarithmic Sobolev inequality (cf. [Bakry (1992); Theorem 3.6 and Proposition 3.9]).

**Logarithmic Sobolev inequality \(\implies\) Poincaré inequality** [Rothaus (1981)]. Actually, we have more precise result: \( \lambda_1 > \sigma \). Consider \( f = 1 + \varepsilon g \) for sufficient small \( \varepsilon \). Then \( D(f) = \varepsilon^2 D(g) \). Next, expand \( f^2 \log f^2 \) and \( f^2 \log \|f\|^2 \) in \( \varepsilon \) up to order 2. Then, we get

\[
\int f^2 \log \frac{f^2}{\|f\|^2} \, d\pi = 2\varepsilon^2 \text{Var}(g) + O(\varepsilon^3).
\]

The proof can be done by using the definitions of \( \lambda_1 \) and \( \sigma \) and letting \( \varepsilon \to 0 \).

**Poincaré inequality \(\iff\) \( L^2 \)-exponential convergence.** That is part (3) of Theorem 6.2.

**\( L^2 \)-exponential convergence \(\implies\) \( L^2 \)-algebraic ergodicity.** Simply take \( V(f) = \|f\|^2 \) in (6.1) and apply Theorem 6.2.

**\( L^2 \)-algebraic convergence \(\implies\) Ordinary ergodicity.** Simply note that

\[
\pi_i|p_{ik}(t) - \pi_k|^2 = \sum_j \pi_j|p_{jk}(t) - \pi_k|^2 \leq CV(I_{iK})/t^{q-1} \to 0
\]

as \( t \to \infty \).

**Strong ergodicity \(\implies\) Exponential ergodicity \(\implies\) Ordinary ergodicity.**

In the discrete case, the three types of ergodicity defined above are indeed equivalent to the following ones:

- **Ordinary ergodicity:** \( \lim_{t \to \infty} \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0 \)
- **Exponential ergodicity:** \( \|p_t(x, \cdot) - \pi\|_{\text{Var}} \leq C(x)e^{-\varepsilon t} \)
- **Strong ergodicity:** \( \lim_{t \to \infty} \sup_x \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0 \).

Then, the implications hold for general Markov processes when \( \delta \) is countably generated. In other words, if the Markov process corresponding to the semigroup \( (P_t) \) is irreducible and aperiodic in the Harris sense, then the implications hold. To see this, noting that by [Chen (1992); §4.4] and [Down et al (1995)], the continuous-time case can be reduced to the discrete-time one and then the conclusion follows from [Meyn & Tweedie (1993); Chapter 16].

**\( L^2 \)-exponential convergence \(\implies\) Exponential ergodicity** [Chen (1991)]. By assumption,

\[
e^{-2\lambda t} \|f - \pi(f)\|^2 \geq \pi_{i0}|p_{i0j0}(t) - \pi_{j0}|^2
\]
for the function $f_j = \delta_{jj0}$ and arbitrary $i_0$ and $j_0$. Hence
\[|p_{ij}(t) - \pi_j| \leq \sqrt{\pi_j(1 - \pi_j)/\pi_i} e^{-\lambda_i t}\]
for all $i, j$, which proves exponential ergodicity.

This proof is not suitable for more general Markov processes. However, there is a stronger proof given in [Chen (1998b)].

Exponential ergodicity $\implies L^2$-exponential convergence [Chen (1998b)].

Step 1. Let $\Omega \varphi(i) = \sum_j q_{ij}(\varphi_j - \varphi_i)$ and set $A = \{0\}$ for simplicity. Then
\[(p_{ij}(t)) \text{ is exponential ergodic } \iff \Omega \varphi \leq -\beta \varphi + C I_A \text{ for some constants }\]
\[C > 0, \beta > 0 \text{ and function } \varphi \geq 1\]
\[\implies \sup_{i \neq 0} (\Omega \varphi/\varphi)(i) \leq -\beta\]
\[\implies \lambda_0(A^c) \geq \beta > 0.\]

The last step needs some more work.

Step 2. We need only to show that $\lambda_1 \geq \lambda_0(A^c)$. For $f$ with $\pi(f) = 0$, let $c = f_0$. Then $(f - c)(0) = 0$. Moreover,
\[D(f) = D(f - c)\]
\[\geq \lambda_0(A^c)\|f - c\|^2\]
\[= \lambda_0(A^c)(\|f\|^2 + c^2)\]
\[\geq \lambda_0(A^c)\|f\|^2\]
\[\implies \lambda_1 \geq \lambda_0(A^c).\]

One may use compacts $A$ instead of $\{0\}$. Then the proof of Step 1 still works. As for Step 2, one may use Theorem 4.1. Therefore, the result is meaningful for more general processes. \(\square\)

To illustrate the power of the above results, consider a regular birth-death process on $\mathbb{Z}_+$ with birth rates $(b_i)$ and death rates $(a_i)$. Then $J_{ij} = \pi_i b_i$ if $j = i + 1$, $J_{ij} = \pi_i a_i$ if $j = i - 1$ and $J_{ij} = 0$ otherwise.

**Theorem 6.3.** For birth-death process, take $r_{ij} = (a_i + b_i) \lor (a_j + b_j)$ $(i \neq j)$.
Then

1. For Nash inequality, $I_\nu > 0$ for some $\nu \geq 1$ iff there exists a constant $c > 0$ such that
\[\frac{\pi_i a_i}{\sqrt{r_{i,i-1}}} \geq c \left[ \sum_{j \geq 1} \pi_j \right]^{(\nu - 1)/\nu}, \quad i \geq 1.\]
If so, we indeed have $I_\nu \geq c$.

2. For logarithmic Sobolev inequality,
\[ \xi(\infty) > 0 \iff \inf_{i \geq 1} \frac{\pi_i a_i}{\sqrt{\pi_{i+1}}} \left( \sum_{j \geq i} \pi_j \right) \sqrt{1 - \log \sum_{j \geq i} \pi_j} > 0. \]

\[ \kappa^{(\alpha)} > 0 \iff \inf_{i \geq 1} \frac{\pi_i a_i}{\sqrt{\pi_{i+1}}} \left( -\sum_{j \geq i} \pi_j \right) \log \sum_{j \geq i} \pi_j > 0. \]

(3) For Poincaré inequality, \( \kappa^{(\alpha)} > 0 \) iff there exists a constant \( c > 0 \) such that

\[ \pi_i a_i \left[ (a_i + b_i) \vee (a_{i-1} + b_{i-1}) \right]^\alpha \geq c \sum_{j \geq i} \pi_j, \quad i \geq 1. \]

Then, we indeed have \( \kappa^{(\alpha)} \geq c \).

(4) The process is strong ergodic iff

\[ S := \sum_{n=1}^{\infty} a_{n+1}^{-1} \left\{ 1 + \sum_{k=1}^{n} b_k \cdots b_n / a_k \cdots a_n \right\} < \infty \text{[Zhang (1999), Zhang et al (1999)]}. \]

(5) The rate of the exponentially ergodic convergence coincides with \( \lambda_1 \text{[Chen (1991)]} \), which is described by Theorem 2.2.

To conclude this part, we compute the rates for the above inequalities and two types of ergodicity in the simplest situation.

**Example 6.4.** Let \( E = \{0, 1\} \) and consider the \( Q \)-matrix

\[ Q = \begin{pmatrix} -b & b \\ a & -a \end{pmatrix}. \]

Then the Nash constant

\[ \eta = (a + b) \left( \frac{a \wedge b}{a \vee b} \right)^{1/q}, \]

the logarithmic Sobolev constant

\[ \sigma = \frac{2(a + b)(a \vee b - a \wedge b)}{\log [(a \vee b) / (a \wedge b)]}, \]

the rates of \( L^2 \)-exponential convergence, exponential ergodicity, strong ergodicity (must be exponential) are all equal to \( \lambda_1 = a + b \).

**Proof.** a) Note that

\[ P(t) = (p_{ij}(t)) = e^{tQ} = \frac{1}{a + b} \begin{pmatrix} a + be^{-\lambda_1 t} & b \left[ 1 - e^{-\lambda_1 t} \right] \\ a \left[ 1 - e^{-\lambda_1 t} \right] & b + ae^{-\lambda_1 t} \end{pmatrix} \]

and

\[ \pi_0 = \frac{a}{a + b}, \quad \pi_1 = \frac{b}{a + b}. \]
Hence
\[ |p_{ij}(t) - \pi_j| \leq \frac{a \vee b \vee 1}{a + b} e^{-\lambda_1 t}. \]
This proves the last assertion.

b) Write
\[ Q = (a + b) \begin{pmatrix} -\theta & \theta \\ 1 - \theta & \theta - 1 \end{pmatrix}, \]
where
\[ \theta = \frac{b}{a + b}. \]
Therefore, it suffices to consider the $Q$-matrix
\[ Q_1 = \begin{pmatrix} -\theta & \theta \\ 1 - \theta & \theta - 1 \end{pmatrix}. \]

Without loss of generality, one may assume that $\theta \leq 1/2$, i.e., $b \leq a$.

c) By [Diaconis & Saloff-Coste (1996)] or Chen (1997), for $Q_1$, we have
\[ \sigma = \frac{2(1 - 2\theta)}{\log(1/\theta - 1)}. \]
From this and b), it is easy to obtain the second assertion.

d) We now show that Nash inequality is equivalent to
\[ \|f - \pi(f)\|^2 \leq \eta^{-1} D(f)^{1/p} \|f - c\|^{2/q}_1, \quad f \in L^2(\pi), \quad (6.4) \]
where $c$ is the median of $f$. To see this, replace $f$ with $f - c$ in the original Nash inequality, we get (6.4). The inverse implication follows from $\|f - c\|_1 = \inf_{\alpha} \|f - \alpha\|_1 \leq \|f\|_1$.

Consider $Q_1$. Given a function $f$ on $\{0, 1\}$. Without loss of generality, assume that $f_0 > f_1$. Since $\theta \leq 1/2$, the median of $f$ is $f_0$. Set $g = f - f_0$. Then,
\[ \|g\|_1 = \theta |g_1| = \theta (f_0 - f_1). \]
Var($g$) = $\pi_1 g_1^2 + (\pi_1 g_1)^2 = \theta (1 - \theta) (f_0 - f_1)^2$,
\[ D(g) = \pi_0 q_01 (g_1 - g_0)^2 = (1 - \theta) \theta (f_0 - f_1)^2. \]
Hence,
\[ \eta = \inf_g \frac{D(g)^{1/p} \|g\|^{2/q}_1}{\text{Var}(g)} = \left( \frac{\theta}{1 - \theta} \right)^{1/q} \]
for $Q_1$. Applying b) again, we obtain the first assertion. □
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**Lemma A1.** Let $u$ and $v$ be two functions defined on $[a, b]$ ($b \leq \infty$). Suppose that

1. $u$ is non-negative and absolutely continuous with $u(0) > 0$.
2. $v$ is local integrable.

Next, let $[c, d] \supset \{u(t) : t \in [a, b]\}$ and suppose that

3. $g : (c, d) \to (0, \infty)$ is non-decreasing.
4. $G(u(a)) + \int_a^t v(s)ds \in [G(c), G(d)]$, where

\[ G(u) = \int_{u_0}^u \frac{dx}{g(x)}, \quad u, u_0 \in (c, d), \]
\[ G(c) = \lim_{u \to c} G(u), \quad G(d) = \lim_{u \to d} G(u). \]

If

5. $u'(t) \leq v(t)g(u(t))$, \quad a.e. $t$,

Then

\[ u(t) \leq G^{-1}\left(G(u(a)) + \int_a^t v(s)ds\right), \quad t \in [a, b] \]

where $G^{-1}$ is the inverse function of $G$.

**Remark A2.**

1. If $u(a) = 0$, one may replace $u$ by $u + M$ for some $M > 0$, so condition $u(0) > 0$ is not really a restriction.
2. Condition (5) is equivalent to the integral form

\[ u(t_2) - u(t_1) \leq \int_{t_1}^{t_2} v(s)g(u(s))ds, \quad t_1, t_2 \in [a, b], \quad t_2 \geq t_1. \]

Actually, since $g$ is local bounded, $vg$ is local integrable. Then condition (5) is deduced by using the absolute continuity of integration.

**Proof of Lemma A1.** By condition (3), $G$ is continuous and increasing. By conditions (2) and (4), it suffices to prove that

\[ G(u(t)) \leq G(u(a)) + \int_a^t v(s)ds. \]

Set

\[ F(t) = G(u(t)) - G(u(a)) - \int_a^t v(s)ds. \]

Then

\[ g(u(t))F'(t) = u'(t) - v(t)g(u(t)), \quad \text{a.e.} \]

By conditions (5) and (3), it follows that $F'(t) \leq 0$, a.e. $t$. Therefore $F(t) \leq F(a) = 0$, $t \in [a, b]$. \qed
Corollary $A3$ (Exponential form). If a non-negative function $u$ satisfies $u(0) > 0$ and $u'(t) \leq -\alpha u(t)$ on $[0, \infty)$ for some constant $\alpha > 0$, then $u(t) \leq u(0)e^{-\alpha t}$ for all $t \geq 0$.

Proof. Take $[a, b) = [0, \infty) = [c, d)$, $v(t) \equiv -\alpha$ and $g(x) = x$. Then

$$G(u) = \int_1^u \frac{1}{x} \, dx = \log u$$

and $G^{-1}(u) = e^u$. Hence by Lemma A1, we have

$$u(t) \leq \exp[\log u(0) - \alpha t] = u(0)e^{-\alpha t}.$$ 

Corollary $A4$ (Algebraic form). If a non-negative function $u$ satisfies $u(0) > 0$ and $u'(t) \leq -\alpha u(t)^p$ on $(0, \infty)$ for some constants $\alpha > 0$ and $p > 1$, then

$$u(t) \leq (u(0)^{1-p} + (p-1)\alpha t)^{1-q},$$

where $1/p + 1/q = 1$.

Proof. Take $(a, b) = (0, \infty) = (c, d)$, $v(t) \equiv -\alpha$ and $g(x) = x^p$. Then

$$G(u) = \int_1^u x^{-p} \, dx = \frac{1}{1-p}(u^{1-p} - 1)$$

and

$$G^{-1}(u) = [1 + (1-p)u]^{1/(1-p)}.$$ 

Hence by Lemma A1, we have

$$u(t) \leq \left(1 + (1-p)\left[\frac{1}{1-p}(u(0)^{1-p} - 1) - \alpha t\right]\right)^{1/(1-p)}$$

$$= (u(0)^{1-p} + (p-1)\alpha t)^{1-q}.$$ 

Corollary $A5$. If a non-negative function $u$ satisfies $u(0) > 0$ and

$$u'(t) \leq \frac{1}{t(1-2t/\sigma)}u(t)\log u(t)$$

on $[\varepsilon, \sigma/2)$, then

$$u(t) \leq u(\varepsilon)^{t(1-2\varepsilon/\sigma)/(1-2t/\sigma)}.$$

Proof. Take $[a, b) = [\varepsilon, \sigma/2)$, $[c, d) = [1, \infty)$, $g(x) = x \log x$, $v(t) = \{t(1-2t/\sigma)\}^{-1}$ and $u_0 = u(\varepsilon)$. Then

$$G(u) = \int_{u_0}^u \frac{dx}{g(x)}$$

$$= \int_{u_0}^u \frac{dx}{x \log x}$$

$$= \int_{u_0}^u \frac{d(\log x)}{\log x}$$

$$= \int_{\log u_0}^{\log u} \frac{dy}{y}$$

$$= \log \log u - \log \log u_0.$$
Solving the equation $\log \log u - \log \log u_0 = x$, we get $G^{-1}(x) = u_0^{\exp[x]}$. Because
\[
v(s) = \frac{1}{s(1 - 2s/\sigma)} = \frac{1}{s} + \frac{2/\sigma}{1 - 2s/\sigma}
\]
\[
\int_\varepsilon^t v(s)\,ds = \log t - \log \varepsilon - \log(1 - 2t/\sigma) + \log(1 - 2\varepsilon/\sigma) = \log \frac{t(1 - 2\varepsilon/\sigma)}{\varepsilon(1 - 2t/\sigma)}
\]
By Lemma A1, we obtain
\[
u(t) \leq G^{-1}\left(G(\varepsilon) + \int_\varepsilon^t v(s)\,ds\right)
= G^{-1}\left(\log \frac{t(1 - 2\varepsilon/\sigma)}{\varepsilon(1 - 2t/\sigma)}\right)
= \exp\left[\log[t(1 - 2\varepsilon/\sigma)/\varepsilon(1 - 2t/\sigma)]\right]
= u_0^{\log\log(t(1 - 2\varepsilon/\sigma)/\varepsilon(1 - 2t/\sigma))}.
\]

For the remainder of this part, we consider a Markov semigroup $\{P(t)\}_{t \geq 0}$ with weak operator $\Omega$ having domain
\[
\mathcal{D}_w(\Omega) = \left\{ f : \frac{d}{dt}P(t)f(x) = P(t)\Omega f(x) \text{ for all } x \in E \text{ and } t \geq 0 \right\}
\]
The next two results describe the exponential or algebraic decay of the semigroup in terms of its operator.

**Lemma A6 (Exponential form).** Let $f \in \mathcal{D}_w(\Omega)$ and $\alpha > 0$ be a constant. Then $P(t)f \leq e^{-\alpha t}f$ iff $\Omega f \leq -\alpha f$.

**Proof.** Let $f_t = P(t)f$. Then
\[
f_t' = P(t)\Omega f \leq -\alpha P(t)f = -\alpha f_t.
\]
The sufficiency now follows from Corollary A3. The necessity follows from
\[
\Omega f = \lim_{t \to 0} \frac{P(t)f - f}{t} \leq \lim_{t \to 0} \frac{e^{-\alpha t} - 1}{t} f = -\alpha f.
\]

**Lemma A7 (Algebraic form).** Fix $p > 1$. Let $f \in \mathcal{D}_w(\Omega)$, $f \geq 0$ and $C > 0$ be a constant. Then $P(t)f \leq [f^{1-p} + (p - 1)Ct]^{1-q}$ iff $\Omega f \leq -Cf^p$.

**Proof.** Again, let $f_t = P(t)f$. Then $f_t' = P(t)\Omega f \leq -CP(t)(f^p)$. However, by Hölder inequality, $P(t)(f^p) \geq (P(t)f)P$. Hence $f_t' \leq -Cf_t^p$. The sufficiency now follows from Corollary A4. Next, note that $p - 1 = p/q$ and $q - 1 = q/p$. The necessity follows from
\[
\Omega f = \lim_{t \to 0} \frac{P(t)f - f}{t}
\leq \lim_{t \to 0} \frac{[f^{1-p} + (p - 1)Ct]^{1-q} - f}{t}
= \lim_{t \to 0} (1 - q)(p - 1)C[f^{1-p} + (p - 1)Ct]^{-q}
= -Cf^{q(p-1)}
= -Cf^p.
\]
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1. Introduction.

Let \((E, \mathcal{E})\) be a general measurable space satisfying \(\{x\} \in \mathcal{E}\) for all \(x \in E\). Given a \(q\)-pair \((q(x), q(x, dy))\) (i.e., \(q(x, dy)\) is a non-negative measurable kernel, \(q \geq 0\) is a measurable function and moreover \(q(x) \geq q(x, E) = q(x, E \setminus \{x\})\) for all \(x \in E\), denote by \(r(x) := q(x) - q(x, E)\) the non-conservative quantity of the \(q\)-pair at \(x \in E\). Refer to [1] for general terminology, notations and results about jump processes. Suppose that the \(q\)-pair is reversible with respect to a probability \(\pi\), i.e., \(\pi_q(dx, dy)(dx, dy) := \pi(dx)q(x, dy)\) is a symmetric measure on \(\mathcal{E} \times \mathcal{E}\). Denote by \(\|\cdot\|\) and \(\langle \cdot, \cdot \rangle\) respectively the norm and inner product in \(L^2(\pi)\).

Let

\[ D(f) = \frac{1}{2} \int \pi_q(dx, dy)|f(y) - f(x)|^2 + \int \pi_r(dx)f(x)^2 \]

where \(\pi_r(dx) = r(x)\pi(dx)\). Next, set

\[ \|f\|_D^2 = \|f\|^2 + D(f), \quad E_n = \{x \in E : q(x) \leq n\}, \quad n \geq 1, \]

\[ \mathcal{D}_0 = \{f \in L^2(\pi) : f \text{ vanishes out of some } E_n\}. \]

It is easy to check that \(\|f\|_D < \infty\) for all \(f \in \mathcal{D}_0\) (Lemma 3.1). Let \(\mathcal{D}(D)\) be the completion of \(\mathcal{D}_0\) with respect to \(\| \cdot \|_D\). Note that for the bounded \(q\)-pair (i.e., \(M := \sup_x q(x) < \infty\), \(\mathcal{D}(D) = L^2(\pi) = \mathcal{D}_0\) since \(E_n = E\) for all \(n \geq M\).

The principal eigenvalue studied in the paper is defined by

\[ \lambda_0 = \inf\{D(f) : f \in \mathcal{D}(D), \|f\| = 1\}. \]
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Actually, our original interest is in the case of \( r = 0 \). Then \( \lambda_0 = 0 \) since \( 1 \in \mathcal{D}(D) \) and \( D(1) = 0 \). In this case, instead of \( \lambda_0 \), we are interested in
\[
\lambda_1 = \inf \{ D(f) : f \in \mathcal{D}(D), \, \pi(f) = 0, \, ||f|| = 1 \},
\]
where \( \pi(f) = \int f \, d\pi \). However, as proved in [2], a criterion for \( \lambda_1 > 0 \) or some estimates of \( \lambda_1 \) can all be deduced from \( \lambda_0 \) for some \((D, \mathcal{D}(D))\) with \( r \neq 0 \). This explains the original purpose of the present study. Of course, the study on \( \lambda_0 \) also has an independent significance.

Recall that there is a one-to-one correspondence of the \( q \)-pair and the following operator:
\[
\Omega f(x) = \int q(x, dy)f(y) - q(x)f(x) = \int q(x, dy)[f(y) - f(x)] - r(x)f(x)
\]
\[
\mathcal{D}(\Omega) = \left\{ f \in E : \int q(x, dy)|f(y)| + q(x)|f(x)| < \infty \text{ for all } x \in E \right\}.
\]

The main result of the paper is a variational formula for the lower bound of \( \lambda_0 \), which can be stated as follows:

**Theorem 1.1.** We have \( \lambda_0 \geq \sup_{0 \leq g \in E} -\text{ess inf} \, (-\Omega g/g) \). In words: if there is a positive function \( g \in \mathcal{D}(\Omega) \) and a constant \( \lambda > 0 \) such that \( \Omega g \leq -\lambda g \), \( \pi \)-a.s., then \( \lambda_0 \geq \lambda \).

Theorem 1.1 improves on [2; Theorem 3.2] in the present context by removing some extra assumptions. The proof of the theorem is based on a variational formula for Dirichlet form (Theorem 2.1), it is a generalization of [3; Appendix 1, Theorem 10.2]. The proof of Theorem 1.1 is completed in two parts, presented in Sections 2 and 3 separately. We will show in Section 4 that Theorem 1.1 can often be sharp (i.e., \( \lambda_0 = \lambda \)) for Markov chains.

We remark that the condition “\( g > 0 \)” in Theorem 1.1 can be replaced by “\( g > 0 \) \( \pi \)-a.s.”. To see this, let \( A_1 = [g = 0] \). By symmetry,
\[
0 = \int_{A_1} \pi(dx)q(x, E) = \int \pi(dx)q(x, A_1).
\]
Hence \( A_2 := [q(\cdot, A_1) = 0] \) is a null set. Denote by \( A_3 \) the exceptional set of \( \Omega g \leq -\lambda g \) and set \( \tilde{g} = gI_{A^c_3} + IA_1 \). Then \( \tilde{g} > 0 \) and it is easy to check that \( \Omega \tilde{g} \leq -\lambda \tilde{g} \) on \((A_1 \cup A_2 \cup A_3)^c\).

The reason why one can use the positive eigenfunction \( g \) is explained in the Appendix.

2. Variational formula for Dirichlet form. **Proof of Theorem 1.1 (bounded case).**

Throughout this section, assume that the \( q \)-pair is bounded: \( M := \sup_x q(x) < \infty \). The original version of the next result is due to [3; Appendix 1, Theorem 10.2], in which the bounded \( q \)-pair with \( r = 0 \) is treated for countable \( E \).
**Theorem 2.1** (Variational formula for the Dirichlet form). Let \((q(x), q(x, dy))\) be a bounded \(q\)-pair. Then for every non-negative \(f \in L^2(\pi)\), we have
\[
D(f) = \sup_g \langle f^2 / g, -\Omega g \rangle
\]
where \(g\) varies over all strictly positive (i.e., \(g \geq c_g > 0\) for some constant \(c_g\)), bounded \(\mathcal{B}\)-measurable functions.

**Proof.** a) First, we prove that the right-hand side of (2.1) is controlled by the left-hand side. Because
\[
\int \pi(dx) \frac{f(x)^2}{g(x)} (-\Omega g)(x) = \int_{[f \neq 0]} \pi(dx) \frac{f(x)^2}{g(x)} \left[ q(x)g(x) - \int q(x, dy)g(y) \right]
\]
\[
\leq \int_{[f \neq 0]} \pi(dx) \frac{f(x)^2}{\left( g I_{[f \neq 0]} \right)(x)}
\]
\[
\times \left[ q(x)\left( g I_{[f \neq 0]} \right)(x) - \int q(x, dy) \left( g I_{[f \neq 0]} \right)(y) \right]
\]
\[
= \left( f^2 / \tilde{g}, -\Omega \tilde{g} \right),
\]
where \(\tilde{g} = g I_{[f \neq 0]}\), thus, we may replace \(g\) by \(\tilde{g}\) in the present proof.

Define \(h = (\tilde{g}/f) I_{[f \neq 0]}\) and denote by \(p(t, x, dy)\) the jump process determined uniquely by the bounded \(q\)-pair (cf. [1; Corollary 3.12]). The corresponding semigroup is denoted by \(\{P_t\}_{t \geq 0}\). Then, by the symmetry of \(\pi(dx) p(t, x, dy)\) (cf. [1; Theorem 6.7]), we have
\[
\langle f^2 / \tilde{g}, P_t \tilde{g} \rangle = \int_{[f \neq 0]} \pi(dx) f(x) \int_{[f \neq 0]} p(t, x, dy) f(y) h(y)
\]
\[
= \frac{1}{2} \int_{[f \neq 0]} \pi(dx) \int_{[f \neq 0]} p(t, x, dy) f(x) f(y) \left[ \frac{h(x)}{h(y)} + \frac{h(y)}{h(x)} \right]
\]
\[
\geq \int_{[f \neq 0]} \pi(dx) f(x) P_t f(x) = \langle f, P_t f \rangle.
\]

Here, we have used the fact that \(\alpha + 1/\alpha \geq 2\) for all \(\alpha > 0\). Hence
\[
\frac{1}{t} \langle f^2 / \tilde{g}, P_t \tilde{g} \rangle \leq \frac{1}{t} \langle f, f - P_t f \rangle.
\]

It is standard from the spectral theory that the right-hand side increases to \(D(f)\) as \(t \downarrow 0\) (cf. [1; Section 6.7]). Thus, it remains to show that the left-hand side converges to \(\langle f^2 / \tilde{g}, -\Omega \tilde{g} \rangle\) as \(t \downarrow 0\). This can be done by using the dominated convergence theorem and the following facts:
\[
\frac{1}{t} (\tilde{g} - P_t \tilde{g})(x) = \frac{1 - p(t, x, \{x\})}{t} \tilde{g}(x) - \frac{1}{t} \int_{[y \neq x]} p(t, x, dy) \tilde{g}(y)
\]
\[
\frac{1 - p(t, x, \{x\})}{t} \leq \frac{1 - e^{-q(x)t}}{t} \leq q(x) \leq M < \infty
\]
\[
\frac{1}{t} \int_{[y \neq x]} p(t, x, dy) \tilde{g}(y) \leq \frac{\|\tilde{g}\|_{\infty}}{t} p(t, x, \{x\}) \leq \|\tilde{g}\|_{\infty} \frac{1 - p(t, x, \{x\})}{t} \leq M \|\tilde{g}\|_{\infty} < \infty.
\]
b) When \( 0 < c \leq f \leq C < \infty \) for some constants \( c \) and \( C \), the inverse inequality holds since one can simply set \( g = f \). The general situation can be proved by approximation. Let \( f_n = n^{-1} + f \wedge n \). Then, by the reversibility and boundedness of the \( q \)-pair, we have

\[
-\langle f^2/f_n, \Omega f_n \rangle = \frac{1}{2} \int \pi_q(dx, dy) \left[ \frac{f(y)^2}{f_n(y)} - \frac{f(x)^2}{f_n(x)} \right] [f_n(y) - f_n(x)] + \int \pi_r(dx)f(x)^2.
\]

Since

\[
\left[ \frac{f(y)^2}{f_n(y)} - \frac{f(x)^2}{f_n(x)} \right] [f_n(y) - f_n(x)] \geq 0 \quad \text{and} \quad f_n(x) \to f(x),
\]

by Fatou’s lemma, it follows that

\[
\lim_{n \to \infty} -\langle f^2/f_n, \Omega f_n \rangle \geq D(f).
\]

This completes the proof. \( \square \)

Because, in general, we have \( D(f) \geq D(|f|) \) and the strict inequality can happen for some \( f \), it follows that the condition \( "f \geq 0" \) in Theorem 2.1 cannot be removed.

The next result proves Theorem 1.1 in a special case.

**Proposition 2.2.** Let \((q(x), q(x, dy))\) be a bounded \( q \)-pair. If there is a strictly positive function \( g \in \mathcal{E} \) and a constant \( \lambda > 0 \) such that \( \Omega g \leq -\lambda g \), \( \pi \)-a.s., then \( \lambda_0 \geq \lambda \).

**Proof.** From the assumption, \(-\Omega g/g \geq \lambda \), \( \pi \)-a.e., it follows that \(-\Omega g/g, f^2 \geq \lambda \|f\|^2 \). Since \( D(f) \geq D(|f|) \), once \( g \) is bounded, the conclusion follows from Theorem 2.1 immediately. We now consider the general \( g \). Let \( g_n = g \wedge n \). Then, it is easy to check that

\[
-\frac{\Omega g_n}{g_n}(x) \geq \begin{cases} (-\Omega g/g)(x), & \text{if } g(x) \leq n \\ 0, & \text{if } g(x) > n. \end{cases}
\]

Therefore

\[
-\langle -\Omega g_n/g_n, f^2 \rangle \geq \int_{|g| \leq n} \left( -\frac{\Omega g}{g} \right)(x)f(x)^2 \pi(dx).
\]

From the assumption, \(-\Omega g/g \geq \lambda > 0 \), the required assertion now follows by using the monotone convergence theorem. \( \square \)

For discrete \( E \) and the bounded \( q \)-pair with \( r = 0 \), the above proof is the same as the one in [3; Appendix 3, Proposition 0.2]. The proof shows that \( D(f) \geq \lambda \) for every \( f \) with \( \|f\| = 1 \). This leads to the conclusion \( "\lambda_1 \geq \lambda" \) made in the quoted proposition. Unfortunately, the conclusion is wrong in the case of \( r = 0 \). Otherwise, one deduces a contradiction: \( 0 = D(1) \geq \lambda > 0 \). In other words, Proposition 2.2 has no meaning in the case of \( r = 0 \), because its assumption can never be satisfied and hence there is nothing that can be done about \( \lambda_1 \).
3. Proof of Theorem 1.1 (general case).

First, we prove a result used in the definition of \(\mathcal{D}(D)\).

Lemma 3.1. For each \(f \in \mathcal{D}_0\), we have \(\|f\|_D < \infty\).

*Proof.* Take \(n\) such that \(f|_{E_n^c} = 0\). Then, by the definition of \(\mathcal{D}_0\), we have \(\|f\| < \infty\). Next, from the symmetry of \(\pi_q(dx, dy)\), we obtain

\[
D(f) = \frac{1}{2} \int_{E_n \times E_n} \pi_q(dx, dy)[f(y) - f(x)]^2 + \int_{E_n \times E_n} \pi_q(dx, dy)f(x)^2
\]

\[
+ \int_{E_n} \pi_r(dx)f(x)^2
\]

\[
\leq 2 \int_{E_n \times E_n} \pi_q(dx, dy)f(x)^2 + \int_{E_n \times E_n} \pi_q(dx, dy)f(x)^2 + \int_{E_n} \pi_r(dx)f(x)^2
\]

\[
\leq 2 \int_{E_n} \pi(dx)f(x)^2q(x, E) + \int_{E_n} \pi(dx)f(x)^2r(x)
\]

\[
\leq 2 \int_{E_n} \pi(dx)f(x)^2q(x) \leq 2\|f\|^2 \sup_{x \in E_n} q(x) < \infty.
\]

This gives us \(\|f\|_D < \infty\). \(\square\)

The way in proving Theorem 1.1 is a localizing procedure reducing the general case to the one of Proposition 2.2. To do so, we need some preparations.

From now on, we fix a function \(g\) and a constant \(\lambda > 0\), as given in Theorem 1.1.

Lemma 3.2. Let \(F_m = \{x \in E : g(x) \geq 1/m\}, m \geq 1\), and \(\mathcal{D}_1 = \{f|_{F_m} : f \in \mathcal{D}_0, m \geq 1\}\). Then, \(\mathcal{D}_1\) is dense in \(\mathcal{D}(D)\) in the norm \(\|\cdot\|_D\).

*Proof.* Given \(f \in \mathcal{D}(D)\), choose \(\{f_n\} \subset \mathcal{D}_0\) so that \(\|f_n - f\|_D \to 0\). Let \(f_{nm} = f_n I_{F_m}\). Then,

\[
D(f_{nm} - f_n) = \frac{1}{2} \int_{F_m \times F_m} \pi_q(dx, dy)[f_{nm}(y) - f_n(y) - f_{nm}(x) + f_n(x)]^2
\]

\[
+ \int_{F_m} \pi_r(dx)[f_{nm}(x) - f_n(x)]^2
\]

\[
= \frac{1}{2} \int_{F_m \times F_m} \pi_q(dx, dy)[f_n(y) - f_n(x)]^2 + \int_{F_m \times F_m} \pi_q(dx, dy)f_n(y)^2
\]

\[
+ \int_{F_m} \pi_r(dx)f_n(x)^2
\]

\[
= \frac{1}{2} \int_{F_m \times F_m} \pi_q(dx, dy)[f_n(y) - f_n(x)]^2 + \int_{F_m} \pi(dx)f_n(x)^2q(x, F_m)
\]

\[
+ \int_{F_m} \pi(dx)f_n(x)^2r(x)
\]

\[
\leq \frac{1}{2} \int_{F_m \times F_m} \pi_q(dx, dy)[f_n(y) - f_n(x)]^2 + \int_{F_m} \pi(dx)f_n(x)^2q(x).
\]
For each fixed \( n \), since \( \|f_n\|_D < \infty \), \( F_m \uparrow E \) and \( q(x) \) is bounded on the support of \( f_n \), the right-hand side goes to zero as \( m \to \infty \). From the triangle inequality, we have

\[
\|f_{nm} - f\|_D \leq \|f_{nm} - f_n\|_D + \|f_n - f\|_D,
\]

we can first choose a large enough \( n \) and then a large enough \( m \) so that \( \|f_{nm} - f\|_D \) becomes arbitrarily small. \( \square \)

For each \( B \in \mathcal{E} \), define a local \( q \)-pair \((q^B(x), q^B(x, dy))\) and the corresponding operator \( \Omega^B \) on \((B, B \cap \mathcal{E})\) as follows:

\[
q^B(x) = q(x), \quad q^B(x, dy) = q(x, dy)I_B(y)
\]

\[
\Omega^B f(x) = \int q^B(x, dy)f(y) - q^B(x)f(x), \quad x \in B.
\]

**Lemma 3.3.** Let \( g \) and \( \lambda \) be given by Theorem 1.1. Then for every \( B \in \mathcal{E} \), \( \Omega^B g \leq -\lambda g \), \( \pi \)-a.s. on \( B \).

**Proof.** By assumption,

\[
-\lambda g(x) \geq \Omega g(x) = \int q(x, dy)g(y) - q(x)g(x) \geq \int_B q(x, dy)g(y) - q^B(x)g(x) = \Omega^B g(x)
\]

for all \( x \in B \). \( \square \)

For each \( n, m \geq 1 \), let \( G_{n,m} = E_n \cap F_m \) and define the \( q \)-pair \((q_{n,m}(x), q_{n,m}(x, dy))\) and operator \( \Omega_{n,m} \) as above (by setting \( B = G_{n,m} \)). Next, define

\[
D_{n,m}(f) = \frac{1}{2} \int_{G_{n,m} \times G_{n,m}} \pi_{q_{n,m}}(dx, dy)[f(y) - f(x)]^2 + \int_{G_{n,m}} \pi_{r_{n,m}}(dx)f(x)^2,
\]

where

\[
r_{n,m}(x) = q(x) - q(x, G_{n,m}) = r(x) + q(x, G^c_{n,m}), \quad x \in G_{n,m}.
\]

Corresponding to the bounded form \( D_{n,m} \), we have

\[
\lambda^{(n,m)}_0 := \inf\{D_{n,m}(f) : f \in \mathcal{D}(D_{n,m}), \|f I_{G_{n,m}}\| = 1\}
\]

\[
= \inf\{D_{n,m}(f) : \|f I_{G_{n,m}}\| = 1\}
\]

since \( \mathcal{D}(D_{n,m}) = L^2(G_{n,m}, \pi) \) (the set of square-integrable functions on \( G_{n,m} \) with respect to the measure \( \pi|_{G_{n,m}} \)). A simple computation shows that we also have

\[
\lambda^{(n,m)}_0 = \inf\{D(f) : f|_{G^c_{n,m}} = 0, \|f\| = 1\},
\]

since \( D_{n,m}(f) = D(f) \) for every \( f \in L^2(\pi) \) with \( f|_{G^c_{n,m}} = 0 \). In other words, \( \lambda^{(n,m)}_0 \) is the Dirichlet eigenvalue of the the \( q \)-pair on the domain \( G_{n,m} \).
Lemma 3.4. \( \lambda_0^{(n,m)} \) is decreasing in both \( n \) and \( m \). Moreover, \( \lim_{n \to \infty} \lim_{m \to \infty} \lambda_0^{(n,m)} = \lambda_0. \)

Proof. The first assertion follows from (3.2) and the fact that \( E_n \uparrow E, \ F_m \uparrow E \) as \( n, m \to \infty \). Moreover, it is obvious that \( \lambda_0^{(n,m)} \geq \lambda_0. \)

Next, from the definition of \( \lambda_0 \), for every \( \varepsilon > 0 \), there is \( f_\varepsilon \in \mathcal{D}(D) \) such that \( \|f_\varepsilon\| = 1 \) and \( \lambda_0 \geq D(f_\varepsilon) - \varepsilon. \) From Lemma 3.2, there exists a sequence \( \{f_{nm}\} \subset \mathcal{D}_1 \) so that \( \|f_{nm} - f_\varepsilon\|_D \to 0. \) Without loss of generality, we may also assume that \( f_{nm}|_{G_{n,m}} = 0 \) and \( \|f_{nm}\| = 1. \) Thus, for large enough \( n, m \), we have \( D(f_\varepsilon) \geq D(f_{nm}) - \varepsilon. \) Hence

\[
\lambda_0 \geq D(f_{nm}) - 2\varepsilon \geq \lambda_0^{(n,m)} - 2\varepsilon
\]
by (3.2). Since \( \varepsilon \) is arbitrary, we have thus proved the required assertion. \( \square \)

It is now easy to complete the proof of Theorem 1.1:

Proof of Theorem 1.1. Applying Proposition 2.2 to \( q\)-pair \( (q_{n,m}(x), q_{n,m}(x, dy)) \) on \( (G_{n,m}, G_{n,m} \cap \mathcal{E}) \) and using Lemma 3.3, it follows that \( \lambda_0^{(n,m)} \geq \lambda. \) Then, the required assertion follows from Lemma 3.4. \( \square \)


In this section, we discuss Theorem 1.1 in the context of Markov chains which means that \( E \) is countable. Then, we use \( Q\)-matrix \( Q = (q_{ij}) \) instead of the \( q\)-pair:

\[
q_{ij} \geq 0 \text{ for all } i \neq j,
\]
for all \( i \in E \). We show that the theorem is often sharp.

Proposition 4.1. Let \( E \) be countable. Suppose that

(1) \( \lambda_0 \) is attainable, i.e., there is \( g \in \mathcal{D}(D), \ g \neq 0 \) such that \( D(g) = \lambda_0\|g\|^2. \)

Then \( g \geq 0 \) and \( \Omega g = -\lambda_0 g. \) If moreover,

(2) \( Q = (q_{ij}) \) is irreducible, i.e., for each pair \( \{i, j\} \), there exist \( i_1 = i, i_2, \cdots, i_n = j \) such that \( q_{i_1i_2} > 0, \cdots, q_{i_{n-1}i_n} > 0, \)

then \( g > 0 \) and so the lower bound given by Theorem 1.1 is exact.

Proof. Because \( D(f) \geq D(|f|) \), we must have \( g \geq 0. \) Next, fix \( k \in E \) and let \( g_k = g_k + \varepsilon \) for some \( \varepsilon \in \mathbb{R}, \ \tilde{g}_i = g_i \) for \( i \neq k. \) Then \( \tilde{g} \in \mathcal{D}(D) \) and \( D(\tilde{g}) - D(g) \geq \lambda_0(\|g\|^2 - \|\tilde{g}\|^2) \) from (1). That is,

\[
\varepsilon[-2(\Omega + \lambda_0)g(k) + (q_k - \lambda_0)\varepsilon] \geq 0.
\]

This implies that \( \Omega g(k) = -\lambda_0 g_k \) since \( \varepsilon \) is arbitrary, and then \( \Omega g = -\lambda_0 g \) since \( k \) is arbitrary.

Because \( g \neq 0 \), we may assume that \( g_k > 0 \) for some \( k. \) If \( g_{ik} > 0, \) then

\[
0 < q_{ik}g_k \leq \sum_{j \neq i} q_{ij}g_j = (q_i - \lambda_0)g_i
\]
and so \( q_i > \lambda_0 \) and \( g_i > 0. \) By using the condition (2) and an inductive procedure, one may prove that \( g_i > 0 \) for all \( i \in E. \) \( \square \)

To conclude this section, we introduce an example for which the conditions of Proposition 4.1 do not hold but Theorem 1.1 still works with the exact estimate.
Example 4.2. Consider a Markov chain with state space $\mathbb{Z}_+$. For each $i \geq 1$, the chain jumps from 0 to $i$ at rate $\beta_i$ and from $i$ to 0 at rate $q_i$. Assume that $\sum_{i \geq 1} \beta_i < \infty$ and $\sum_{i \geq 1} \beta_i/q_i < \infty$. Take $E = \{1, 2, \ldots\}$. Then the $Q$-matrix $Q = (q_{ij} : i, j \in \mathbb{Z}_+)$ restricted on $E$ becomes $q_{ij} = 0$ for all $i \neq j$ and $\pi_i = q_i$ for all $i, j \in E$. Then, the conditions of Proposition 4.1 may fail to hold. However, the assumption of Theorem 1.1 is always satisfied with the sharp estimate.

Proof. It is trivial to check that the chain has a stationary distribution $\pi_i = \pi_0 \beta_i/q_i$, $i \geq 1$. Clearly, the restricted $Q$-matrix is reducible on $E$ and hence condition (2) fails. Note that

$$D(f)/\|f\|^2 = \sum_{i \geq 1} \pi_i q_i f_i^2 / \sum_{i \geq 1} \pi_i f_i^2.$$ 

Hence, $\lambda_0 = \inf_{i \geq 1} q_i$. From this, one sees that condition (1) of Proposition 4.1 does not hold except that there is some $k \geq 1$ such that $q_k = \inf_{i \geq 1} q_i$. In that case, the only solution is $g_k > 0$ and $g_i = 0$ for all $i$ with $q_i > q_k$. Therefore, the solution to the equation $\Omega g = -\lambda_0 g$ is not positive everywhere. By the way, we mention that the solution is also different from $(f_i^* := \mathbb{E}\, e^{\lambda_0 \tau_0} : i \geq 0)$ which is the minimal solution to the system

$$\sum_{j \geq 0} q_{ij} (f_j - f_i) = -\lambda_0 f_i$$ 

for $i \geq 1$ with boundary condition $f_0 = 1$ (actually, $f_i^* = (\lambda_0 - q_i)^{-1}$ for $i \geq 1$ and $f_0^* = 1$), where $\tau_0$ is the hitting time at 0. Here in the last sentence, the $Q$-matrix $Q = (q_{ij} : i, j \in \mathbb{Z}_+)$ is assumed to be regular.

Next, since $\Omega f(i) \leq -\lambda_0 f_i$ iff $q_i f_i \geq \lambda_0 f_i$ ($i \geq 1$), any positive sequence $(f_i)$ is a solution to the inequality $\Omega g(i) \leq -\lambda_0 g_i$. This proves the last assertion. $\square$

Appendix: The positiveness of the eigenfunction.

In this appendix, we extend part (2) of Proposition 4.1 to the general case under the "irreducible" assumption, which is reasonable since the reducible case can be often reduced to some irreducible ones. The result also shows that the condition "$g > 0$" used in Theorem 1.1 is reasonable.

Proposition A1. Suppose that $\pi_q (A \times A^c) > 0$ for every $A \in \mathcal{A}$ with $\pi(A) > 0$ and $\pi(A^c) > 0$. Then

$$\lambda_0 = \inf \{ D(f) : f \in \mathcal{D}(D), \ f > 0 \text{ and } \|f\| = 1 \}. \quad (A1)$$

Proof. (a) Since $D(|f|) \leq D(f)$, it is trivial to add the condition "$f \geq 0$" to the original definition of $\lambda_0$. Next, if $A := \{ f = 0 \}$ is a null set, then as remarked at the end of Section 1, one may replace $f$ by

$$\tilde{f} = fI_A + I_A > 0.$$ 

Thus, it is enough to prove (A1) with "$f > 0$" replaced by "$f > 0$, $\pi$-a.s."
(b) Given \( f \in \mathcal{D}(D) \), \( \|f\| \neq 0 \) and \( \pi(A) > 0 \), where \( A = \{ f = 0 \} \). Certainly, \( \pi(A^c) > 0 \). We are going to construct a new function \( f_1 \) such that \( f_1 > 0 \) on the set \( A^c \cup \{ x : q(x) \leq N_1 \} \cap A \) for some \( N_1 \geq 1 \) and

\[
\frac{D(f_1)}{\|f_1\|^2} < \frac{D(f)}{\|f\|^2}.
\]

Let \( B_N = \{ x : q(x) \leq N \} \cap A \) and define

\[
f_1 = f_1(N, \varepsilon) = \varepsilon I_{B_N} + f_{A^c},
\]

where \( N \) and \( \varepsilon > 0 \) are constants to be determined later. Because \( I_{B_N} \in \mathcal{D}_0 \subset \mathcal{D}(D) \) and \( f = f_{A^c} \in \mathcal{D}(D) \), we have \( f_1 \in \mathcal{D}(D) \). Next, since

\[
\pi_q(B_N \times B_N^c) \leq \pi_r(B_N) + \pi_q(B_N \times E) \leq N \pi(B_N) < \infty,
\]

we have

\[
D(f_1) = \frac{1}{2} \int_{A^c \times A^c} \pi_q(dx, dy)[f(y) - f(x)]^2 + \int_{A^c \times B_N} \pi_q(dx, dy)[\varepsilon - f(x)]^2 + \int_{A^c \times AB_N^c} \pi_q(dx, dy) f(x)^2 + \varepsilon^2 \pi_q(B_N \times AB_N^c) + \int_{A^c} \pi_r(dx) f(x)^2 + \varepsilon^2 \pi_r(B_N)
\]

\[= \frac{1}{2} \int_{A^c \times A^c} \pi_q(dx, dy)[f(y) - f(x)]^2 + \int_{A^c} f(x)^2 [\pi_q(dx, A) + \pi_r(dx)] - 2\varepsilon \int_{A^c} f(x)\pi_q(dx, B_N) + \varepsilon^2 [\pi_r(B_N) + \pi_q(B_N \times B_N^c)]
\]

\[= D(f) - 2\varepsilon \int_{A^c} f(x)\pi_q(dx, B_N) + \varepsilon^2 [\pi_r(B_N) + \pi_q(B_N \times B_N^c)].
\]

Since

\[\|f_1\|^2 = \|f\|^2 + \varepsilon^2 \pi(B_N), \quad \|f_1\|^{-2} \leq \|f\|^{-2},\]

it follows that

\[
\frac{D(f_1)}{\|f_1\|^2} \leq \frac{D(f)}{\|f\|^2} \leq \frac{\varepsilon}{\|f_1\|} \left\{ \varepsilon [\pi_r(B_N) + \pi_q(B_N \times B_N^c)] - 2 \int_{A^c} f(x)\pi_q(dx, B_N) \right\}.
\]

(A3)

Note that \( \pi(A) > 0 \) and \( \pi(A^c) > 0 \), \( \pi_q(A^c \times A) > 0 \) by assumption and \( B_N \uparrow A \) as \( N \to \infty \). There exists \( N_1 \geq 1 \) such that \( \pi(B_{N_1}) > 0 \) and \( \pi_q(A^c \times B_{N_1}) > 0 \). Therefore, we have

\[\int_{A^c} f(x)\pi_q(dx, B_{N_1}) > 0\]

since \( f > 0 \) on \( A^c \). Thus, by using (A2), it follows that one can choose small enough

\[\varepsilon_1 \in (0, 2^{-1} \wedge [N_1 \pi(B_{N_1})]^{-1}]\]
so that the right-hand side of (A3) is negative. This completes the construction of \( f_1 \).

(c) If \( \pi(AB_{N_1}) = 0 \), then we have already obtained that \( f_1 > 0 \), \( \pi \)-a.s. and so the proof is done. Otherwise, rewriting \( B_1 = B_{N_1} \), replacing \( A \) with \( A_1 = AB_1 \) and repeating the above construction, we obtain the second function

\[
f_2 = \varepsilon_2 I_{B_2} + f_1 I_{A_1^c} = \varepsilon_2 I_{B_2} + \varepsilon_1 I_{B_1} + f I_{A^c},
\]

where

\[
B_2 = \{ x : q(x) \leq N_2 \} \cap A_1 = \{ x : N_1 < q(x) \leq N_2 \} \cap A
\]

for some \( N_2 \geq 2 \) having property \( \pi(B_2) > 0 \) and \( \varepsilon_2 \in (0, 2^{-2} \wedge \varepsilon_1 \wedge [N_2 \pi(B_2)]^{-1}] \).

Moreover,

\[
\frac{D(f_2)}{\|f_2\|^2} < \frac{D(f_1)}{\|f_1\|^2}.
\]

Now, if \( \pi(A_1B_2^c) = 0 \), then we have \( f_2 > 0 \), \( \pi \)-a.s. and so the proof is done again. Otherwise, we go on by the same procedure. At the \( n \)-th step, we have \( \pi(B_n) > 0 \),

\[
\varepsilon_n \in (0, 2^{-n} \wedge \varepsilon_{n-1} \wedge [N_n \pi(B_n)]^{-1}], \quad N_n \geq n
\]

and

\[
\frac{D(f_n)}{\|f_n\|^2} < \frac{D(f_{n-1})}{\|f_{n-1}\|^2}.
\]

The construction will be stopped either in a finite number of steps, or we get at last

\[
f_\infty = f I_{A^c} + \sum_{n=1}^{\infty} \varepsilon_n I_{B_n}
\]

for some sequences \( \{B_n\}, \{\varepsilon_n\} \) and moreover

\[
\frac{D(f_\infty)}{\|f_\infty\|^2} < \cdots < \frac{D(f_2)}{\|f_2\|^2} < \frac{D(f_1)}{\|f_1\|^2} < \frac{D(f)}{\|f\|^2}.
\]

In the latter case, since \( B_n \subset \{ x : N_{n-1} < q(x) \leq N_n \} \) and \( N_n \geq n \to \infty \), we have \( \sum_{n=1}^{\infty} B_n = A \) and hence \( f_\infty > 0 \) everywhere. Finally, because

\[
\|f_\infty\|^2 = \|f\|^2 + \sum_{n \geq 1} \varepsilon_n^2 \pi(B_n) < \infty, \quad f_n \in \mathcal{D}(D)
\]
and

\[
D(f_\infty - f_n) = \frac{1}{2} \int \pi_q(dx, dy) \left[ \sum_{k \geq n+1} \varepsilon_k (I_{B_k}(y) - I_{B_k}(x)) \right]^2 \\
+ \int \pi_r(dx) \left[ \sum_{k \geq n+1} \varepsilon_k I_{B_k}(x) \right]^2 \\
= \int (A^c + \sum_{\ell=1}^n B_\ell) \times \sum_{k \geq n+1} B_k \\n\pi_q(dx, dy) \left[ \sum_{k \geq n+1} \varepsilon_k I_{B_k}(y) \right]^2 \\
+ \frac{1}{2} \int (\sum_{k \geq n+1} B_k) \times \sum_{k \geq n+1} B_k \\n\pi_q(dx, dy) \left[ \sum_{k \geq n+1} \varepsilon_k (I_{B_k}(y) - I_{B_k}(x)) \right]^2 \\
+ \int \pi_r(dx) \left[ \sum_{k \geq n+1} \varepsilon_k I_{B_k}(x) \right]^2 \\
= \sum_{k \geq n+1} \varepsilon_k^2 \pi_q \left( B_k \times \left( A^c + \sum_{\ell=1}^n B_\ell \right) \right) \\
+ \sum_{n+1 \leq k < \ell} (\varepsilon_k - \varepsilon_\ell)^2 \pi_q(B_k \times B_\ell) + \sum_{k \geq n+1} \varepsilon_k^2 \pi_r(B_k) \\
\leq \sum_{k \geq n+1} \varepsilon_k^2 [\pi_q(B_k \times E) + \pi_r(B_k)] \\
\leq \sum_{k \geq n+1} \varepsilon_k^2 N_k \pi(B_k) \\
\leq \sum_{k \geq n+1} \varepsilon_k \to 0
\]

as \( n \to \infty \), we obtain \( f_\infty \in \mathcal{D}(D) \). \( \square \)

REFERENCES

1. Introduction.

The paper is devoted to study algebraic (or polynomial) $L^2$-convergence for reversible Markov chains. Roughly speaking, we are looking for a slower convergence rather than the exponential one, for which there is a great deal of publications (see for instance [1], [6], [12] and the references within). Contrarily, the work on algebraic convergence is still limited, the readers are urged to refer to [6] (II), [8] and [13] for the background and the present status of the study on the topic. Additionally, a referee provides the recent preprints [10] and [11] in which the same topic is studied with different approach for time-discrete Markov processes.

Consider a reversible Markov process on a complete separable metric space $(E, \mathcal{E})$ with probability measure $\pi$. The process corresponds in a natural way a strongly continuous semigroup $(P_t)$ on $L^2(\pi)$ with generator $L$ and domain $\mathcal{D}(L)$. It is said that the process has algebraic convergence in $L^2$-sense if there exists a functional $V : L^2(\pi) \rightarrow [0, \infty]$ and constants $C > 0$, $q > 1$ so that

$$\|P_t f - \pi(f)\|^2 \leq CV(f)/t^{q-1}, \quad t > 0, \quad f \in L^2(\pi),$$

(1.1)

where $\| \cdot \|$ denotes the $L^2$-norm and $\pi(f) = \int f d\pi$.

The starting point of our study is the following result, taken from Liggett (1991), which provides some necessary and sufficient conditions for algebraic $L^2$-convergence.
Theorem A (Liggett-Stroock). Let \( 1 < p, q < \infty \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \) and let \( V : L^2(\pi) \to [0, \infty) \) satisfy \( V(cf + d) = c^2 V(f) \) for all constants \( c \) and \( d \). Consider the following two statements:

(a) There exists a constant \( C > 0 \), may be different from \( (1.1) \), so that

\[
\|f - \pi(f)\|^2 \leq CD(f)^{1/p} V(f)^{1/q} \quad \text{for all } f \in \mathcal{D}(D),
\]

(1.2)

where \( D(f) := D(f, f) \) is the Dirichlet form of \( L \) with domain \( \mathcal{D}(D) \).

(b) There exists a constant \( C > 0 \) so that \( (1.1) \) holds.

We have the following conclusions:

(1) If (a) holds and \( V \) satisfies the following contraction:

\[
V(P_t f) \leq V(f), \quad f \in L^2(\pi), \quad t > 0
\]

(1.3)

then (b) holds.

(2) If (b) holds then so does (a) if the process is reversible with respect to \( \pi \).

Remark

(1) In condition (a), we use \( D(f) \) instead of \( -\int fLfd\pi \) appeared in Liggett (1991) ([13]). The advantage of this was explained in Chen ([2], §6.7, §9.1).

(2) If \( p = 1 \), then the process is in fact exponentially convergent. Hence we restrict ourselves to the case of \( p > 1 (\iff q < \infty) \).

(3) If (a) is satisfied with

\[
V(f) = \|f - \pi(f)\|^2, \quad V(f) = -\int fLfd\pi \quad \text{or} \quad V(f) = D(f)^\alpha, \quad \alpha > -1/p,
\]

then the algebraic \( L^2 \)-convergence is indeed exponential. Thus, none of these choices for \( V \) is useful in the present context. We will adopt several different types of \( V \), given in (1.4), (1.7), (1.9) and Theorem C below.

The main purpose of the paper is to work out some more explicit conditions for the Liggett-Stroock theorem in the context of Markov chains.

Let \( Q = (q_{ij}) \) be a regular and irreducible \( Q \)-matrix on a countable set \( E \): \( q_{ij} \geq 0 (i \neq j), \ 0 < q_i := -q_{ii} = \sum_{j \neq i} q_{ij} < \infty \). Assume that the corresponding \( Q \)-process \( P(t) = (p_{ij}(t) : i, j \in E) \) is stationary having distribution \( (\pi_i) \), and \( \pi_i q_{ij} = \pi_j q_{ji} \) for all \( i, j \in E \). Then the corresponding operator

\[
\Omega f(i) := \sum_j q_{ij} (f_j - f_i), \quad i \in E
\]

becomes symmetric on \( L^2(\pi) \). Denote by \( (D, \mathcal{D}(D)) \) the Dirichlet form:

\[
D(f) = D(f, f) = \frac{1}{2} \sum_{i,j} \pi_i q_{ij} (f_j - f_i)^2.
\]

Its domain is assumed to be \( \mathcal{D}(D) = \{f \in L^2(\pi) : D(f) < \infty\} \).
Following [9], we define a graph structure associated with the matrix $Q = (q_{ij})$. We call $(i, j)$ an edge if $q_{ij} > 0 (i \neq j)$. The adjacent edges 
\[
(i, i_1), (i_1, i_2), \ldots, (i_n, j) \quad (i, j \text{ and } i_k \text{'s are different})
\]
consist of a path from $i$ to $j$. Assume that for each pair $i \neq j$, there exists a directional path from $i$ to $j$. Choose and fix such a path $\gamma_{ij}$. We have linear order for the vertices on each path. Then, for $e \in \gamma_{ij}$, we may write $e = (e_L, e_R)$, where $e_L$ and $e_R$ are the left and right vertices of $e$ respectively. Fix all the selected paths \{\gamma_{ij}\}. Define
\[
\beta = \sup_i \#\{e : i \text{ is the left vertex of } e\}.
\]
Next, choose a symmetric function $\phi : \phi_{ij} \equiv \phi(i, j) \geq 0$ and $\phi_{ii} = 0$ if and only if $i = j$. For instance, one may take $\phi_{ij}$ to be the geodesic distance between $i$ and $j$ on the graph. Then define
\[
V_0(f) = \sup_{i \neq j} (f_j - f_i)^2 / \phi_{ij}^2,
\]
where $\delta = 0$ or 1. Note that $V_0(f)$ is independent of $\phi$ but is meaningful only for bounded $f$. This is rather restrictive but still enough to deduce the ergodicity of the process under (1.1). As we will prove in Section 2, the contraction (1.3) is automatic for $V_0$. Next, a sufficient condition for (1.3) with $V = V_1$ is the following: There exists a coupling operator $\Omega$ so that
\[
\tilde{\Omega}\phi(i, j) \leq 0, \quad \text{for all } i \neq j \quad \text{and} \quad \tilde{\Omega}\phi(i, i) = 0 \quad \text{for all } i.
\]
For the readers’ convenience, we recall the definition of coupling operators. Because of the one-to-one correspondence of a $Q$-matrix and its operator just mentioned above, we need only to define the coupling $Q$-matrices. For a given $Q$-matrix $Q = (q_{ij})$, a coupling $Q$-matrix $(q_{ij}, (k\ell)) : (ij), (k\ell) \in E \times E$ is described by the following marginality: $\sum q_{ij}, (k\ell) = q_{ik}$ and $\sum q_{ij}, (k\ell) = q_{j\ell}$. We refer to [2], Chapters 0, 5 and [3] for various coupling operators. Set
\[
\sigma_1(e) = \sum_i \pi_i \phi_{ij}^2 e_{ij} \left( \sum_{j : \gamma_{ij} \ni e} \pi_j / \phi_{ij}^2 \right)^2, \quad \sigma_2(e) = \frac{1}{\pi_i q_{ij} e_{ij}} \sum_{i,j : \gamma_{ij} \ni e} \pi_i \pi_j / \phi_{ij}^2,
\]
where \{i, j\} denotes the disordered pair of $i$ and $j$. We remark that the summation appeared in the first formula varies only over the pairs \{i, j\} : $\gamma_{ij} \ni e$.

To state our result, we still need some notations. We say that the process has a finite range $R$ if $q_{ij} = 0$ whenever $|j - i| > R$. We will use some function $\rho$ on $E = \{0, 1, 2, \cdots\}$ having the property:

\rho \text{ is increasing, } \rho_0 = 0 \text{ and there exists a constant } c \text{ such that either } \rho_{N} \leq c \rho_{N/2} \text{ for all } N \geq 1 \text{ or } \rho_{i+R} \leq c \rho_{i} \text{ for all } i \geq 1 \text{ but still } \sum_{N \geq 1} \rho_{N} < \infty \text{ for all } \epsilon > 0.
\]
A typical choice of $\rho$ is $\rho_i = i^\alpha (i \geq 1)$ for some constant $\alpha > 0$. Then condition “$\rho_N \leq c \rho_{N/2}$ for all $N \geq 1$” holds. Otherwise, let $\rho_i = \alpha^i (i \geq 1)$ for some constant $\alpha > 1$. Then we do have “$\rho_{i+R} \leq c \rho_{i}$ for all $i \geq 1$” and “$\sum_{N \geq 1} \rho_{N} < \infty$ for all $\epsilon > 0$”.

Now, we can state our first criterion as follows:
Theorem 1.1. (0) If (1.5) is satisfied, then (1.3) holds with $V = V_1$.

(1) Let (1.3) hold. If $\beta < \infty$,

$$\sup_e \{\sigma_1(e) + \sigma_2(e)\} < \infty \quad \text{and} \quad \sum_{i,j} \pi_i \pi_j \phi_{ij}^{2(q+\delta-1)} < \infty$$

for some constant $q > 1$, then the Markov chain has algebraic decay with $V = V_\delta$ ($\delta = 0 \text{ or } 1$) and the same $q$.

(2) Conversely, let $E = \{0, 1, 2, \ldots\}$ and suppose that the process has algebraic decay with respect to $V_\delta (\delta = 0, 1)$ and $\phi_{ij} = |p_j - p_i|$ for some function $\rho$ satisfying (1.6). If moreover $\sup_{i \geq 1} \sum_{j=i+1}^\infty q_{ij} \phi_{ij}^2 < \infty$, then we have $\sum_q \rho_j \pi_j < \infty$ for all $k < 2(q + \delta - 1)$.

The next result is a straightforward consequence of, but more practical than, Theorem 1.1.

Corollary 1.2. Part (1) of Theorem 1.1 holds if $\sigma_1(e)$ and $\sigma_2(e)$ are replaced by

$$\sigma'_1(e) = \sup_i \frac{\phi_{i,e}(e)}{\pi_{i,e} \sqrt{q_{i,e} e_r}} \sum_{j: \gamma_{ij} \geq e} \frac{\pi_j}{\phi_{ij}^2} \quad \text{and} \quad \sigma'_2(e) = \frac{1}{\pi_{i,e} q_{i,e} r} \sup_i \sum_{j: \gamma_{ij} \geq e} \frac{\pi_j}{\phi_{ij}^2}$$

respectively.

Clearly, algebraic convergence depends heavily on the functional $V$. We now introduce a different choice of $V$. Fix a reference point in $E$, say 0 for simplicity. For each $j \in E \setminus \{0\}$, choose a directional path from 0 to $j$, denoted by $\gamma_{0j}$. Fix the family $\{\gamma_{0j} : j \neq 0\}$ and define $\beta$ as above. Next, choose $\phi: \phi_i > 0$ for $i \neq 0$ and $\phi_0 = 0$. Define

$$\tilde{V}_\delta(f) = \sup_{i \neq 0} (f(i) - f(0))^2 / \phi_i^{2\delta}. \quad (1.7)$$

When $E = \{0, 1, 2, \ldots\}$ and $\phi_i$ is increasing, then for $\phi_{ij} := |\phi_j - \phi_i|$, it is easy to check that $\tilde{V}_\delta(f) \ll \tilde{V}_\delta(f)$ for each $\delta = 1$ or 0. Finally, set

$$\tilde{\sigma}_1(e) = \frac{\sqrt{\phi_{i,e}}}{\pi_{i,e} \sqrt{q_{i,e} e_r}} \sum_{j: \gamma_{ij} \geq e} \frac{\pi_j}{\phi_{ij}^2}, \quad \tilde{\sigma}_2(e) = \frac{1}{\pi_{i,e} q_{i,e} r} \sum_{j: \gamma_{ij} \geq e} \frac{\pi_j}{\phi_{ij}^2}.$$

Theorem 1.3. (1) Let

$$\beta < \infty, \quad \sup_e \{\tilde{\sigma}_1(e) + \tilde{\sigma}_2(e)\} < \infty \quad \text{and} \quad \sum_j \pi_j \phi_j^{2(q+\delta-1)} < \infty \quad (1.8)$$

for some $q > 1$ and $\delta = 0 \text{ or } 1$. When $\delta = 1$, suppose additionally that (1.3) holds with $V = \tilde{V}_1$. Then the Markov chain has algebraic decay with $V = \tilde{V}_1$ when $\delta = 1$ and $V = V_0$ when $\delta = 0$.

In particular, if $E = \{0, 1, 2, \ldots\}$ and $\phi$ is increasing, whenever (1.5) holds for $\phi_{ij} := |\phi_j - \phi_i|$, then condition (1.8) with $\delta = 1$ implies the algebraic decay of the Markov chain with respect to $V_1$ defined by (1.4).
(2) Conversely, if $E = \{0, 1, 2, \ldots\}$, $\phi$ is increasing and the Markov chain has algebraic decay with respect to $V_δ (\delta = 0, 1)$, then part (2) of Theorem 1.1 holds with $\rho = \phi$.

Finally, we consider positive recurrent birth-death processes. Then, we have $E = \{0, 1, 2, \ldots\}$, birth rate $b_i > 0 (i \geq 0)$, death rate $a_i > 0 (i \geq 1)$ and reversible measure $(\pi_i)$. Each edge has the form: $e = (k, k + 1)$, $k \geq 0$. Obviously, $\beta = 1$ and $R = 1$. Let $u_n$ be a positive sequence and set $\phi_{ij} = |\sum_{k<j} u_k - \sum_{k<i} u_k|$. Then, we have

$$V_δ (f) = \sup_{i \neq j} |f(i) - f(j)|^2 / \phi_{ij}^{2\delta} = \sup_{k \geq 0} |f(k + 1) - f(k)|^2 / u_k^{2\delta}$$

(1.9)

and for $e = (k, k + 1)$,

$$\sigma_1(e) = \sum_{i \leq k-1} \frac{\pi_i \phi_{ik}^2}{\pi_k b_k} \left( \sum_{j \geq k+1} \frac{\pi_j}{\phi_{ij}^2} \right)^2, \quad \sigma_2(e) = \frac{1}{\pi_k b_k} \sum_{i \leq k} \pi_i \sum_{j \geq k+1} \frac{\pi_j}{\phi_{ij}^2},$$

$$\sigma_1'(e) = \sup_{i \leq k-1} \frac{\phi_{ik}}{\pi_k \sqrt{b_k}} \sum_{j \geq k+1} \frac{\pi_j}{\phi_{ij}^2}, \quad \sigma_2'(e) = \sup_{i \leq k} \frac{\pi_j}{\pi_k b_k \phi_{ij}^2}.'$$

As a consequence of Theorem 1.1, we have the following result.

**Corollary 1.4.** (1) Suppose that $\sup_e \{\sigma_1(e) + \sigma_2(e)\} < \infty$ (or sufficiently, $\sup_e \{\sigma_1'(e) + \sigma_2'(e)\} < \infty$) and $\sum_{i,j} \pi_i \pi_j \phi_{ij}^{2(q+\delta-1)} < \infty$ for some constant $q > 1$. For $V_1$, suppose additionally that $b_n u_n - a_n u_{n-1}$ is non-increasing ($u_{-1} = 0$). Then the birth-death process has algebraic decay with respect to $V_δ$.

(2) Conversely, suppose that the process has algebraic decay with respect to $V_δ$ and $\phi_{ij} := |\rho_i - \rho_j|$ for some $\rho$ satisfying (1.6) with $R = 1$. If moreover $\sup_i b_i u_i^2 < \infty$, then we have $\sum_j \rho_j^k \pi_j < \infty$ for all $k < 2(q + \delta - 1)$.

Let $\phi_n = \sum_{i \leq n} u_i$ and define $\theta_1(n) = \phi_n \pi_n^{-1} b_n^{-1/2} \sum_{k=n+1}^{\infty} \pi_k / \phi_k^2$. As a direct consequence of Theorem 1.3, we have the following result.

**Corollary 1.5.** (1) Suppose that the following conditions hold:

(a) $\sup_n \theta_1(n) < \infty$,  
(b) $\lim_{k \to \infty} \phi_k \sqrt{b_k} > 0$,  
(c) $\sum_n \pi_n \phi_n^{2(q+\delta-1)} < \infty$.

For $V_1$, suppose additionally that $b_n u_n - a_n u_{n-1}$ is non-increasing ($u_{-1} = 0$). Then the process has algebraic decay with respect to $V_δ$.

(2) Part (2) of Theorem 1.3 holds.

**Remark**

(1) Conditions (a) and (b) imply that $\sup_n \theta_2(n) < \infty$, where $\theta_2(n) = (\sum_{k=n+1}^{\infty} \pi_k / \phi_k^2) / (\pi_n b_n)$. In fact,

$$\lim_{k \to \infty} \inf \phi_k \sqrt{b_k} > 0 \iff \sup_k \frac{1}{\phi_k \sqrt{b_k}} < \infty \iff \sup_n \frac{\theta_2(n)}{\theta_1(n)} < \infty.$$

This plus condition (a) implies that $\sup_n \theta_2(n) < \infty$.

(2) Obviously, when $e = (n, n + 1)$, we have $\theta_1(n) \leq \sigma_1'(e)$ and $\theta_2(n) \leq \sigma_2'(e)$. Hence, $\sup_e \{\theta_1(n) + \theta_2(n)\} \leq \sup_e \{\sigma_1'(e) + \sigma_2'(e)\}$.

The next result is a special case of Corollary 1.5.
Corollary 1.6. The birth-death process has algebraic decay with respect to $V_0$ provided

$$\liminf_{n \to \infty} n \left( \frac{a_{n+1}}{b_n} - 1 \right) > 1, \quad \limsup_{n \to \infty} \frac{1}{\pi_n} \sum_{k > n+1} \pi_k > 0 \ (\text{or } \liminf_{n \to \infty} \phi_n \sqrt{b_n} > 0)$$

and

$$\sup_n \frac{1}{\sqrt{b_n} n^\alpha \pi_n} \sum_{k > n+1} \pi_k < \infty$$

for some $\alpha > 0$.

For birth-death chains, the algebraic convergence was studied by Liggett (1991) [13], as a tool to deal with the critical case of attractive reversible nearest particle systems. In order to compare our results with known ones, we introduce two theorems taken from Liggett (1991) as follows. The first result below was mentioned in the quoted paper without a proof. For completeness, we present a proof at the end of Section 3.

Theorem B. Let $(u_k)$ and $\phi_{ij}$ be as above. Define $V_1$ as (1.4). Let $\sigma_n = \sum_{k=n}^{\infty} \pi_k/\pi_n$. If the following conditions hold:

1) $b_n u_n - a_n u_{n-1}$ is non-increasing ($u_{-1} = 0$);  
2) $\inf_{i \geq 0} b_i > 0$;  
3) $\sup_n \sigma_n/n < \infty$;  
4) $\sum_{n=0}^{\infty} u_n^2 n^{2q} \pi_n < \infty$.

then the process has algebraic decay with respect to $V_1$.

The next result is due to Liggett [13] (Theorem 2.10 and Proposition 2.15):

Theorem C. Define

$$\bar{V}(f) = \sup_{i \neq j} (|f_i - f_j|/|i - j|)^2 = \sup_k |f(k+1) - f(k)|^2$$

which is nothing new but $V_1$ with $\phi_{ij} = |i - j|$. If the following conditions hold,

1) $\inf_i b_i > 0$, $a_i > b_i$, $\sup_i i(a_i - b_i) < \infty$;  
2) $\sup_n \sigma(n)/n < \infty$;  
3) $\sum_n n \pi_n < \infty$;  
4) $\sum_n (\log(n+2))^{3/2} n^{2q} \pi_n < \infty$.

then the process has algebraic decay with respect to $\bar{V}$.

Conversely, suppose that the process has algebraic decay with respect to $\bar{V}$ and $\sup_i b_i < \infty$, then we have $\sum_k k^\alpha \pi_k < \infty$ for all $\alpha < 2q$.

In general, the conditions of Theorem C is stronger than those of Corollary 1.5, as will be shown by Example 4.1, for which Theorem C is not available but Corollary 1.5 is exact. Roughly speaking, the conditions of Corollary 1.5 (resp., Theorem 1.3) is stronger than those of Theorem B (resp., Theorem 1.1) since $V_{\delta} \leq V_3$. However, the same example shows that in some situation, Corollary 1.5 gives us the power $q \in (1, \infty)$ which can be much larger than $q \in (1, 3/2)$ provided by Theorem B. Among the corollaries, the conditions of Corollary 1.6 are the weakest but the corresponding conclusion (1.1) holds for a smaller class of functions. Besides, the two examples discussed in Section 4 are always (resp., partially) algebraically convergent with respect to $V_0$ (resp., $V_1$ or $\bar{V}$). We refer to Section 4 for details.
Finally, we examine a special birth-death process: \( a_i = b_i = i^2 \) for even number \( i \) and \( a_i = b_i = i^{3/2} \) for odd \( i \). It is easy to check that Corollary 1.6 fails for such an oscillation model. To handle it, we adopt the following comparison theorem: comparing the original process with the new one having \( \tilde{E} \) we have

\[
\sup_{i \neq j} \pi_i \tilde{q}_{ij} / (\pi_i q_{ij}) < \infty \quad \text{and} \quad \sup_i \pi_i / \tilde{\pi}_i < \infty.
\]

If moreover, the \( \tilde{Q} \)-process has algebraic decay with respect to \( V_0 \) (resp., \( \tilde{V}_0 \)), then so does the \( Q \)-process provided it is \( V_0 \) (resp., \( \tilde{V}_0 \))-contractive.

An immediate consequence of Theorem 1.7 is as follows. With respect to \( V_0 \) or \( \tilde{V}_0 \), any local perturbation does not interfere the algebraic convergence.

Theorem 1.1 is proved in the next section. The other results are proved in Section 3. In the last section (§4), two examples are discussed to illustrate the power of the results obtained in the paper.

2. Proof of Theorem 1.1.

A) First, we prove (1.3) under (1.5). Obviously, \( V_0(cf + d) = c^2 V_0(f) \) holds for all constants \( c \) and \( d \).

Let \((x_t, y_t)\) be the Markov chain determined by the coupling operator \( \tilde{\Omega} \), starting from \((i, j)\). Because \( \tilde{\Omega} \phi(i, j) \leq 0 \) for all \( i \neq j \) and \( \tilde{\Omega} \phi(i, i) = 0 \) for all \( i \), we have \( E^{(i, j)} \phi_{x_t, y_t} \leq \phi_{ij} \) (For more details of couplings, refer to [2], [3], [6], [7]). Then,

\[
\left| \frac{P_t f(i) - P_t f(j)}{\phi_{ij}} \right|^2 = \left| \frac{E^i f(x_t) - E^j f(y_t)}{\phi_{ij}} \right|^2 = \left| E^{(i, j)}(f(x_t) - f(y_t)) \phi_{ij} \phi_{x_t, y_t} \phi_{ij} \right|^2 \leq \sup_{k, \ell \in E} \left| \frac{f(k) - f(\ell)}{\phi_{k \ell}} \right|^2 \left( \frac{E^{(i, j)} \phi_{x_t, y_t}}{\phi_{ij}} \right)^2 \leq V(f), \quad i \neq j.
\]

Making the supremum over all \( i \neq j \) on the left-hand side yields \( V_1(P_t f) \leq V_1(f) \).

Next, we prove that (1.3) always holds for \( V_0 \). Actually, for any coupled process \((x_t, y_t)\), we have

\[
V_0(P_t f) = \sup_{i \neq j} |P_t f(i) - P_t f(j)| = \sup_{i \neq j} \left| E^i f(x_t) - E^j f(y_t) \right| \leq \sup_{i \neq j} E^{(i, j)} |f(x_t) - f(y_t)| \leq \sup_{i \neq j} E^{(i, j)} V_0(f) = V_0(f), \quad t \geq 0.
\]
However, the proof does not work when \( V_0 \) is replaced by \( \hat{V}_0 \) and so we do not consider the contraction for \( \hat{V}_0 \).

B) Next, we prove part (1) of the theorem. Some ideas of the proof are taken from [4] and [13]. Let \( f \) satisfy \( \pi(f) = 0 \) and \( \|f\|^2 = 1 \). Then, we have

\[
\text{Var}_\pi(f) = \frac{1}{2} \sum_{i,j} \pi_i \pi_j (f_j - f_i)^2
\]

\[
= \sum_{\{i,j\}} \pi_i \pi_j (f_j - f_i)^2
\]

\[
\leq \left\{ \sum_{\{i,j\}} \pi_i \pi_j \left(\frac{f_j - f_i}{\phi_{ij}}\right)^2 \right\}^{1/p} \left\{ \sum_{\{i,j\}} \pi_i \pi_j \left(\frac{f_j - f_i}{\phi_{ij}}\right)^2 \right\}^{2(\eta+\delta)-1}
\]

\[
= I^{1/p} \cdot \Pi^{1/q}
\]

(2.1)

Put \( f(e) = f_{e^r} - f_{e^l} \). Then,

\[
1 = \sum_{\{i,j\}} \pi_i \pi_j \left( \sum_{e \in \gamma_{ij}} f(e) \right)^2
\]

\[
= \sum_{\{i,j\}} \pi_i \pi_j \sum_{e \in \gamma_{ij}} f(e) \left( \sum_{b \in \gamma_{i,e}} f(b) + \sum_{d \in \gamma_{e,j}} f(d) \right)
\]

\[
= \sum_{\{i,j\}} \pi_i \pi_j \sum_{e \in \gamma_{ij}} f(e) \left( \sum_{b \in \gamma_{i,e}} f(b) + \sum_{e \in \gamma_{i,e}} f(e) \sum_{d \in \gamma_{e,j}} f(d) \right)
\]

\[
= \sum_{\{i,j\}} \pi_i \pi_j \sum_{e \in \gamma_{ij}} f(e) \left( \sum_{b \in \gamma_{i,e}} f(b) + \sum_{d \in \gamma_{e,j}} f(d) \sum_{e \in \gamma_{i,e}} f(e) \right)
\]

\[
= \sum_{\{i,j\}} \pi_i \pi_j \left( \sum_{e \in \gamma_{ij}} f(e) \sum_{b \in \gamma_{i,e}} f(b) + \sum_{e \in \gamma_{i,e}} f(e) \sum_{d \in \gamma_{e,j}} f(d) \right)
\]

\[
= 2 \left( \sum_{e} f(e) \sqrt{\pi_{e^l} q_{e^l e^r}} \cdot \sum_{\{i,j\} : \gamma_{ij} \ni e} \frac{\pi_i \pi_j}{\phi_{ij}^2} \sqrt{\pi_{e^l} q_{e^l e^r}} \sum_{b \in \gamma_{i,e}} f(b) + \sum_{\{i,j\}} \frac{\pi_i \pi_j}{\phi_{ij}^2} \sum_{e \in \gamma_{ij}} f(e)^2 \right)
\]

\[
\leq 2 \left( \sum_{e} \pi_{e^l} q_{e^l e^r} f(e)^2 \right)^{1/2} \cdot \left( \sum_{\{i,j\} : \gamma_{ij} \ni e} \frac{\pi_i \pi_j}{\phi_{ij}^2} \sqrt{\pi_{e^l} q_{e^l e^r}} \sum_{b \in \gamma_{i,e}} f(b) \right)^{1/2}
\]

\[
+ \sum_{e} \pi_{e^l} q_{e^l e^r} f(e)^2 \frac{1}{\pi_{e^l} q_{e^l e^r}} \sum_{\{i,j\} : \gamma_{ij} \ni e} \frac{\pi_i \pi_j}{\phi_{ij}^2}
\]

(2.2)
Here, we have used Schwarz’s inequality in the last step. Note that

\[ \sum_{\{i,j\}: \gamma_{ij} \geq \epsilon} = \sum_{i \in E} \sum_{j: \gamma_{ij} \geq \epsilon}. \]

By using Schwarz’s inequality again, we obtain

\[
\sum_{e} \left[ \sum_{\{i,j\}: \gamma_{ij} \geq \epsilon} \frac{\pi_i \pi_j}{\phi_{ij} \sqrt{\pi_{e\ell} q_{e\ell \epsilon}}} \sum_{b \in \gamma_{e\ell}} f(b) \right]^2
\]

\[
= \sum_{e} \left[ \sum_{i} \left( \frac{\sqrt{\pi_i \pi_{e\ell}}}{\phi_{i,e\ell}} \sum_{b \in \gamma_{i,e\ell}} f(b) \right) \left( \frac{\sqrt{\pi_j \pi_{e\ell}}}{\phi_{e\ell,i,j}} \sum_{j: \gamma_{ij} \geq \epsilon} \sum_{b \in \gamma_{e\ell}} \pi_j \phi_{ij}^{2} \right) \right]^2
\]

\[
\leq \sum_{e} \left[ \sum_{i} \pi_i \pi_{e\ell} \left( \sum_{b \in \gamma_{i,e\ell}} f(b) \right)^2 \sum_{i} \pi_i \phi_{i,e\ell}^{2} \left( \sum_{j: \gamma_{ij} \geq \epsilon} \sum_{b \in \gamma_{e\ell}} \pi_j \phi_{ij}^{2} \right)^2 \right]
\]

\[
\leq \left\{ \sup_{e} \sigma_1(e) \right\} \sum_{e,i} \pi_i \pi_{e\ell} \left[ f_{e\ell} - f_i \right]^2
\]

\[
\leq \left\{ \sup_{e} \sigma_1(e) \right\} \beta \cdot I. \quad (2.3)
\]

Here in the last step we have used the fact that a point \( e_{\ell} \) occurs in \( \sum_{e,i} \) at most \( \beta \) times. Combining (2.2) and (2.3), we see that

\[
I \leq 2 \sqrt{\sup_{e} \sigma_1(e)} \sqrt{\beta D(f)} I + D(f) \sup_{e} \sigma_2(e) =: 2C_1 \sqrt{I \cdot D(f)} + D(f) C_2.
\]

Solving the inequality, we get \( I \leq D(f) \left[ C_1 + \sqrt{C_1^2 + C_2^2} \right]^2. \) Next,

\[
II = \sum_{\{i,j\}} \pi_i \pi_j \left( \frac{f_j - f_i}{\phi_{ij}^{b}} \right)^2 \phi_{ij}^{2(q+\delta-1)} \leq V_{\delta}(f) \sum_{i,j} \pi_i \pi_j \phi_{ij}^{2(q+\delta-1)}.
\]

Hence

\[
\text{Var}_\pi(f) \leq CD(f)^{1/p} V_{\delta}(f)^{1/q},
\]

where \( C = \left( C_1 + \sqrt{C_1^2 + C_2^2} \right)^{2/p} \sum_{i,j} \pi_i \pi_j \phi_{ij}^{2(q+\delta-1)}. \) By the Liggett-Stroock Theorem, the process has algebraic decay.

C) We now prove part (2) of the theorem. We remark that condition “\( \rho_{i+R} \leq c' \rho_i \) for all \( i \geq 1 \)” holds whenever \( \rho_N \leq c' \rho_N^{1/2} \) for all \( N \geq 1. \) To see this, let \( i \geq R \) and \( N = i + R. \) Then \( \rho_{i+R} = \rho_N \leq c' \rho_{(i+R)/2} \leq c' \rho_i \) since \( \rho_i \) is increasing in \( i. \) On the other hand, since the set \( \{ i : i < R \} \) is finite, the inequality “\( \rho_{i+R} \leq c'' \rho_i \)
for all $i < R^c$ is automatic for some constant $c'' < c'$. However, to simplify the notation, we will use the same $c$ in these inequalities.

Assume that the process has algebraic decay. Let $m, N \in \mathbb{N}$ so that $\sum_i \rho_i^m \pi_i = \infty$ and let $f(k) = \rho_k^0 \pi_N$. Then, we have

$$V(f) = \max_{0 \leq i, j \leq N, i \neq j} (\rho_i^m - \rho_j^m)^2 / (\rho_i - \rho_j)^{2\delta}$$

$$= \max_{0 \leq i < j \leq N} \left\{ \rho_j^{m-1} \left( 1 + \rho_i / \rho_j + (\rho_i / \rho_j)^2 + \cdots + (\rho_i / \rho_j)^{m-1} \right) / (\rho_j - \rho_i)^{2(1-\delta)} \right\} \pi_j \rho_2^{m(\delta-1)}.$$ 

We now consider $D(f)$:

$$D(f) = \frac{1}{2} \sum_{0 \leq i, j \leq N} \pi_i q_{ij} (\rho_j^m - \rho_i^m)^2 + \sum_{i < N, j > N} \pi_i q_{ij} (\rho_N^m - \rho_i^m)^2.$$

For the first term on the right-hand side, we have

$$\frac{1}{2} \sum_{0 \leq i, j \leq N} \pi_i q_{ij} (\rho_j^m - \rho_i^m)^2 = \sum_{0 \leq i < j \leq N} \pi_i q_{ij} (\rho_j^m - \rho_i^m)^2$$

$$= \sum_{i=0}^N \pi_i \sum_{j=i+1}^N q_{ij} (\rho_j^m - \rho_i^m)^2$$

$$= \sum_{i=0}^N \pi_i \sum_{j=i+1}^N q_{ij} (\rho_j^m - \rho_i)^2 \left[ \rho_j^{m-1} + \rho_j^{m-2} \cdots + \rho_i^{m-1} \right]^2$$

$$= \sum_{i=0}^N \pi_i \sum_{j=i+1}^{N \wedge (i+R)} q_{ij} (\rho_j^m - \rho_i)^2 \left[ \rho_j^{m-1} + \rho_j^{m-2} \cdots + \rho_i^{m-1} \right]^2 + \pi_0 \sum_{j=1}^{N \wedge R} q_{0j} \rho_j^2 m^2$$

$$\leq m^2 c_1 \sum_{i=1}^N \pi_i \rho_i^2 m^2 - 2 \sum_{j=i+1}^{N \wedge (i+R)} q_{ij} (\rho_j - \rho_i)^2 + \pi_0 \sum_{j=1}^{N \wedge R} q_{0j} \rho_j^2 m^2$$

$$\leq m^2 c_1 \left( \sup_{k \geq 1} \sum_{j=k+1}^{k+R} q_{kj} (\rho_j - \rho_k)^2 \right) \sum_{i=1}^N \pi_i \rho_i^2 m^2 - 2 + c_2 \sum_{j=1}^{N \wedge R} \pi_j \rho_j^2 m^2 - 2$$

$$= m^2 \left( c_1 \sup_{k \geq 1} \sum_{j=k+1}^{\infty} q_{kj} (\rho_j - \rho_k)^2 + c_2 \right) \sum_{i=1}^N \pi_i \rho_i^2 m^2 - 2,$$

where

$$c_1 = c_1(m) = \sum_{k=0}^{m-1} c^{2k} = (c^{2m} - 1) / (c - 1), \quad c_2 = c_2(m) = m^2 \pi_0 \max_{1 \leq j \leq R} q_{0j} \rho_j^2 / \pi_j.$$

As for the second term, because of finite range, by condition (1.6) and the remark at the beginning of this part C), we have $\sum_{j>N} q_{0j} = 0$ for $N > R$ and
ρ_N \leq c \rho_i \text{ for all } 1 \lor (N - R) \leq i \leq N - 1. \text{ Then,}

\[
\sum_{i < N, j > N} \pi_i q_{ij} (\rho_N^m - \rho_i^m)^2
= \sum_{i = 1}^{N-1} \pi_i (\rho_N^{m-1} + \rho_N^{m-2} \rho_i + \cdots + \rho_i^{m-1})^2 \cdot (\rho_N - \rho_i)^2 \sum_{j > N} q_{ij} + \pi_0 \sum_{j > N} q_{0j} \rho_N^{2m}
\leq \sum_{i = 1 \lor (N - R)}^{N-1} \pi_i \cdot \tilde{c} \cdot m^2 \rho_i^{2(m-1)} \cdot \sup_{N \geq 1} \max_{1 \lor (N - R) \leq k \leq N - 1} (\rho_N - \rho_k)^2 \sum_{j > N} q_{kj}
\leq c_1 m^2 \left\{ \sup_{N \geq 1} \max_{1 \lor (N - R) \leq k \leq N - 1} (\rho_N - \rho_k)^2 \sum_{j > N} q_{kj} \right\} \sum_{i = 1}^{N} \pi_i \rho_i^{2(m-1)},
\]

The last inequality holds because

\[
\sum_{j > N} q_{kj} (\rho_N - \rho_k)^2 \leq \sum_{j > N} q_{kj} (\rho_j - \rho_k)^2 \leq \sum_{j = k+1}^{\infty} q_{kj} (\rho_j - \rho_k)^2.
\]

Finally, we get

\[
D(f) \leq C_1(m) \sum_{i = 1}^{N} \pi_i \rho_i^{2(m-1)},
\] (2.4)

where

\[
C_1(m) = m^2 [2c_1(m) \sup_{i \geq 1} \sum_{j = i+1}^{\infty} q_{ij} (\rho_j - \rho_i)^2 + c_2(m)] < \infty
\]

for all \( m \) by assumption.

Before moving further, we need an elementary result about the estimation of variation.

\textbf{Lemma 2.1.} Let \( f \) be an increasing function and define \( h = f \circ g \) for some function \( g \). Next, let \( W > 0 \) be a constant and set \( h_W = h \wedge W \). Choose \( \gamma_M \) large enough so that \( \pi(g > \gamma_M) \leq 1/M \). Then we have

\[
\text{Var}(h_W) \geq \left( \int_{[h \leq W]} h^2 d\pi \right) \left\{ 1 - \left( \frac{1}{\sqrt{M}} + \frac{f(\gamma_M)}{\left( \int_{[h \leq \gamma_M]} h^2 d\pi \right)^{1/2}} \right)^2 \right\}.
\] (2.5)

\textbf{Proof.} Note that

\[
\pi(h_W) - \pi(I_{[g \leq \gamma_M]} h_W) = \pi(I_{[g > \gamma_M]} h_W) = \int_{[g > \gamma_M]} h_W d\pi \leq \|h_W\| \sqrt{1/M}.
\]
We have
\[ \pi(h_W) \leq \|h_W\|/\sqrt{M} + \pi(I_{[\rho \leq \gamma_M]}h_W) \leq \|h_W\|/\sqrt{M} + f(\gamma_M). \]

Hence
\[
\text{Var}(h_W) = \|h_W\|^2 - \pi(h_W)^2 \geq \|h_W\|^2 - \left(\|h_W\|/\sqrt{M} + f(\gamma_M)\right)^2 \\
= \|h_W\|^2 \left\{1 - \left(\frac{1}{\sqrt{M}} + \frac{f(\gamma_M)}{\|h_W\|}\right)\right\}^2.
\]

On the other hand,
\[
\|h_W\|^2 = \int_{[h \leq W]} h^2d\pi + W^2\pi[h > W] \geq \int_{[h \leq W]} h^2d\pi.
\]

From these two facts, we obtain (2.5). \( \square \)

Now, let \( g_k = \rho_k, \ f(x) = x^m \) and \( W = \rho_N^m \). Then we come back to \( h_W(k) = \rho_{k \wedge N}^m \). The estimate (2.5) yields that
\[
\left(\sum_{i=1}^{N} \pi_i \rho_i^{2m}\right) \left\{1 - \left[\frac{1}{\sqrt{M}} + \frac{\gamma_M^m}{\sum_{i=1}^{N} \pi_i \rho_i^{2m}}\right]\right\}^2 \leq \text{Var}(f).
\]

Take \( M = 16 \). Since \( \pi(\rho^{2m}) = \infty \), there exists \( N_0 = N_0(m) \) such that
\[
\frac{1}{2} \sum_{i=1}^{N} \pi_i \rho_i^{2m} \leq \text{Var}(f), \quad \text{for all } N \geq N_0. \tag{2.6}
\]

By part (2) of Theorem A, (1.2) holds. Combining (2.5), (2.6) with (1.2), we get
\[
\sum_{j=1}^{N} \pi_j \rho_j^{2m} \leq C_2(m) \left(\sum_{j=1}^{N} \pi_j \rho_j^{2m-2}\right)^{1/p} \rho_N^{2(m-\delta)/q} \\
\leq C_2(m) \left(\sum_{j=1}^{N} \pi_j \rho_j^{2m}\right)^{(m-1)/(mp)} \rho_N^{2(m-\delta)/q}
\]
where in the last step, we have used the Schwarz’s inequality. Therefore,
\[
\sum_{j=1}^{N} \pi_j \rho_j^{2m} \leq C_3(m) \rho_N^{2(m-\delta)mp/(mp-m+1)}. \tag{2.7}
\]
Now, we consider separately the two cases listed in (1.6). First, assume that there is $\epsilon < 1$ such that $\inf \rho_N/\rho_N \geq \epsilon$. Then we have

$$\sum_{j=N/2}^{N} \pi_j \rho_j^k = \sum_{j=N/2}^{N} \pi_j \rho_j^{2m+k-2m} \leq \rho_N^{k-2m} \sum_{j=N/2}^{N} \pi_j \rho_j^{2m} \leq \epsilon^{k-2m} \rho_N^{k-2m} \sum_{j=N/2}^{N} \pi_j \rho_j^{2m} \leq C_4(m) \rho_N^{2(m-\delta)mp/q(mp-\delta+1)}.$$

When $m \to \infty$, the power of $\rho_N$ on the right-hand side converges to $k - 2(q + \delta - 1)$. When $k < 2(q + \delta - 1)$, since

$$(\rho_N/\rho_N^{1/2})^{k-2(q+\delta-1)} \leq \epsilon^{2(q+\delta-1)-k} < 1,$$

by (2.7) and ratio test, we get

$$\sum_j \rho_j^k \pi_j = \sum_{l=0}^{\infty} \sum_{j \in \{2l \leq \rho_j \leq 2l+1\}} \rho_j^k \pi_j < \infty.$$

Secondly, by assumption, we have $\rho_{(N+1)R} \leq c\rho_{NR}$ and $\sum_{N=1}^{\infty} \rho_N^{-\epsilon} < \infty$ for all $\epsilon > 0$. Hence

$$\sum_{j=N}^{(N+1)R} \pi_j \rho_j^k = \sum_{j=N}^{(N+1)R} \pi_j \rho_j^{2m+k-2m} \leq \rho_N^{k-2m} \sum_{j=N}^{(N+1)R} \pi_j \rho_j^{2m} \leq \epsilon^{k-2m} \rho_N^{k-2m} \sum_{j=N}^{(N+1)R} \pi_j \rho_j^{2m} \leq C_4(m) \rho_{(N+1)R}^{k-2m+2(m-\delta)mp/q(mp-\delta+1)}.$$

So by (2.7) we get

$$\sum_j \rho_j^k \pi_j = \sum_{N=0}^{(N+1)R-1} \sum_{j=N}^{(N+1)R} \pi_j \rho_j^k \leq \sum_{N=0}^{(N+1)R} \sum_{j=N}^{(N+1)R} \pi_j \rho_j^k < \infty.$$

Now, the proof of Theorem 1.1 is completed. □
3. Proofs of Theorem 1.3 and other results.

Proof of Theorem 1.3

Let $f$ satisfy $\pi(f) = 0$ and $\|f\|^2 = 1$. Then, we have

$$\text{Var}_\pi(f) = \inf_c \sum_j \pi_j (f_j - c)^2$$

$$\leq \sum_j \pi_j (f_j - f_0)^2$$

$$= \sum_j \pi_j \left( \frac{f_j - f_0}{\phi_j} \right)^2 \phi_j^2$$

$$\leq \left\{ \sum_j \pi_j \left( \frac{f_j - f_0}{\phi_j} \right)^2 \right\}^{1/p} \left\{ \sum_j \pi_j \left( \frac{f_j - f_0}{\phi_j^2} \right)^2 \phi_j^{2(q+\delta-1)} \right\}^{1/q}$$

$$=: I^{1/p} \cdot II^{1/q}.$$  \hfill (3.1)

The remainder of the proof is similar to the one of Theorem 1.1. The key point is replacing $\sum_i$ used there by the single point $i = 0$. For instance, put $f(e) = f_{e^r} - f_{e_i}$. Then we have

$$1 = \sum_j \frac{\pi_j}{\phi_j^2} \left( \sum_{e \in \gamma_{0j}} f(e) \right)^2$$

$$= \sum_j \frac{\pi_j}{\phi_j^2} \sum_{e \in \gamma_{0j}} f(e) \left( \sum_{b \in \gamma_{0, e^r}} f(b) + \sum_{d \in \gamma_{0, e^r}} f(d) \right)$$

$$= \sum_j \frac{\pi_j}{\phi_j^2} \left\{ 2 \sum_{e \in \gamma_{0j}} f(e) \sum_{b \in \gamma_{0, e^r}} f(b) + \sum_{e \in \gamma_{0j}} f(e) \right\}$$

$$= 2 \sum_e f(e) \sqrt{\pi_{e^r} q_{e^r e}} \cdot \sum_{j : \gamma_{0j} \ni e} \frac{\pi_j}{\phi_j^2} \sqrt{\pi_{e^r} q_{e^r e}} \sum_{b \in \gamma_{0, e^r}} f(b) + \sum_j \frac{\pi_j}{\phi_j^2} \sum_{e \in \gamma_{0j}} f(e)^2$$

$$\leq 2 \left( \sum_e \sqrt{\pi_{e^r} q_{e^r e}} f(e)^2 \right)^{1/2} \cdot \left( \sum_e \left[ \sum_{j : \gamma_{0j} \ni e} \frac{\pi_j}{\phi_j^2} \sqrt{\pi_{e^r} q_{e^r e}} \sum_{b \in \gamma_{0, e^r}} f(b) \right]^2 \right)^{1/2}$$

$$+ \sum_e \pi_{e^r} q_{e^r e} f(e)^2 \left( \sum_j \frac{\pi_j}{\phi_j^2} \sum_{e \in \gamma_{0j}} f(b) \right)^2$$

Moreover,

$$\sum_e \left[ \sum_{j : \gamma_{0j} \ni e} \frac{\pi_j}{\phi_j^2} \sqrt{\pi_{e^r} q_{e^r e}} \sum_{b \in \gamma_{0, e^r}} f(b) \right]^2$$

$$= \sum_e \left[ \left( \frac{\sqrt{\pi_{e^r}}}{\phi_{e^r}} \sum_{b \in \gamma_{0, e^r}} f(b) \right) \left( \frac{\sqrt{\phi_{e^r}}}{\pi_{e^r} \sqrt{q_{e^r e}}} \sum_{j : \gamma_{0j} \ni e} \frac{\pi_j}{\phi_j^2} \right) \right]^2 \leq$$
\[
\leq \left\{ \sup_e \tilde{\sigma}_1(e) \right\}^2 \sum_e \frac{\pi_{e\ell}}{\phi_{e\ell}^2} \left( \sum_{b \in \gamma_0, e\ell} f(b) \right)^2 \beta \cdot I \tag{3.2}
\]

Combining (3.1) and (3.2), we see that

\[
I \leq 2 \left\{ \sup_e \tilde{\sigma}_1(e) \right\} \sqrt{\beta D(f)\bar{I}} + D(f) \sup_e \tilde{\sigma}_2(e) =: 2C_1 \sqrt{\beta} \cdot I \cdot D(f) + D(f)C_2.
\]

Next,

\[
\Pi = \sum_j \pi_j \left( \frac{f_j - f_0}{\phi_j^2} \right)^2 \phi_j^{2(q+\delta-1)} \leq \bar{V}_\delta(f) \sum_j \pi_j \phi_j^{2(q+\delta-1)}
\]

In the particular case mentioned in part (1) of Theorem 1.3, one may replace \( \bar{V}_\delta \) by \( V_1 \) on the right-hand side since \( \bar{V}_1(f) \leq V_1(f) \). The remainder of the proof is almost the same as the one of Theorem 1.1, the only place which needs a slight change is estimating \( \bar{V}_\delta \) instead of \( V_\delta \) at the beginning of the proof for part (2) of Theorem 1.1. \( \square \)

To prove Corollaries 1.4 and 1.5, recall that for a positive recurrent birth-death process with birth rate \( b_i > 0 (i \geq 0) \) and death rate \( a_i > 0 (i \geq 1) \), the reversible measure \((\pi_i)\) is:

\[
\pi_i = \frac{\mu_i}{\mu}, \quad \mu_0 = 1, \quad \mu_i = \frac{b_0 b_1 \cdots b_{i-1}}{a_1 a_2 \cdots a_i}, \quad i \geq 1,
\]

where \( \mu = \sum_i \mu_i \).

**Lemma 3.1([3], Theorem 3.3).** Let \((u_k)\) be a positive sequence on \( \mathbb{Z}_+ \) and set

\[
F(k) = \sum_{j<k} u_j.
\]

Define \( \rho(m,n) = |F(m) - F(n)| \). Then, there exists a coupling operator \( \bar{\Omega} \) such that

\[
\bar{\Omega}\rho(i,j) = b_j u_j - a_j u_{j-1} - b_i u_i + a_i u_{i-1}, \quad u_{-1} := 1.
\]  

**Proof of Corollaries 1.4 and 1.5.**

First, we prove \( V(P_t f) \leq V(f) \). By Lemma 3.1, we know that there exists coupling operator \( \bar{\Omega} \) satisfying (3.1). By the first assumption of the corollaries, we have \( \bar{\Omega}\rho(i,j) \leq 0 \), for all \( i, j \in E \). Then applying the proof A) of Theorem 1.1 gives the required assertion.

Secondly, note that \( \langle i, j \rangle \) is an edge if and only if \( |i - j| = 1 \). For \( k < \ell \), choose and fix a path from \( k \) to \( \ell \): \( \langle k, k+1 \rangle, \langle k+1, k+2 \rangle, \ldots, \langle \ell-1, \ell \rangle \). Then, the remainder of the proof of Corollary 1.4 is the same as those of Theorem 1.1, and the proof of Corollary 1.5 is the same as the one of Theorem 1.3. We omit the details here. \( \square \)

**Proof of Corollary 1.6**
Take $\phi_n = n^{\alpha}$, Then
\[
\frac{\pi_n \phi_n^{2q(q-1)}}{\pi_{n+1} \phi_{n+1}^{2q(q-1)}} = \frac{a_{n+1}}{b_n} \left(1 - \frac{1}{n + 1}\right)^{2\alpha(q-1)}
= \left(1 + \frac{1}{n} \cdot n \left(\frac{a_{n+1}}{b_n} - 1\right)\right) \left(1 - \frac{1}{n + 1}\right)^{2\alpha(q-1)}.
\]

By the Gauss’ test, we have $\sum_n \pi_n \phi_n^{2(q-1)} < \infty$ once
\[
\liminf_{n \to \infty} n \left(\frac{a_{n+1}}{b_n} - 1\right) - 2\alpha(q - 1) > 1,
\]
which is fulfilled for sufficient small $q - 1 > 0$ by assumption. Next,
\[
\sum_{k \geq n+1} \pi_k k^{-2\alpha} \leq (n + 1)^{-2\alpha} \sum_{k \geq n+1} \pi_k \leq n^{-2\alpha} \sum_{k \geq n+1} \pi_k.
\]
Hence
\[
\theta_1(n) = \frac{n^{\alpha}}{\sqrt{b_n \pi_n}} \sum_{k \geq n+1} \pi_k k^{-2\alpha} \leq \frac{1}{\sqrt{b_n n^{\alpha} \pi_n}} \sum_{k \geq n+1} \pi_k.
\]

By assumption, we have $\sup_n \theta_1(n) < \infty$ and
\[
\limsup_{n \to \infty} \frac{1}{\phi_n \sqrt{b_n}} \leq \sup_n \left\{ \sum_{k \geq n+1} \pi_k \right\} \limsup_{m \to \infty} \pi_m \sum_{k \geq m+1} \pi_k < \infty.
\]
The required conclusion now follows from part (1) of Corollary 1.5. \(\square\)

**Proof of Theorem B**

We have already proved that $V(P_t f) \leq V(f)$ in the proof of Theorem 1.1.

a) Obviously,
\[
D(f) = \sum_{k \geq 0} (f_{k+1} - f_k)^2 q_{k,k+1} \pi_k \geq \left( \inf_{i \geq 0} q_{i,i+1} \right) \sum_{k \geq 0} (f_{k+1} - f_k)^2 \pi_k.
\]

b) Let $f \in L^2(\pi)$. Then,
\[
\sum_{n=0}^{\infty} \pi_n \left\{ \sum_{k=0}^{n} |f_{k+1} - f_k| \right\}^2 \leq 2 \sum_{n=0}^{\infty} \pi_n \sum_{0 \leq j \leq k \leq n} |f_{j+1} - f_j| |f_{k+1} - f_k|
= 2 \sum_{n=0}^{\infty} \sum_{k=0}^{n} \sum_{j=0}^{k} = 2 \sum_{k=0}^{\infty} \sum_{j=0}^{k} \sum_{n=k}^{\infty}
= 2 \sum_{k=0}^{\infty} |f_{k+1} - f_k| \sigma_k \pi_k \sum_{j=0}^{k} |f_{j+1} - f_j|
\leq 2 \left\{ \sum_{k=0}^{\infty} |f_{k+1} - f_k|^2 \sigma_k^2 \pi_k \sum_{k=0}^{\infty} \left( \sum_{j=0}^{k} |f_{j+1} - f_j| \right)^2 \pi_k \right\}^{1/2}.
\]
That is
\[ \sum_{n=0}^{\infty} \pi_n \left\{ \sum_{k=0}^{n} |f_{k+1} - f_k| \right\}^2 \leq 4 \sum_{k=0}^{\infty} |f_{k+1} - f_k|^2 \sigma_k^2 \pi_k. \]

On the other hand,
\[ \|f - \pi(f)\|^2 = \frac{1}{2} \sum_{j,k=0}^{\infty} \pi_j \pi_k (f_k - f_j)^2 \]
\[ \leq \sum_{0 \leq j < k} \pi_j \pi_k \left\{ \sum_{i=j}^{k-1} (f_{i+1} - f_i) \right\}^2 \]
\[ \leq \sum_{k=1}^{\infty} \pi_k \sum_{j=0}^{k-1} \pi_j \left\{ \sum_{i=j}^{k-1} (f_{i+1} - f_i) \right\}^2 \]
\[ \leq \sum_{k=0}^{\infty} \pi_k \left\{ \sum_{i=0}^{k} |f_{i+1} - f_i| \right\}^2 \]

Combining the above two inequalities, it follows that
\[ \|f - \pi(f)\|^2 \leq 4 \sum_{k=0}^{\infty} |f_{k+1} - f_k|^2 \sigma_k^2 \pi_k. \]

c) By Schwarz’s inequality, we get
\[ \|f - \pi(f)\|^2 \leq \sum_{k=0}^{\infty} |f_{k+1} - f_k|^2 \sigma_k^2 \pi_k. \]

Proof of Theorem 1.7

Let \( V \) denote either \( V_{\tilde{\delta}} \) or \( \tilde{V}_{\delta} \) appeared in the theorem. Because the \( \tilde{Q} \)-process has algebraic decay with respect to \( V \), we have for some constants \( p, q \) and \( C \) that
\[ \text{Var}_{\tilde{\pi}}(f) \leq C \tilde{D}(f)^{1/p} V(f)^{1/q}, \quad f \in \mathcal{Q}(\tilde{D}). \]

Next, by the assumptions of the theorem, we have \( L^2(\tilde{\pi}) \subset L^2(\pi) \) and moreover,
\[ \frac{D(f)^{1/p} V(f)^{1/q}}{\text{Var}_{\pi}(f)} = \left[ \frac{1}{2} \sum_{i,j} \pi_{i,j} (f_j - f_i)^2 \right]^{1/p} V(f)^{1/q} \]
\[ \geq \inf_{c \in \mathbb{R}} \sum_{i} \pi_i (f_i - c)^2 \]
\[ \geq \inf_{k \neq \ell} \left\{ \pi_k q_{k\ell} / (\tilde{\pi}_k \tilde{q}_{k\ell}) \right\}^{1/p} \frac{\tilde{D}(f)^{1/p} V(f)^{1/q}}{\text{Var}_{\pi}(f)} \]
\[ \geq \inf_{k \neq \ell} \left\{ \pi_k q_{k\ell} / (\tilde{\pi}_k \tilde{q}_{k\ell}) \right\}^{1/p} \sup_{k} \left\{ \pi_k / \tilde{\pi}_k \right\} \cdot C, \]
\[ f \in L^2(\tilde{\pi}) \cap \mathcal{Q}(D). \quad (3.4) \]
The proof will be complete once we remove “$L^2(\tilde{\pi})$” appeared at the end of (3.4). To do so, let $f \in \mathcal{D}(D)$ and set $f_M = (-M) \vee f \wedge M$ for constant $M > 0$. Then, by [2; Lemma 6.47], we have $f_M \in \mathcal{D}(D)$, $\|f_M - f\| \to 0$ and $D(f_M) \to D(f)$ as $M \to \infty$. Hence $\text{Var}_\pi(f_M) \to \text{Var}_\pi(f)$ as $M \to \infty$. The assertion now follows by replacing $f$ with $f_M \in L^2(\tilde{\pi}) \cap \mathcal{D}(D)$ in (3.4) and then letting $M \to \infty$, since $V(f_M) \leq V(f)$.

4. Two examples.

In this section, we examine two examples of birth-death processes.

**Example 4.1.** $a_i = b_i = i^r$, $1 < r \leq 2$.

**Example 4.2.** $a_i = 1$, $b_i = 1 - c/i$, $i \gg 1$.

It is easy to check that the process of Example 4.1 (resp., Example 4.2) is positive recurrent iff $r > 1$ (resp., $c > 1$). As was proved in [5], the first example has $L^2$-exponential convergence iff $r > 2$. However, the second example is never $L^2$-exponentially convergent for all $c$.

**Proposition 4.3.** With respect to $V_0$, Example 4.1 (resp., 4.2) has algebraic decay for all $r \in (1, 2)$ (resp., $c \in (1, \infty)$).

**Proof.** Simply take $\epsilon = 1/2$ and $\epsilon = 0$, respectively, for Examples 4.1 and 4.2 and then apply Corollary 1.6.

For the remainder of this section, we study the region of algebraic convergence with different $V$.

**Proposition 4.4.** With respect to $V_1$ defined by (1.9), Example 4.1 has algebraic decay iff $r > 5/3$.

**Proof.** Clearly, we need only to prove the assertion for $r \in (1, 2)$ since the process has $L^2$-exponential convergence for all $r \geq 2$.

(I) Set $u_n = (n + 1)^{-s}$ for some constant $s > 0$ to be determined later. We should justify the power of the different results for this typical example.

(A) Use Corollary 1.5.

1) We prove that the additional condition of Corollary 1.5 is satisfied once $s \leq r - 1$.

$$b_k u_k - a_k u_{k-1} = k^r \left( \frac{1}{(k+1)^s} - \frac{1}{k^s} \right) = k^{r-s} \left[ \left(1 - \frac{1}{k+1}\right)^s - 1 \right].$$

Let

$$f(x) = x^{r-s} \left[ 1 - (1 - \left(\frac{1}{x+1}\right)^s \right], \quad x \geq 1.$$

Then,

$$f'(x) = (r-s)x^{r-s-1} \left[ 1 - \left(1 - \left(\frac{1}{x+1}\right)^s \right) - sx^{r-s} \left(1 - \left(\frac{1}{x+1}\right)^s \right)^{-1} \frac{1}{(1+x)^2}.$$ It is easy to prove that $f'(x) \geq 0$ if and only if $r-s \geq 1$. So, when $s \leq r-1$, condition (a) is satisfied with $u_n = (n+1)^{-s}$.
2) We prove that condition (a) of Corollary 1.5 is satisfied for all \( s \leq r/2 \). Since \( s < 1 \), we have

\[
\phi_n = \sum_{k=0}^{n-1} u_k = \sum_{k=0}^{n-1} \frac{1}{(k+1)^s} \sim n^{1-s}.
\]

Then,

\[
\theta_1(k) = \frac{k^{1-s}}{k-rk^{r/2}} \sum_{n=k+1}^{\infty} \frac{n^{-r}}{n^{2-2r}} \sim \frac{1}{k^{r/2-s}}.
\]

So, when \( s \leq r/2 \), we get (a).

3) Because

\[
\phi_k \sqrt{q_{k,k+1}} \sim k^{1-s}k^{r/2} = k^{1-s+r/2},
\]

condition (b) follows for all \( s \leq 1 + r/2 \).

4) Because

\[
\sum_n \pi_n \phi_n^{2q} \sim \sum_n n^{-r}n^{2q(1-s)},
\]

if \( 2q < (r - 1)/(1 - s) \) \( (s < 1) \), then we have

\[
\sum_n \pi_n \phi_n^{2q} < \infty.
\]

Combining this with condition \( q > 1 \), we get \( (r - 1)/(1 - s) > 2 \), that is \( s > (3 - r)/2 \).

Because of 1)—4), the process has algebraic decay whenever \((3 - r)/2 < s \leq r - 1\), namely \( r > 5/3 \). Choosing \( s = r - 1 \), we obtain \( q < (r - 1)/[2(2 - r)] \). It is clear that when \( r \to 2 \), \( q \) is allowed to tend to \( \infty \).

(B) Use Corollary 1.4.

1) It is proved in (A) 1) above that \( b_nu_n - a_nu_{n-1} \) is non-increasing whenever \( s \leq r - 1 \).

2) Note that

\[
\phi_{ij} = u_i + u_{i+1} + \cdots + u_{j-1} = (i + 1)^{-s} + \cdots + j^{-s},
\]

and hence

\[
\frac{1}{1-s} [(j+1)^{1-s} - (i + 1)^{1-s}] = \int_{i+1}^{j+1} \frac{dx}{x^s} \geq \phi_{ij} \geq \int_i^j \frac{dx}{x^s} = \frac{1}{1-s} (j^{1-s} - i^{1-s}).
\]

Set \( \alpha = 1 - s > 0 \). Then \( 1 > \alpha \geq 1 - r \) by 1).

3) Consider condition

\[
\sum_{i,j} \pi_i \pi_j \phi_{ij}^{2q} = 2 \sum_{i<j} \pi_i \pi_j \phi_{ij}^{2q} < \infty.
\]
Choose $i = 0$. We have

$$\sum_{j > 0} \pi_j \phi_{ij}^{2q} < \infty \iff \sum_{j > 0} j^{-r} \phi_{ij}^{2q} < \infty \iff r - 2q \alpha > 1 \iff r > 1 + 2\alpha \text{ (since } q > 1) \iff \alpha < \frac{r - 1}{2}.$$ 

Combining 2) with 3), we get $r > 5/3$. Then,

$$\sum_{i < j} \pi_i \pi_j \phi_{ij}^{2q} \leq \sum_{i < j} \pi_i \pi_j [(j + 1)^\alpha - (i + 1)^\alpha] \leq \sum_i \pi_i \sum_{j \geq 1} \pi_j (j + 1)^{2q\alpha} = \sum_{j \geq 1} \pi_j (j + 1)^{2q\alpha}. $$

The last sum is finite if and only if $q < (r - 1)/(2\alpha)$.

4) Now, we consider condition $\sup_e \sigma'_2(e) < \infty$. Let $e = \langle k, k + 1 \rangle$. Then

$$\sigma'_2(e) = \sup_{i \leq k} \sum_{j \geq k + 1} \pi_j \phi_j^{2q} \sim \sup_{i \leq k} \sum_{j \geq k + 1} \pi_j \phi_j^{2q} = \sum_{j \geq k + 1} \pi_j \phi_j^{2q} \sim \int_{k + 1}^\infty dx \frac{1}{x^{r + \alpha - k\alpha}} \frac{1}{\pi_j \phi_j^{2q}} \sum_{j \geq k + 1} \pi_j \phi_j^{2q} \sim \int_{k + 1}^\infty dx \frac{1}{x^{r + \alpha + \alpha - 1}} \int_{k + 1}^\infty dx \frac{1}{x^{r + \alpha + \alpha - 1}} \sim k^{r - 2\alpha + 2}.$$  

Because $r + 2\alpha \geq r + 4 - 2\alpha = 4 - r \geq 2$, the last term is bounded.

5) Finally, consider condition $\sup_e \sigma'_1(e) < \infty$.

$$\sigma'_1(e) = \sup_{i \leq k - 1} \frac{\phi_{ik}}{\pi_j} \sum_{j \geq k + 1} \pi_j \phi_j^{2q} \sim \sup_{i \leq k - 1} \frac{\phi_{ik}}{\pi_j} \sum_{j \geq k + 1} \pi_j \phi_j^{2q} \sim \sup_{i \leq k - 1} \frac{\phi_{ik}}{\pi_j} \sum_{j \geq k + 1} \pi_j \phi_j^{2q}.$$ 

On the other hand,

$$\frac{\phi_{ik}}{\pi_j} \sum_{j \geq k + 1} \pi_j \phi_j^{2q} \leq \text{const.} \frac{(k + 1)^\alpha - (i + 1)^\alpha}{k^{-r/2}} \sum_{j \geq k + 1} \pi_j \frac{1}{j^{r/2} \pi_j}. $$
We now adopt the continuous approximation. Note that
\[ \sup_k f(k)/g(k) \leq \sup_k f'(k)/g'(k). \]

For \( x \leq k - 1 \), we get
\[ \frac{(k + 1)\alpha - (x + 1)\alpha}{(k + 1)^\alpha - (x + 1)^\alpha} \leq \frac{1}{(-r/2)k^{-r/2+1}} \left[ \alpha(k + 1)^{\alpha-1} \int_{k+1}^\infty \frac{dy}{y^r(y^\alpha - x^\alpha)^2} \right]. \]

Note that
\[ \frac{(k + 1)\alpha - (x + 1)\alpha}{(k + 1)^\alpha - (x + 1)^\alpha} \leq \frac{1}{(k + 1)^r[(k + 1)^\alpha - (k - 1)^\alpha]} \sim k^{-r-\alpha+1} \]
\[ = k^{-r+s} < \infty \]
and
\[ \alpha(k + 1)^{\alpha-1} \int_{k+1}^\infty \frac{dy}{y^r(y^\alpha - x^\alpha)^2} \leq k^{-r-\alpha+2}. \]

When \( r < 2 \), we have
\[ \frac{k^{-r-\alpha+2}}{k^{-r/2+1}} = k^{-r/2-\alpha+1} < \infty \]
and so \( \sup_e \sigma_1'(e) < \infty \). Because
\[ \sup_e (\sigma_1'(e) + \sigma_2'(e)) < \infty \implies \sup_e (\sigma_1(e) + \sigma_2(e)) < \infty, \]
by Corollary 1.4, the process has algebraic decay for \( r \in (1, 5/3) \).

(C) Use Theorem B.

As shown in (A) 1), we may take \( u_n = (n + 1)^{-r-1} \). In order for
\[ \sum_{n=0}^\infty u_n^2 n^{-2q} \pi_n < \infty, \]
we need \( r > (2q + 3)/3 > 5/3 \). Namely, \( q < (3r - 3)/2 \). When \( r \in (0, 1) \), we get \( q \in (1, 3/2) \), which is obviously not good.

(II) Finally, we prove that when \( r \leq 5/3 \), the process is not algebraic convergent with respect to the functional \( V_1 \) and hence \( V_1 \) defined by (1.9).

Assume that the process has algebraic decay when \( 1 < r \leq 5/3 \), and the convergence power is \( q - 1 > 0 \). Let
\[ \phi_n = \sum_{k=0}^{n-1} (k + 1)^{-s}, \quad s \leq r - 1 \]
which comes from 1) of part (I). In order to have \( \sup_n b_n(\phi_{n+1} - \phi_n)^2 < \infty \), we must take \( s < r/2 \). Then, by Corollary 1.5, we have \( \sum_n \pi_n \phi_n^k < \infty \) for all \( k < 2q \). Because \( q > 1 \), we have \( \sum_n \pi_n \phi_n^k < \infty \) for all \( k \leq 2 \). In particular,

\[
\sum_n \pi_n \phi_n^2 \sim \sum_n n^{\gamma + 2(1-s)} < \infty
\]

implies that \( -r + 2(1-s) < -1 \). That is \( s > (3-r)/2 \). When \( r \leq 5/3 \), this gives us \( s > 2/3 \) which is in contradiction with \( s \leq r - 1 \leq 2/3 \). \( \Box \)

**Proposition 4.5.** With respect to \( \bar{V} \) defined in Theorem C, Example 4.2 has algebraic decay iff \( c > 3 \).

**Proof.** Choose \( \phi_n = n \) and apply the Kummer's test to \( \sum n^{2q} \pi_n \). Set \( u_n = n^{2q} \pi_n \) and \( v_n = n \). Then,

\[
v_n \frac{u_n}{u_{n+1}} - v_{n+1} = \frac{n \cdot n^{2q}}{(n+1)^{2q}(1-c/n)} - (n+1) \sim \frac{(c-2q-1)n^{2q+1}}{n^{2q+1}} = c-2q+1
\]

Where \( \sim \) comes from \( (n+1)^{2q+1} \sim n^{2q+1} + (2q+1)n^{2q} + \cdots \).

So \( \sum n^{2q} \pi_n \) is finite whenever \( c > 2q+1 \). That is, the process is algebraic convergent when \( c > 3 \).

Now we prove the process is not algebraic convergent when \( c \leq 3 \). Suppose that the process has algebraic decay. Since \( \sup_k q_{k,k+1} \leq 1 < \infty \), by Theorem C, for all \( \alpha < 2q \), we must have \( \sum k^{\alpha} \pi_k < \infty \). But \( q > 1 \), the conclusion should hold for \( \alpha = 2 \), i.e., \( \sum k^{2} \pi_k < \infty \). We prove that this is impossible when \( c \leq 3 \).

Let \( x_n = n^{2} \pi_n \) and apply the Gauss' test. We have

\[
\frac{x_n}{x_{n+1}} = \frac{n^2}{(n+1)^2(1-c/n)} = 1 + \frac{c-2}{n} + \frac{3(c-1)+3c-1}{n^2} \cdot \frac{1}{(1+1/n)^2(1-c/n)} \sim 1 + (c-2)/n + M/n^2.
\]

So, \( \sum x_n \) is finite if and only if \( c - 2 > 1 \) \( \iff c > 3 \). \( \Box \)
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Abstract  It is proved that the general formulas, obtained recently for the lower bound of the first eigenvalue, can be further bounded by one or two constants depending on the coefficients of the corresponding operators only. Moreover, the ratio of the upper and the lower bounds is no more than four.
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Some general formulas of the first eigenvalue are presented in refs. [1–4] for elliptic operators, Laplacian on Riemannian manifolds and Markov chains. The formulas are expressed in terms of some class of functions. That is making variation with respect to test functions. Several explicit bounds are further presented here, avoiding the use of test functions. It is surprising that the bounds not only control all the essential estimates produced by the formulas but also deduce a simple criterion for the positiveness of the eigenvalue in one-dimensional situation. Further improvement of the bounds will be presented in a subsequent paper.

1 Special case: Illustration of the results and the proofs

The main results and their proofs are illustrated in this section in a particular situation.

Consider differential operator \( L = \frac{a(x) d^2}{dx^2} + \frac{b(x) d}{dx} \) on \((0, D)\), where \( a(x) \) is positive everywhere, with Dirichlet and Neumann boundary at 0 and \( D \) (if \( D < \infty \) ) respectively. Assume that

\[
\int_0^D dx \frac{C(x)}{a(x)} < \infty, \tag{1.1}
\]

where \( C(x) = \int_0^x \frac{b}{a} \). Consider the (generalized) eigenvalue of \( L \):

\[
\lambda_0 = \inf \{ D(f) : f \in C^1(0, D) \cap C[0, D], \ f(0) = 0, \ ||f|| = 1 \},
\]

where

\[
D(f) = \int_0^D a(x) f'(x)^2 \pi(dx), \quad \pi(dx) = (a(x)Z)^{-1} e^{C(x)} dx,
\]

Typeset by AmS-TEX
here and in what follows, \( Z \) denotes the normalizing constant, and \( \| \cdot \| \) denotes the \( L^2 \)-norm with respect to \( \pi \). The following variational formula was presented by Theorem 2.2 in ref. [4]:

\[
\lambda_0 \geq \xi_0 := \sup_{f \in \mathcal{F}} \inf_{x \in (0,D)} I(f)(x)^{-1},
\]

(1.2)

where \( \mathcal{F} = \{ f \in C^1(0, D) \cap C[0, D] : f(0) = 0, f'(0, D) > 0 \} \) and

\[
I(f)(x) = \frac{e^{-C(x)}}{f'(x)} \int_x^D \frac{f(u)e^{C(u)}}{a(u)} \, du, \quad x \in (0, D).
\]

(1.3)

Moreover, it was proved in ref. [4] that the equality in (1.2) holds under mild assumption.

The test function \( f \) used in (1.2) is a mimic of the eigenfunction of \( \lambda_0 \). Note that there is no explicit solution of the eigenfunction. More seriously, the eigenvalues and eigenfunctions are very sensitive. For instance, let \( D = \infty, a(x) \equiv 1 \) and \( b(x) = -(x + c) \). Then, for the specific value of constant \( c: 0, 1, \sqrt{3}, \sqrt{3 + \sqrt{6}} \), both the eigenvalue \( \lambda_0 \) and the order of its eigenfunction polynomial change from 1 to 4 successively. And for the other values of \( c \) between the above ones, the eigenfunctions are even not polynomial. Thus, it is hardly imaginable to get a good estimate without using test functions. However, we do have the following result.

**Theorem 1.1** Let (1.1) hold and define

\[
\begin{align*}
Q(x) & = \int_0^x e^{-C(y)} \, dy \int_x^D a(y)^{-1} e^{C(y)} \, dy, \\
\delta & = \sup_{x \in (0,D)} Q(x), \\
\delta' & = 2 \sup_{x \in (0,D)} \int_0^x Qd\nu(x),
\end{align*}
\]

where \( \nu(x) \) is a probability measure on \((0, x)\) with density \( e^{-C(y)/Z(x)} \) (and \( Z(x) \) is the normalizing constant). Then

\[
\delta'^{-1} \geq \lambda_0 \geq \xi_0 \geq (4\delta)^{-1},
\]

(1.4)

and moreover \( \delta \leq \delta' \leq 2\delta \). In particular, when \( D = \infty \), we have \( \lambda_0 > 0 \) iff \( \delta < \infty \).

When \( D = \infty \), in order to justify \( \lambda_0 > 0 \), it suffices to consider the limiting behavior of \( Q(x) \) as \( x \to \infty \). For this, there are some simpler sufficient conditions. Let the corresponding process be non-explosive on \([0, \infty)\) (with reflecting boundary at 0):

\[
\int_0^\infty e^{-C(s)} \, ds \int_0^s a(u)^{-1} e^{C(u)} \, du = \infty.
\]

By using the l’Hospital’s rule, from (1.4), it follows that whenever the limit

\[
\kappa := \lim_{x \to \infty} \left[ e^{C/\sqrt{a}} \right](x) \int_0^x e^{-C} (\leq \infty)
\]
exists, then $\lambda_0 > 0$ iff $\kappa < \infty$. Especially, if $a(x) \in C^1$, $\lim_{x \to \infty} \left[ \sqrt{a} e^{-C} \right](x) = \infty$ and the limit $\kappa' \coloneqq \lim_{x \to \infty} \left[ \sqrt{a} / (a'/2 - b) \right](x)$ exists, then $\lambda_0 > 0$ iff $\kappa' < \infty$.

Furthermore, recall the Mean Value Theorem: if $f(0) = g(0) = 0$ or $f(D) = g(D) = 0$ but $g'(0,D) \neq 0$, then

$$\sup_{x \in (0,D)} f(x)/g(x) \leq \sup_{x \in (0,D)} f'(x)/g'(x).$$

Thus, if $a \in C^1$, then $\lambda_0 > 0$ once $\sup_{x > 0} \left[ \sqrt{a} / (a'/2 - b) \right](x) < \infty$.

We point out that the result is meaningful for the three situations mentioned in the abstract. This is due to the coupling method, which reduces the higher-dimensional case to dimension one. To avoid the use of too much notations at the same time, the results are not listed here but discussed case by case in the subsequent sections.

When $b(x) \equiv 0$, the estimate

$$\delta^{-1} \geq \lambda_0 \geq (4\delta)^{-1}$$

was obtained in ref. [5] and is also true for $\lambda_1$ (see ref. [1]). The conclusion also holds for birth-death processes (cf. ref. [3]). But in general $\delta^{-1}$ is not an upper bound of $\lambda_1$ (see Example 3.10).

**Proof of Theorem 1.1** The original motivation comes from ref. [6], in which the weighted Hardy’s inequality

$$\int_0^\infty f(x)^2 \nu(dx) \leq A \int_0^\infty f'(x)^2 \lambda(dx), \quad f \in C^\infty, \quad f(0) = 0$$

was studied, where the optimal constant $A$ obeys the following estimates:

$$B \leq A \leq 4B,$$

(1.5)

here $\nu$ and $\lambda$ are non-negative Borel measures on $[0, \infty)$,

$$B = \sup_{x > 0} \nu(x, \infty) \int_x^\infty p_\lambda(u)^{-1} du,$$

and $p_\lambda$ is the derivative of the absolutely continuous part of $\lambda$ with respect to the Lebesgue measure. However, (1.4) is more precise than (1.5) and so a different proof is needed. The methods of the proofs adopted here mainly come from refs. [1]–[4].

(a) The second inequality in (1.4) is just (1.2), proved in ref. [4].

(b) To prove the last inequality in (1.4), we need the following result which is an analog of Lemma 6.1 (2) in ref. [1].

**Lemma 1.2** Let $m, n$ be non-negative functions satisfying $\int_0^D m(x)dx < \infty$ and let

$$c \coloneqq \sup_{x \in (0,D)} \varphi(x) \int_x^D m(y)dy < \infty,$$
where \( \varphi(x) = \int_0^x n(y)dy \). Then for every \( \gamma \in (0, 1) \), we have
\[
\int_x^D \varphi(y) m(y)dy \leq c(1 - \gamma)^{-1} \varphi(x)^{-1}
\]
for all \( x \in (0, D) \).

**Proof** Let \( M(x) = \int_x^D m(y)dy \) and \( \gamma \in (0, 1) \). Then, by assumption, \( M(x) \leq c \varphi(x)^{-1} \). By using the integration by parts formula, we get
\[
\int_x^D \varphi(y) m(y)dy = -\int_x^D \varphi(y) dM(y)
\]
\[
\leq [\varphi M](x) + \gamma \int_x^D [\varphi^{-1} \varphi' M](y)dy
\]
\[
\leq c \varphi(x)^{-1} + c\gamma \int_x^D \varphi^{-2} \varphi'
\]
\[
= c \varphi(x)^{-1} + \frac{c\gamma}{\gamma - 1} \int_x^D d\varphi(y)\varphi^{-1}
\]
\[
\leq \frac{c}{1 - \gamma} \varphi(x)^{-1}, \quad x \in (0, D).
\]
The first and the last inequalities cannot be replaced by equalities because one may ignore a negative term in the case of \( D = \infty \). \( \square \)

Now, take \( m(x) = e^{C(x)}/(a(x) \delta) \) and \( n(x) = e^{-C(x)} \). Because of (1.1) and \( \delta < \infty \), the assumptions of Lemma 1.2 are satisfied. Then
\[
\int_x^D [a^{-1} \varphi e^C](u)du \leq c(1 - \gamma)^{-1} \varphi(x)^{-1}.
\]
Next, take \( f(x) = \varphi(x)^{\gamma} \). Then
\[
I(f)(x) = \frac{e^{-C(x)}}{f'(x)} \int_x^D \frac{fe^C}{a}(u)du
\]
\[
\leq \frac{e^{-C}}{\gamma \varphi^{-1} e^{-C}(x)} \cdot \frac{\delta}{1 - \gamma} \varphi(x)^{-1}
\]
\[
= \frac{\delta}{\gamma(1 - \gamma)}.
\]
Optimizing the right-hand side with respect to \( \gamma \), we obtain \( \gamma = 1/2 \) and then the required assertion follows.

(c) We now prove the first inequality in (1.4). Fix \( x \in (0, D) \). Take
\[
f(y) = f_x(y) = \int_0^y e^{-C(s)}ds, \quad y \in (0, D).
\]
Then \( f'(y) = e^{-C(y)} \) if \( y < x \) and \( f'(y) = 0 \) if \( y \in (x, D) \). Furthermore,
\[
\|f\|^2 = \int_0^x f(y)^2 \pi(dy) + f(x)^2 \pi[x, D),
\]
\[
D(f) = \int_0^x e^{-2C(y)} e^{C(y)} dy / Z = f(x) / Z,
\]
where \( \pi[p, q] = \int_p^q d\pi \). Hence
\[
\lambda_0^{-1} > \|f\|^2 / D(f)
\]
\[
= Zf(x)^{-1} \int_0^x f(y)^2 \pi(dy) + Zf(x)\pi[x, D)
\]
\[
= -Zf(x)^{-1} \int_0^x f(y)^2 d(\pi(y, D)) + Q(x)
\]
\[
= -Zf(x)^{-1} [f(y)^2 \pi(y, D)]_0^x + Q(x) + 2f(x)^{-1} \int_0^x e^{-C(y)} Q(y) dy
\]
\[
= 2f(x)^{-1} \int_0^x e^{-C(y)} Q(y) dy
\]
\[
= 2 \int_0^x Qd\nu(x). \tag{1.6}
\]
Making supremum with respect to \( x \), it follows that \( \lambda_0 \leq \delta_0^{-1} \).

(d) The equalities in (1.6) from the second to the last show that
\[
2 \int_0^x Qd\nu(x) = Zf(x)^{-1} \int_0^x f(y)^2 \pi(dy) + Q(x) > Q(x).
\]
Hence \( \delta' \geq \delta \). On the other hand, from the definitions, it follows immediately that \( \delta' \leq 2\delta \). Usually, we have \( \delta < \delta' \) unless \( \delta = \infty \). \( \square \)

2 Higher dimensional case: Euclidean space and compact manifolds

This section applies Theorem 1.1 to the higher-dimensional Euclidean space and compact Riemannian manifolds. First, consider elliptic operator
\[
L = \sum_{i,j=1}^d a_{ij}(x) \partial_i \partial_j + \sum_{i=1}^d b_i(x) \partial_i, \quad \partial_i = \partial / \partial x_i
\]
in \( \mathbb{R}^d \), where \( a(x) := (a_{ij}(x)) \) is positive definite, \( a_{ij} \in C^2(\mathbb{R}^d) \),
\[
b_i = \sum_{j=1}^d (a_{ij} \partial_j V + \partial_j a_{ij}), \quad V \in C^2(\mathbb{R}^d).
\]
Assume additionally that the corresponding diffusion process is non-explosive, having stationary distribution \( \pi(dx) = Z^{-1} \exp[V(x)]dx \), where
\[
Z := \int \exp[V(x)]dx < \infty,
\]
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and its Dirichlet form \((D, \mathcal{D}(D))\) is regular:

\[
D(f) = \int \langle a \nabla f, \nabla f \rangle \, d\pi, \quad \mathcal{D}(D) \supset C_0^\infty(\mathbb{R}^d).
\]

Since \(L\) has trivial maximum eigenvalue 0 in the present situation, we are interested only in the first non-trivial one (i.e., the spectral gap):

\[
\lambda_1 = \inf \{ D(f) : f \in \mathcal{D}(D), \pi(f) = 0, \pi(f^2) = 1 \},
\]

where \(\pi(f) = \int f \, d\pi\).

The main steps of the study on \(\lambda_1\) by couplings are as follows. Take and fix a distance \(d(x, y)\) in \(\mathbb{R}^d\), it belongs to \(C^2\), out of the diagonal. Set \(D = \sup_{x, y} d(x, y)\).

For each coupling operator \(\tilde{L}\) and \(f \in C^2[0, D]\), there always exist two functions \(A\) and \(B\) in \(\mathbb{R}^d \times \mathbb{R}^d\) such that

\[
\tilde{L}f \circ d(x, y) = A(x, y)f''(d(x, y)) + B(x, y)f'(d(x, y)), \quad x \neq y.
\]

The key step of the method is finding a coupling operator \(\tilde{L}\) and a function \(f \in C^2[0, D]\) satisfying \(f(0) = 0\), \(f'|_{(0, D)} > 0\) and \(f'' \leq 0\) so that for some constant \(\delta > 0\),

\[
\tilde{L}f \circ d(x, y) \leq -\delta f \circ d(x, y), \quad x \neq y. \tag{2.1}
\]

We now choose \(\alpha, \beta \in C(0, D)\) such that \(\alpha(r) \leq \inf_{d(x, y) = r} A(x, y)\) and \(\beta(r) \geq \sup_{d(x, y) = r} B(x, y)\). Then, (2.1) holds provided

\[
\alpha(r)f''(r) + \beta(r)f'(r) \leq -\delta f(r)
\]

for \(r \in (0, D)\). Thus, the higher-dimensional case is reduced to dimension one.

Replacing \(\alpha(x)\) and \(b(x)\) used in the last section by \(\alpha(r)\) and \(\beta(r)\) respectively, define the correspondent function \(C(r)\), operator \(I(f)\) and the class \(\mathcal{F}\) of test functions. Then, the variational formula given by Theorem 4.1 in ref. [1] is as follows:

\[
\lambda_1 \geq \xi_1 := \sup_{f \in \mathcal{F}} \inf_{r \in (0, D)} I(f(r))^{-1}. \tag{2.2}
\]

Now, define \(\delta\) and \(\delta'\) as in Theorem 1.1. From which, one deduces immediately the following result.

**Theorem 2.1** \(\delta'^{-1} \geq \xi_1 \geq (4\delta)^{-1}\).

Comparing this theorem with Theorem 1.1, the difference is that here we have upper bound only for \(\xi_1\) rather than \(\lambda_1\).

We now turn to manifolds. Let \(M\) be a compact, connected Riemannian manifold, without or with convex boundary \(\partial M\). Let \(L = \Delta + \nabla V\), \(V \in C^2(M)\).

When \(\partial M \neq \emptyset\), we adopt Neumann boundary condition. Next, let \(\text{Ric}_M \geq -K\) for some \(K \in \mathbb{R}\). Denote by \(d, D\) and \(\rho\) respectively the dimension, diameter and the Riemannian distance. Let \(K(V) = \inf \{ r : \text{Hess}_V - \text{Ric}_M \leq r \}\) and denote by \(\text{cut}(x)\) the cut locus of \(x\). Define

\[
a_1(r) = \sup \{ \langle \nabla \rho(x, \cdot)(y), \nabla V(y) \rangle + \langle \nabla \rho(\cdot, y)(x), \nabla V(x) \rangle : \rho(x, y) = r, \ y \notin \text{cut}(x) \}, \quad r \in (0, D).
\]
By convention, \(a_1(0) = 0\). Choose \(\gamma \in C[0, D]\) so that

\[
\gamma(r) \geq \min \{K(V)r, a_1(r) + 2\sqrt{K/(d-1)} a_2(r)\},
\]

where \(a_2(r) = \tanh \left[\frac{r}{2}\sqrt{K/(d-1)}\right]\) if \(K \geq 0\) and \(a_2(r) = -\tan \left[\frac{r}{2}\sqrt{-K/(d-1)}\right]\) if \(K \leq 0\). Redefine

\[
C(r) = \frac{1}{4} \int_0^r \gamma(s)ds, \quad r \in [0, D].
\]

Then, the variational formula obtained by ref. [2] can be stated as follows.

\[
\lambda_1 \geq 4\xi_1 := 4 \sup_{f \in \mathcal{F}} \inf_{r \in (0, D)} f(r) \left\{ \int_0^r e^{-C(s)} ds \int_s^D \left[ e^C f(u) \right] du \right\}^{-1}, \tag{2.3}
\]

where \(\mathcal{F} = \{ f \in C[0, D] : f|_{(0,D)} > 0 \}\). Note that \(C(r)\) was used in ref. [2] instead of \(e^{C(r)}\) used here. We now have the following result.

**Theorem 2.2** Define \(\delta\) and \(\delta'\) as in Theorem 1.1 but set \(a(x) \equiv 1\) and \(b(x) = \gamma(x)/4\). Then \(\delta^{-1} \geq \delta'^{-1} \geq \xi_1 \geq (4\delta)^{-1}\).

**Proof** The proof is similar to the one of Theorem 1.1, but there are two places needed to be modified. The first one is the proof (b). Let \(\varphi(r) = \int_0^r e^{-C(s)} ds\).

By Lemma 1.2 (with \(n(s) = e^{-C(s)}\), \(m(s) = e^C(s)\) and \(c = \delta\)), we have

\[
\int_0^D \varphi^c e^C \leq \delta(1 - \gamma)^{-1} \varphi(r)^{\gamma^{-1}}, \quad \gamma \in (0, 1).
\]

Hence

\[
\int_0^r e^{-C(s)} ds \int_s^D \varphi^c e^C \leq \frac{\delta}{1 - \gamma} \int_0^r e^{-C} \varphi^{-1}
\]

\[
= \frac{\delta}{\gamma(1 - \gamma)} \int_0^r d\varphi
\]

\[
= \frac{\delta}{\gamma(1 - \gamma)} \varphi(r)^{\gamma}, \quad r \in (0, D).
\]

In particular, setting \(\gamma = 1/2\) and \(f(r) = \varphi(r)^{\gamma}\), we obtain \(\xi_1 \geq (4\delta)^{-1}\).

To complete the proof, one needs to show that \(\xi_1\) is a lower bound of the eigenvalue of operator \(L = d^2/dr^2 + [\gamma(r)/4]d/dr\). Then the upper bound \(\xi_1 \leq \delta'^{-1}\) follows from Theorem 1.1. The proof for the required assertion is similar to the one of (1.2), but is left to a subsequent paper\(^1\). \(\square\)

**Example 2.3** Consider the case of zero curvature. Let \(V = 0\). Then \(\delta = D^2/4\), \(\delta' = 3D^2/8\). The precise solution is \(4D^2/\pi^2\), which can be deduced by using the test function \(\sin(r\pi/2D)\).

\(^1\)Chen M F, Variational formulas and approximation theorems for the first eigenvalue in dimension one, Science in China, Ser. A, 2000, in press
3 The general relation between $\lambda_0$ and $\lambda_1$ and one-dimensional case.

The main purpose of this section is to deal with $\lambda_1$, by comparing it with $\lambda_0$. We now study a general relation between $\lambda_0$ and $\lambda_1$.

Let $(D, \mathcal{D}(D))$ be a Dirichlet form on a general probabilistic space $(E, \mathcal{E}, \pi)$, it determines a Markov transition probability $p(t, x, dy)$. Assume that $p(t, x, E) = 1$ for all $t > 0$ and $x \in E$. Define

$$\lambda_1 = \inf\{D(f) : f \in \mathcal{D}(D), \pi(f) = 0, \pi(f^2) = \|f\|^2 = 1\}.$$

For each $A \in \mathcal{E}$ with $\pi(A) \in (0, 1)$, let

$$\lambda_0(A) = \inf\{D(f) : f \in \mathcal{D}(D), f|_{A^c} = 0, \|f\| = 1\}.$$

Then, we have the following result.

Theorem 3.1

$$\inf_{\pi(A) \in (0, 1/2]} \lambda_0(A) \leq \lambda_1 \leq \inf_{\pi(A) \in (0, 1)} \min \left\{ \frac{\lambda_0(A)}{\pi(A)}, \frac{\lambda_0(A^c)}{\pi(A)} \right\} \leq 2 \inf_{\pi(A) \in (0, 1/2]} \lambda_0(A).$$

In particular, $\lambda_1 > 0$ if $\inf_{\pi(A) \in (0, 1/2]} \lambda_0(A) > 0$.

The theorem also holds for general symmetric forms studied in ref. [7], and improves Theorem 1.4 there.

Proof of Theorem 3.1 First, by spectral representation theorem,

$$D(f) = \lim_{t \downarrow 0} \frac{1}{2t} \int \pi(dx) \int p(t, x, dy) [f(y) - f(x)]^2, \quad f \in L^2(\pi),$$

(cf. [8], §6.7). Replacing $J(dx, dy)$ by $\frac{1}{2t} \pi(dx)p(t, x, dy)$, in proof (b) of Theorem 1.2 in ref. [7], or in the last paragraph of part 3 in ref. [9], then setting $t \downarrow 0$, it follows that $\lambda_1 \geq \inf_{\pi(A) \in (0, 1/2]} \lambda_0(A)$.

Next, by Theorem 3.1 in ref. [7], we know that $\lambda_1 \leq \lambda_0(A)/\pi(A^c)$ for all $A$: $\pi(A) \in (0, 1)$. Hence

$$\lambda_1 \leq \inf_{\pi(A) \in (0, 1)} \min \left\{ \frac{\lambda_0(A)}{\pi(A^c)}, \frac{\lambda_0(A^c)}{\pi(A)} \right\} = \inf_{\pi(A) \in (0, 1/2]} \min \left\{ \frac{\lambda_0(A)}{\pi(A^c)}, \frac{\lambda_0(A^c)}{\pi(A)} \right\} \leq \inf_{\pi(A) \in (0, 1/2]} \lambda_0(A)/\pi(A^c) \leq 2 \inf_{\pi(A) \in (0, 1/2]} \lambda_0(A).$$

The simplest case is that $A$ consists of a single point, say $A = \{0\} \subset E$ for instance. Then the proof becomes rather easy. For simplicity, let $\lambda_0 = \lambda_0(\{0\})$ (but not $\{0\}$). Then, we have the following result.
Proposition 3.2 \( \lambda_1 \geq \lambda_0 \).

Proof Simply noting that \( \text{Var}(f) = \|f - \pi(f)\|^2 = \inf_{c \in \mathbb{R}} \|f - c\|^2 \), we have

\[
\lambda_1 = \inf_{f \neq \text{const.}, \|f\| < \infty} \text{Var}(f) \geq \inf_{f \neq \text{const.}, \|f\| < \infty} \frac{D(f)}{\|f\|^2} = \inf_{f(0) = 0, \|f\| = 1} D(f) = \lambda_0. \quad \square
\]

In one-dimensional situation, because of the linear order, Theorem 3.1 takes a much simpler form. For instance, the proof of Theorem 3.1 and the property of linear order give us immediately that

\[
\lambda_1 \leq \inf_{c \in (p, q)} \left\{ \lambda_0(p, c) \pi(c, q)^{-1} \wedge \lambda_0(c, q) \pi(p, c)^{-1} \right\}.
\]

However, we have a much stronger result as follows.

Theorem 3.3 Let \( L = a(x) dx^2 + b(x) dx \) be an elliptic operator on the interval \((p, q)\), where \( a(x) \) is positive everywhere. When \( p \) (resp., \( q \)) is finite, we adopt Neumann boundary condition. Assume that the process is non-explosive and (1.1) holds. Then,

\[
\sup_{c \in (p, q)} \left\{ \lambda_0(p, c) \lambda_0(c, q)^{-1} \wedge \lambda_0(c, q) \lambda_0(p, c)^{-1} \right\} \leq \lambda_1 \leq \inf_{c \in (p, q)} \left\{ \lambda_0(p, c) \vee \lambda_0(c, q) \right\}.
\]

Note that when \( c \uparrow \), we have \( \lambda_0(p, c) \downarrow \) and \( \lambda_0(c, q) \uparrow \). Thus, once the two curves \( \lambda_0(p, \cdot) \) and \( \lambda_0(\cdot, q) \) intersect, the two inequalities become equalities. The conclusion holds once both \( a(x) \) and \( b(x) \) are continuous. Actually, denoting by \( x_0 \) the unique point at which the eigenfunction of \( \lambda_1 \) vanishes, we have \( \lambda_1 = \lambda_0(p, x_0) = \lambda_0(x_0, q) \) (the proof needs Theorem 1.1 in the subsequent paper\(^2\)).

Theorem 3.4 Consider birth-death processes. Let \( b_i > 0(\geq 0), \) and \( a_i > 0(i \geq 1) \) be the birth and death rates respectively. Define

\[
\pi_i = \frac{\mu_i}{\mu}, \quad \mu_0 = 1, \quad \mu_i = \frac{b_0 \cdots b_{i-1}}{a_1 \cdots a_i}, \quad \mu = \sum_{i} \mu_i
\]

and

\[
D(f) = \sum_i \pi_i b_i [f_{i+1} - f_i]^2, \quad \mathcal{D}(\mu) = \{ f \in L^2(\pi) : D(f) < \infty \}.
\]

Assume that \( \mu < \infty \) and the process is non-explosive, i.e.

\[
\sum_{k=0}^{\infty} (b_k \mu_k)^{-1} \sum_{i=0}^{k} \mu_i = \infty.
\]

\(^2\)See the footnote in the previous page.

Let \( c \) be the medium of \( \pi \). Then the theorem gives us immediately that

\[
\lambda_0(p, c) \wedge \lambda_0(c, q) \leq \lambda_1 \leq 2 \{ \lambda_0(p, c) \wedge \lambda_0(c, q) \}.
\]
Reset \( \lambda_0([0, k]) = \lambda'_0(k) \), \( \lambda_0([k, \infty)) = \lambda''_0(k) \) and adopt the convention \( \lambda'_0(-1) = \infty \), here \( \lambda_0(A) \) and \( \lambda_1 \) are defined at the beginning of this section. Then we have

\[
\sup_{k \geq 0} \{ \lambda'_0(k - 1) \wedge \lambda''_0(k + 1) \} \leq \lambda_1 \leq \inf_{k \geq 1} \{ \lambda'_0(k - 1) \vee \lambda''_0(k + 1) \}.
\]

Proof Here, we prove Theorem 3.4 only, the proof of Theorem 3.3 is similar and even simpler. Given \( f \in \mathcal{D}(\mathcal{D}) \) and \( k \geq 0 \), let \( \tilde{f} = f - f_k \). Then

\[
D(f) = D(\tilde{f}) = \sum_{i \leq k - 1} \pi_i b_i [\tilde{f}_{i+1} - \tilde{f}_i]^2 + \sum_{i \geq k} \pi_i b_i [\tilde{f}_{i+1} - \tilde{f}_i]^2
\geq \lambda'_0(k - 1) \sum_{i \leq k - 1} \pi_i \tilde{f}_i^2 + \lambda''_0(k + 1) \sum_{i \geq k + 1} \pi_i \tilde{f}_i^2
\geq [\lambda'_0(k - 1) \wedge \lambda''_0(k + 1)] \sum_i \pi_i \tilde{f}_i^2
\geq [\lambda'_0(k - 1) \wedge \lambda''_0(k + 1)] \text{Var}(\tilde{f})
= [\lambda'_0(k - 1) \wedge \lambda''_0(k + 1)] \text{Var}(f).
\]

Making supremum with respect to \( k \) and infimum with respect to \( f \), the required lower bound follows.

We now prove the upper estimate. Given \( \varepsilon > 0 \), take \( f_1, f_2 \geq 0 \) such that \( f_1|_{[k, \infty)} = 0 \), \( f_2|_{[0, k]} = 0 \), \( \|f_1\| = \|f_2\| = 1 \) and \( D(f_1) \leq \lambda'_0(k - 1) + \varepsilon \), \( D(f_2) \leq \lambda''_0(k + 1) + \varepsilon \). Set \( f = f_1 + \alpha f_2 \), where \( \alpha \) is the constant so that \( \pi(f) = 0 \). Then

\[
D(f) = \sum_{i \geq 0} \pi_i b_i [f_{i+1} - f_i]^2
= D(f_1) + \alpha^2 D(f_2)
\leq \lambda'_0(k - 1) + \varepsilon + (\lambda''_0(k + 1) + \varepsilon)\alpha^2
\leq (\lambda'_0(k - 1) \vee \lambda''_0(k + 1) + \varepsilon)\|f\|^2.
\]

Letting \( \varepsilon \to 0 \) and then making infimum with respect to \( k \geq 1 \), we obtain the required assertion. \( \Box \)

For birth-death processes, the following variational formulas were presented in refs. \([3] \) and \([4] \).

\[
\lambda_0 = \sup_{w \in \mathcal{W}_0} \inf_{i \geq 0} I_i(w)^{-1},
\lambda_1 = \sup_{w \in \mathcal{W}_1} \inf_{i \geq 0} I_i(w)^{-1},
\]

Addition to the original proof: As mentioned above Theorem 3.3, there is a rough upper bound. If \( \pi_0 \leq 1/2 \), then \( \pi [0, m - 1] \leq 1/2 \) and \( \pi [m + 1, \infty) \leq 1/2 \) for some \( m \geq 1 \). Hence by Theorem 3.1 we have \( \lambda_1 \leq 2\lambda'_0(m - 1) \wedge \lambda''_0(m + 1) \). On the other hand, if \( \pi_0 > 1/2 \), then by Theorem 3.1 again, \( \lambda_1 \leq 2\lambda''_0(1) = 2[\lambda'_0(-1) \wedge \lambda''_0(1)] \). Therefore, we always have \( \lambda_1 \leq 2\sup_{k \geq 0} [\lambda'_0(k - 1) \wedge \lambda''_0(k + 1)] \). This upper bound matches with the lower bound and so by weighted Hardy inequality, one obtains an estimate up to a factor 8, which is the assertion proved in \([10] \) for the process on the whole line with different proof. Clearly, the assertion made in the theorem is stronger since one gets sharp estimate whenever \( \lambda'_0(k - 1) = \lambda''_0(k + 1) \) for some \( k \). In the extremal case that \( \lambda''_0(k + 1) = 0 \), the original bound is still sharp since \( \lambda'_0(k - 1) \to 0 \) as \( k \to \infty \) by the ergodicity of the process.
where
\[ I_i(w) = \left[ \mu_i b_i(w_{i+1} - w_i) \right]^{-1} \sum_{j \geq i+1} \mu_j w_j, \]
\[ \mathcal{W}_0 = \{ w : w_0 = 0, w_i \text{ is increasing in } i \}, \]
\[ \mathcal{W}_1 = \{ w : w_i \text{ is strictly increasing in } i \text{ and } \pi(w) \geq 0 \}. \]

Our new result is as follows.

**Theorem 3.5** Let \( \mu < \infty \), \( Q_i = \sum_{j<i-1} (\mu_j b_j)^{-1} \sum_{j \geq i} \mu_j \) and

\[ Q_i = \left[ \sum_{j \leq i-1} (\mu_j b_j)^{-1} + (2\mu_i b_i)^{-1} \right] \sum_{j \geq i+1} \mu_j. \]

Next, let \( \delta = \sup_{n>0} Q_n \) and \( \delta' = 2 \sup_{n>0} \sum_{j=0}^{n-1} Q_{j}^{(n)} \mu_j \), where \( \nu^{(k)} \) is a probability measure on \( \{ 0, 1, \cdots, k-1 \} \) with density \( \nu_j^{(k)} = (\mu_j b_j)^{-1}/Z^{(k)} \) (and \( Z^{(k)} \) is the normalizing constant). Then \( \delta^{k-1} \geq \lambda_0 \geq (4\delta)^{-1} \) and moreover \( \delta \leq \delta' \leq 2\delta \).

Assume additionally that the process is non-explosive, then \( \lambda_0/\pi_0 \geq \lambda_1 \geq \lambda_0 \). In particular, \( \lambda_0 \) (resp., \( \lambda_1 \)) > 0 if \( \delta < \infty \).

**Proof** The lower bound of \( \lambda_1 \) comes from Proposition 3.2 (or Theorem 3.4 with \( k = 0 \)). The proof of Theorem 3.1 shows that

\[ \lambda_1 \leq \inf_{k \geq 0} \left\{ \left[ \lambda_0'(k-1)\pi[k, \infty)^{-1} \right] \wedge \left[ \lambda_0''(k+1)\pi[0, k]^{-1} \right] \right\}. \]

Then the upper bound follows by setting \( k = 0 \). The proof for the estimates of \( \lambda_0 \) is similar to the one of Theorem 1.1. First, prove the following result, which is the discrete version of Lemma 1.2 and improves Lemma 2.2 (2) in ref. [3].

**Lemma 3.6** Let \( (m_i) \) and \( (n_i \neq 0) \) are non-negative sequences satisfying \( \sup_{n>0} \varphi_n \sum_{j=n}^\infty m_j =: c < \infty \), where \( \varphi_n = \sum_{i=0}^{n-1} n_i \). Then for every \( \gamma \in (0, 1) \), we have \( \sum_{i \geq 1} \varphi_i^\gamma m_i \leq c(1-\gamma)^{-1} \varphi_i^\gamma - 1 \).

**Proof** Let \( M_n = \sum_{j \geq n} m_j \). Fix \( N > i \). Then by summation by parts formula and \( M_n \leq c\varphi_n^{-1} \), we get

\[ \sum_{j=i}^{N} \varphi_j^\gamma m_j = \varphi_i^\gamma M_i + \sum_{j=i}^{N} [\varphi_j^\gamma - \varphi_i^\gamma] M_{j+1} \leq c \left\{ \varphi_i^\gamma - 1 + \sum_{j=i}^{N} [\varphi_j^\gamma - \varphi_i^\gamma]/\varphi_{j+1} \right\}. \]

By using the elementary inequality \( \gamma(1-\gamma)^{-1}(x^{-1} - 1) + x \gamma \geq 1 \) \( (x > 0) \), it is easy to check that \( \varphi_{j+1}^\gamma - \varphi_j^\gamma/\varphi_{j+1} \leq \gamma(1-\gamma)^{-1}[\varphi_j^\gamma - \varphi_{j+1}^\gamma] \). Combining this with the last estimate gives us the required assertion. \( \square \)

We now take \( \gamma = 1/2 \), \( m_i = \mu_i \), \( n_i = (\mu_i b_i)^{-1} \) and \( c = \delta \). Then

\[ I_i(\sqrt{\varphi}) = \frac{1}{b_i \mu_i (\sqrt{\varphi_{i+1}} - \sqrt{\varphi_i})} \sum_{j \geq i+1} \mu_j \sqrt{\varphi_j} \leq \frac{2\delta}{b_i \mu_i (\sqrt{\varphi_{i+1}} - \sqrt{\varphi_i})} \cdot \frac{1}{\sqrt{\varphi_{i+1}}} \leq 4\delta, \]
since \((\sqrt{\varphi_{i+1}} - \sqrt{\varphi_i})\sqrt{\varphi_{i+1}} \geq (\varphi_{i+1} - \varphi_i)/2\). Therefore \(\lambda_0 \geq (4\delta)^{-1}\).

It remains is to show that \(\lambda_0 \leq \delta'^{-1}\). Fix \(k \geq 1\) and take

\[
f_i = f_i^{(k)} = \sum_{j=0}^{(i-1)\wedge(k-1)} (\pi_j b_j)^{-1}.
\]

Then

\[
\|f\|^2 = \sum_{i \leq k-1} \pi_i f_i^2 + f_k^2 \sum_{i \geq k} \pi_i,
\]

\[
D(f) = \sum_{i \leq k-1} \pi_i b_i |f_{i+1} - f_i|^2 = \sum_{i \leq k-1} (\pi_i b_i)^{-1} = f_k.
\]

By using the summation by parts formula again, we get

\[
\frac{1}{\lambda_0} \geq \frac{\|f\|^2}{D(f)} = \frac{1}{f_k} \sum_{i=0}^{k-1} \pi_i f_i^2 + f_k \sum_{i=k}^{\infty} \pi_i = \frac{1}{f_k} \sum_{i=0}^{k-1} (f_{i+1}^2 - f_i^2) \sum_{j=i+1}^{\infty} \pi_j = 2 \sum_{i=0}^{k-1} Q_i^{(k)}\nu_i^k.
\]

Making supremum with respect to \(k \geq 1\) gives us \(\lambda_0 \leq \delta'^{-1}\). Similar to the continuous case, from the above formula, it follows that

\[
2 \sum_{i=0}^{k-1} Q_i^{(k)}\nu_i^k = \frac{1}{f_k} \sum_{i=0}^{k-1} \pi_i f_i^2 + f_k \sum_{i=k}^{\infty} \pi_i \geq f_k \sum_{i=k}^{\infty} \pi_i = Q_k.
\]

Hence \(\delta' \geq \delta\). The conclusion \(\delta' \leq 2\delta\) is easy because \(Q_i < Q_{i+1}\) for all \(i \geq 0\) and so

\[
\delta' = \sup_{k \geq 1} 2 \sum_{i=0}^{k-1} Q_i^{(k)}\nu_i^k \leq 2 \sup_{i \geq 0} Q_i^* \leq 2 \sup_{i \geq 1} Q_i = 2\delta. \qed
\]

Because \(\lambda_1\) coincides with exponential convergence rate (cf. Theorem 9.21 in ref. [8]), Theorem 3.5 gives us at the same time (and is indeed for the first time) an explicit criterion for exponential ergodicity. By using comparison method (cf. Theorem 4.58 in ref. [8]), this result can be further applied to a class of multidimensional Markov chains. Finally, we return to the case of half-line discussed at the beginning of the paper.
**Theorem 3.7** Consider the operator \( L = a(x)dx^2 + b(x)dx/dx \) on \([0, \infty)\), where \( a(x) \) is positive everywhere. Let the process be non-explosive (equivalently, \( \int_0^\infty e^{-C(x)} e^{\int_0^x a(u)^{-1} e^{C(u)} du} \) and let (1.1) hold. Then

\[
(4\delta'(c_0))^{-1} \leq \lambda_1 \leq \delta'(c_0)^{-1},
\]

where

\[
\delta'(c) = \sup_{x \in (0, c)} \int_x^c e^{-C} \int_0^x e^{C}/a, \quad \delta''(c) = \sup_{x \in (c, \infty)} \int_x^c \int_\infty^x e^{C}/a,
\]

and \( c_0 \) is the unique solution to the equation \( \delta'(c) = \delta''(c) \). In particular, \( \lambda_1 > 0 \) if \( \delta < \infty \).

**Proof** First, when \( c \uparrow \), we have \( \delta'(c) \uparrow \) and \( \delta''(c) \downarrow \). Obviously,

\[
\lim_{c \to 0} \delta'(c) = 0, \quad \lim_{c \to \infty} \delta''(c) = \delta
\]

and moreover \( \lim_{c \to \infty} \delta''(c) \leq \delta \). On the other hand, since the process is non-explosive, when \( x \uparrow \infty \), we have \( \varphi(x) = \int_0^x e^{-C} \uparrow \infty \). It follows that

\[
\delta'(c) \geq \int_1^c e^{-C} \int_0^1 e^{C}/a \to \infty \quad \text{as} \quad c \to \infty.
\]

Next, when \( c_1 < c_2 \), we have

\[
0 < \int_x^{c_2} e^{-C} \int_0^c e^{C}/a - \int_x^{c_1} e^{-C} \int_0^c e^{C}/a \leq \int_x^{c_2} e^{C}/a \int_{c_1}^{c_2} e^{-C} \to 0, \quad \text{if} \quad c_2 - c_1 \to 0;
\]

\[
0 < \int_{c_1}^{c_2} e^{-C} \int_x^{c_2} e^{C}/a - \int_{c_1}^{c_2} e^{-C} \int_x^{c_2} e^{C}/a \leq \int_{c_1}^{c_2} e^{C}/a \int_{c_1}^{c_2} e^{-C} \to 0, \quad \text{if} \quad c_2 - c_1 \to 0.
\]

Hence both \( \delta'(c) \) and \( \delta''(c) \) are continuous in \( c \). Therefore, the equation \( \delta'(c) = \delta''(c) \) has a unique solution. Then the first assertion follows from Theorem 3.3. Clearly \( \delta < \infty \) if \( \delta''(c) < \infty \). Hence we obtain the last assertion. \( \square \)

In a similar way, one can deduce a criterion for the existence of spectral gap of diffusion on the full-line (cf. sec. 3 in ref. [1]). One may also study the bounds for the processes on finite intervals.

**Example 3.8** Take \( b(x) \equiv 0 \). Define \( \delta \) as in Theorem 1.1. Then, by Theorem 1.1 and Corollary 2.5 (5) in ref. [1], we know that \( \delta^{-1} \geq \lambda_1 \geq \lambda_0 \geq (4\delta)^{-1} \). In particular, when \( a(x) = (1 + x)^2 \), we have \( \delta = 1 \) (but \( \delta' = 2 \)) and \( \lambda_1 = \lambda_0 = 1/4.4 \)

Hence, our lower bound is exact.

**Example 3.9** Take \( a(x) \equiv 1 \) and \( b(x) = -x \). Then Example 2.10 in ref. [1] gives us \( \lambda_1 = 2 \). It is easy to check that \( \lambda_0 = 1 \) (having eigenfunction \( g(x) = x \)) and \( \delta \approx 0.4788 \) (but \( \delta' \approx 0.9285 \)). Hence \( \delta^{-1} > \lambda_1 > \lambda_0 > (4\delta)^{-1} \).

\[4\]The eigenfunctions of \( \lambda_0 \) and \( \lambda_1 \) are \( \sqrt{x + 1} \log(x + 1) \) and \( \sqrt{x + 1} (\log(x + 1) - 2) \), respectively.
Example 3.10 An extreme example is the space with two points \{0, 1\} only. Then \(\lambda_1 = \lambda_0/\pi_0\). Therefore the upper bound of \(\lambda_1\) in Theorem 3.5 is exact but \(\delta^{-1} = \lambda_0 < \lambda_1\). Thus, \(\delta^{-1}\) is not an upper bound of \(\lambda_1\) in general.

Added in proof In the recent paper [10], the estimate \(\delta^{-1} \geq \lambda_0 \geq (4\delta)^{-1}\) for birth-death processes is also obtained by using the discrete Hardy’s inequality. Refer also to refs. [11–13] for related study and further references.
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Abstract Some complete variational formulas and approximation theorems for the first eigenvalue of elliptic operators in dimension one or a class of Markov chains are presented.

Keywords: First eigenvalue, variational formula, elliptic operator, birth-death process

As a continuation of ref. [1], some complete variational formulas and approximation theorems for the first eigenvalue in dimension one are presented. The upper bound part of the formulas are dual of the variational formulas for the lower bound introduced by refs. [2]–[5], but they are completely different to the classical ones. As shown in the mentioned papers, the results obtained in the paper can be immediately applied to higher-dimensional situation and also to Riemannian manifolds. This will be also discussed in a subsequent paper.

1 Continuous case

Consider differential operator $L = a(x)\frac{d^2}{dx^2} + b(x)\frac{d}{dx}$ on $(0, D)$, where $a(x)$ is positive everywhere, with Dirichlet and Neumann boundary at 0 and $D$ (if $D < \infty$) respectively. Assume that

$$\int_0^D dx \frac{C(x)}{a(x)} < \infty,$$

where $C(x) = \int_0^x b/a$. Two eigenvalues we are interested in are as follows:

$$\lambda_0 = \inf\{D(f) : f \in C^1(0, D) \cap C[0, D], f(0) = 0, \|f\| = 1\},$$

$$\lambda_1 = \inf\{D(f) : f \in C^1(0, D) \cap C[0, D], \pi(f) = 0, \|f\| = 1\},$$

where

$$D(f) = \int_0^D a(x)f'(x)^2\pi(dx), \quad \pi(dx) = (a(x)Z)^{-1}e^{C(x)}dx,$$
Z is the normalizing constant, \( \pi(f) = \int f \, d\pi \) and \( \| \cdot \| \) is the \( L^2 \)-norm with respect to \( \pi \). When \( D < \infty \), \( \lambda_0 \) and \( \lambda_1 \) are nothing but the ordinary eigenvalues of the operator \( L \), and the above formulas are called the classical variational formula of \( \lambda_0 \) and \( \lambda_1 \) respectively. In the study on \( \lambda_1 \), we always assume that the process is non-explosive:

\[
\int_0^\infty e^{-C(s)} \, ds \int_0^s a(u)^{-1} \, e^{C(u)} \, du = \infty. \tag{1.2}
\]

To state the main results, we need some notations. First, there are two operators

\[
I(f)(x) = \frac{e^{-C(x)}}{f'(x)} \int_x^D [feC/a'(u)](u) \, du,
\]

\[
II(f)(x) = \frac{1}{f(x)} \int_0^x dy e^{-C(y)} \int_y^D [feC/a'(u)](u) \, du
\]

(here \( I \) and \( II \) represent respectively single and double integrals.\(^1\)). Next, define\(^2\)

\[
\mathcal{F}' = \{ f \in C[0, D] : f(0) = 0, \text{ there exists } x_0 \in (0, D) \text{ so that } f = f(\cdot \wedge x_0) \text{ and } f\|_{(0,x_0)} > 0 \},
\]

\[
\mathcal{F}'' = \{ f \in C[0, D] : f(0) = 0, f\|_{(0,D)} > 0 \},
\]

\[
\xi'_0 = \inf_{f \in \mathcal{F}'} \sup_{x \in (0,D)} II(f)(x)^{-1}, \quad \xi''_0 = \sup_{f \in \mathcal{F}''} \inf_{x \in (0,D)} II(f)(x)^{-1},
\]

\[
\tilde{\mathcal{F}'} = \{ f \in C[0, D] : f(0) = 0, \text{ there exists } x_0 \in (0, D) \text{ so that } f = f(\cdot \wedge x_0), f \in C^1(0, x_0) \text{ and } f'(1(0,x_0)) > 0 \},
\]

\[
\tilde{\mathcal{F}''} = \{ f \in C[0, D] \cap C^1(0, D) : f(0) = 0, f'\|_{(0,D)} > 0 \},
\]

\[
\tilde{\xi}'_0 = \inf_{f \in \tilde{\mathcal{F}'} \times (0,D)} I(f)(x)^{-1}, \quad \tilde{\xi}''_0 = \sup_{f \in \tilde{\mathcal{F}''} \times (0,D)} I(f)(x)^{-1}.
\]

When \( D = \infty \), one should replace \([0, D]\) by \([0, \infty)\) but we will not mention again in what follows. Throughout the paper, the superscript single-prime or double-prime denote respectively the lower and upper bounds. Note that \( \xi''_0 \) is the dual of

\(^{1}\)August 16, 2007: Remarks are added in this paper by footnotes. Some of them as well as some improvements will be published in a subsequent paper.

This becomes more clear in the expression \( fII(f) \) which is our mimic of the eigenfunction and is used often subsequently. If we write \( II(f) \) as \( g/f \), then the operator \( I(f) \) simply means that \( g'/f' \).

\(^{2}\)Note that \( \mathcal{F}' \) is simply a modification of \( \mathcal{F}'' \) by stopping the functions in \( \mathcal{F}'' \) somewhere. Hence the latter one is more essential than the former one. The quantities \( \xi'_0 \) and \( \xi''_0 \), defined in terms of the operator \( II \), are used to estimate \( \lambda_0 \) from above and below, respectively. The single prime and double prime are designed for the upper estimate and the lower one, respectively. We have thus explained the meaning of the notations in the first four lines. Similarly, by using the operator \( I \) instead of \( II \), we define the notations with additional tilde in the last four lines.

Here and also above Theorem 1.3, when \( x_0 = \infty \), in the definition of \( \mathcal{F}' \) and \( \tilde{\mathcal{F}'} \), and additional condition \( f \in L^2(\pi) \) is required. Similar change \( (f \in L^2(\pi) \text{ if } k = \infty) \) is needed for the discrete case (above Theorems 2.1 and 2.3), but we will not mention again.
\(\xi''_0\), they use operator \(II(f)\); and \(\xi'_0\) is the dual of \(\xi''_0\), they use operator \(I(f)\). Since different operators have different domains, they use different classes of functions. The set \(\mathcal{F}'\) is natural and the weaker condition used in the set \(\mathcal{F}\) is more convenient for applications. The variational formula for \(\lambda_0\) is as follows.

**Theorem 1.1** Let (1.1) hold. Then \(\xi'_0 = \xi'_0 \geq \lambda_0 \geq \xi''_0 = \xi''_0\). If additionally, \(a\) and \(b\) are continuous, then the two inequalities all become equalities.

The explicit estimates \(\delta^{-1} \geq \lambda_0 \geq (4\delta)^{-1}\), where

\[
\delta = \sup_{x \in (0, D)} \int_0^x e^{-C} \int_x^D e^{C/a},
\]

are presented in ref. [1]. The next result is further an approximation procedure.

**Theorem 1.2** Let (1.1) hold. Set \(\varphi(x) = \int_0^x e^{-C(y)} dy\).

1. Define \(f_1 = \sqrt{\mathcal{F}}, f_n = f_{n-1} II(f_{n-1})\) and \(\delta''_n = \sup_{x \in (0, D)} II(f_n)(x)\). Then \(\delta''_n\) is decreasing in \(n\) and

\[
\lambda_0 \geq \lim_{n \to \infty} \delta''_n^{-1} \geq \delta''_1^{-1} \geq (4\delta)^{-1}.
\]

2. Fix \(x_0 \in (0, D)\). Define 3, 4

\[
f^{(x_0)}_1 = \varphi(\cdot \wedge x_0), \quad f^{(x_0)}_n = f^{(x_0)}_{n-1}(\cdot \wedge x_0) II(f^{(x_0)}_{n-1}(\cdot \wedge x_0))
\]

and

\[
\delta' = \sup_{x_0 \in (0, D)} \inf_{x \in (0, D)} II(f^{(x_0)}_n(\cdot \wedge x_0))(x).
\]

\[\text{3More explicitly, we have}\]

\[
f^{(x_0)}_n(x) = \int_0^x e^{-C(y)} dy \int_y^D f^{(x_0)}_{n-1}(\cdot \wedge x_0) e^{C/a}
\]

\[
= \int_0^D f^{(x_0)}_{n-1}(\cdot \wedge x_0) \varphi(\cdot \wedge x) e^{C/a}
\]

\[
= \int_0^{x_0} f^{(x_0)}_{n-1}(\cdot \wedge x_0) e^{C/a} + f^{(x_0)}_{n-1}(x_0) \int_{x_0}^D \varphi(\cdot \wedge x) e^{C/a}.
\]

In particular,

\[
f^{(x_0)}_n(x \wedge x_0) = \int_0^{x \wedge x_0} f^{(x_0)}_{n-1} \varphi e^{C/a} + \varphi(x \wedge x_0) \int_0^{x_0} f^{(x_0)}_{n-1} e^{C/a} + f^{(x_0)}_{n-1}(x_0) \varphi(x \wedge x_0) \int_{x_0}^D e^{C/a}.
\]

By integration by parts formula, we also have another expression:

\[
f^{(x_0)}_n(x) = \int_0^{x \wedge x_0} \left( f^{(x_0)}_{n-1}(\cdot \wedge x_0) \varphi(\cdot \wedge x) \right)' \psi,
\]

where \(\psi(x) = \int_0^D e^{C/a} \).

\[\text{4see Appendix.}\]
Then $\delta'_n$ is increasing in $n$ and\footnote{We remark that $\delta'_1$ here coincides with $\delta'$ introduced in [1; Theorem 1.1]. See the footnote of Theorem 2.2 below.} $\delta'_n > 1$

\[
\delta^{-1} \geq \delta'_1^{-1} \geq \lim_{n \to \infty} \delta'_n^{-1} \geq \lambda_0.
\]

(2)' Replace the initial function in (2) by $f_1 = \sqrt{\varphi}$, and define

\[
f_n = f_{n-1} \Pi(f_{n-1}) \quad \text{and} \quad \delta'_n = \inf_{x \in (0,D)} \Pi(f_n)(x),
\]

then $\delta'_n$ is increasing in $n$ and

\[
\delta'_n^{-1} \geq \lambda_0, \quad n \geq 2.
\]

Here we adopt the convention $1/0 = \infty$.

Assertions (1) and (2)' can be restated as follows: the inverse of the supremum (infimum) of function $\Pi(f_n)$ is a lower (upper) bound of $\lambda_0$.

Finally, in the definitions of $\delta'_n$ and $\delta''_n(n \geq 1)$, replacing $\Pi(f)$ by $I(f)$ everywhere, one obtains $\delta''_n$ and $\delta''_n$, then

\[
\delta''_n \leq \delta''_n, \quad \delta'_n \geq \delta''_n (n \geq 1) \quad \text{and} \quad \delta'_n \leq \delta''_{n-1}, \quad \delta'_n \geq \delta'_{n-1} (n \geq 2).
\]

In particular, the modified assertions (1)–(2)' all hold, the only change is replacing $\delta'_1^{-1}$ at the end of (2) by $\delta''_2^{-1}$.

For Theorem 1.1, the only known result is $\lambda_0 \geq \xi''_0$ (cf. Theorem 2.2 in ref. [5]). Thus, Theorem 1.1 completes the whole variational formula for $\lambda_0$. In this theorem, $\xi''_0$ and $\xi'_0$ are defined by using $I(f)$ and $\Pi(f)$ respectively. The difference is that for fixed $f$, $I(f)$ is easier to compute but is not sharper than $\Pi(f)$. The idea of iteration given in Theorem 1.2 comes from refs. [2] and sec. 2.3 in ref. [6], the unified initial function comes from ref. [1]. Assertions (1) and (2)' are completely symmetric and so we will ignore (2)' in what follows. Because $\Pi(f_n)$ is bounded above, the lower bound is always non-trivial. However, the minimum of some $\Pi(f_n)$ can be zero and the function $\varphi$ may not be integrable in general, this leads to the modified form (2), providing a non-trivial upper bound. Theorem 1.2 is also an approximation result for the eigenfunction of $\lambda_0$. Actually, each $f_n$ serves as an approximation of the eigenfunction.

In the later part of this section, we deal with $\lambda_1$ in the continuous situation and the next section is devoted to handle with $\lambda_0$ and $\lambda_1$ in the discrete case. There are two theorems in each case for each $\lambda_0$ or $\lambda_1$.

**Proof of Theorem 1.1**

Given $h$ with $h|_{(0,D)} > 0$, then for every $g$: $g(0) = 0$, see Appendix.
\[ \|g\| = 1, \] by Cauchy-Schwarz inequality, we have

\[
1 = \int_0^D g(x)^2 \pi(dx)
= \int_0^D \pi(dx) \left[ \int_0^x g'(u) du \right]^2
\leq \int_0^D \pi(dx) \left[ \int_0^x g'^2 e^{C h^{-1}}(u) du \int_0^x \left( h e^{-C} \right) \xi d\xi \right]
= \int_0^D \frac{a(u) g'(u)^2 \pi(dx)}{h(u)} \int_0^D \pi(dx) \int_0^x \left( h e^{-C} \right) \xi d\xi
\leq D(g) \sup_{x \in (0,D)} \frac{1}{h(x)} \int_x^D \frac{e^{Cy}}{a(y)} dy \int_0^y \left( h e^{-C} \right) \xi d\xi
=: D(g) \sup_{x \in (0,D)} H(x). \tag{1.3}
\]

Now, let \( f \in \mathcal{F}' \) satisfy \( \sup_{x \in (0,D)} II(f)(x) =: c < \infty \). Take \( h(x) = \int_x^D f a^{-1} e^C \). Then we have not only

\[
\int_0^x e^{-C(y)} dy \int_y^D \frac{f e^C}{a} \leq c f(x) < \infty, \quad \int_x^D \frac{f e^C}{a} < \infty
\]

for all \( x \in (0, D) \), but also

\[
H(x) = \int_x^D \frac{e^{Cy}}{a(y)} dy \int_0^y e^{-C(u)} du \int_0^D \frac{f e^C}{a} \leq c \int_x^D \frac{f e^C}{a} < \infty. \tag{1.4}
\]

Since \( \lim_{x \to D} h(x) = 0 \), by (Cauchy’s differential) mean value theorem, we get

\[
\sup_{x \in (0,D)} H(x) \leq \sup_{x \in (0,D)} \left[ -\frac{e^C}{ah'}(x) \right] \int_0^x \left( h e^{-C} \right) = \sup_{x \in (0,D)} II(f)(x). \tag{1.4}
\]

Because \( g \) is arbitrary, by (1.3) and (1.4), it follows that \( \lambda_0 \geq \xi_0'' \).

For each \( f \in \mathcal{F}' \), without loss of generality, assume that

\[
\sup_{x \in (0,D)} I(f)(x) < \infty.
\]

By the mean value theorem, \( \sup_{x \in (0,D)} II(f)(x) \leq \sup_{x \in (0,D)} I(f)(x) \). But \( \mathcal{F}' \supset \mathcal{F}' \), so

\[
\xi_0'' = \sup_{f \in \mathcal{F}''} \inf_{x \in (0,D)} II(f)(x)^{-1} \geq \sup_{f \in \mathcal{F}''} \inf_{x \in (0,D)} I(f)(x)^{-1} = \xi_0''.
\]

\( \text{This integrability was missed in the original paper where instead of this, a truncating argument was proposed.} \)
Conversely, for a given \( f \in \mathcal{F}'' \) with \( \sup_{x \in (0, D)} II(f)(x) =: c < \infty \), let \( g = f II(f) \). Then we have \( g \in \mathcal{F}'' \) and as in the last paragraph that
\[
\int_x^D g e^C/a = \int_x^D e^C/a(y) dy \int_0^y e^{-C(u)} du \int_x^D f e^C/a \leq c \int_x^D f e^C/a < \infty.
\]
By using the mean value theorem again, we obtain
\[
I(g)(x) = \int_x^D g a^{-1} e^C \int_x^D f a^{-1} e^C \\
\leq \sup_{x \in (0, D)} (g/f)(x) \\
= \sup_{x \in (0, D)} II(f)(x).
\]
Hence \( \inf_{x \in (0, D)} II(f)(x)^{-1} \leq \inf_{x \in (0, D)} I(g)(x)^{-1} \leq \tilde{\xi}_0'' \). Making supremum with respect to \( f \in \mathcal{F}'' \), it follows that \( \xi_0'' \leq \tilde{\xi}_0'' \). An alternative proof of the this assertion is using the identity
\[
(e^C g')' = -f e^C/a, \quad (1.5)
\]
8 We have thus proved that \( \xi_0'' = \tilde{\xi}_0'' \).

As for \( \tilde{\xi}_0 = \xi_0' \), the proof is a dual of the above one, exchanging supremum and infimum, making inverse order of the inequalities and redefining \( g = [f II(f)](\cdot \wedge x_0) \).

Let \( f \in \mathcal{F}'' \) satisfy \( f = f(\cdot \wedge x_0) \) and \( c := \sup_{x \in (0, D)} II(f)(x)^{-1} < \infty \) and let \( g_0 = [f II(f)](\cdot \wedge x_0) \). Then \( g_0 \) is bounded and (1.5) holds on \((0, x_0)\). By integration by parts formula, we get
\[
\int_0^D g_0 e^C/a = [g_0 g_0' e^C](x_0) - \int_0^{x_0} g_0 (e^C g_0')' \\
= \int_0^{x_0} g_0 f e^C/a + g_0(x_0) \int_{x_0}^D f e^C/a \\
= \int_0^D g_0 f e^C/a \\
\leq \int_0^D (g_0^2 e^C/a) \sup_{x \in (0, D)} f/g_0 \\
= c \int_0^D g_0^2 e^C/a. \quad (8)\]

\[8\text{since}
I(g)(x) = \int_x^D \frac{g e^C}{a} / (e^C g')(x) \leq \sup_x \left[ -\frac{g e^C}{a} / (e^C g')' \right](x) = \sup_x \frac{g}{f}(x).
\]
Here we have used the fact that
\[
\sup_{x \in (0, D)} \frac{f}{g_0} = \sup_{x \in (0, x_0)} \frac{f}{g_0} = \sup_{x \in (0, D)} H(f)(x)^{-1}.
\]
Hence \( \lambda_0 \leq \xi_0 \) and furthermore \( \lambda_0 \leq \xi_0 \).

Finally, we prove the last assertion. Let \( a \) and \( b \) are continuous and \( a > 0 \). By existence theorem of solution to the Sturm-Liouville eigenvalue problem (if \( D < \infty \)) or to a system of linear differential equations (if \( D = \infty \)), it follows that there is a non-trivial solution to the equation \( Lf = -\lambda f, \ f(0) = 0 \) and \( f'(D) = 0 \) if \( D < \infty \). If \( \lambda_0 > 0 \), then by Theorem 2.2 in ref. [5] and sec. 6 of ref. [2], one may assume that \( f'(0, D) > 0 \). From this, it is easy to check that \( I(f) = H(f)(x) \equiv \lambda_0^{-1} \). Examining the proofs for the lower and upper bounds, one sees that the equalities should hold everywhere\(^{11}\). If \( \lambda_0 = 0 \), take \( D_n \uparrow \infty \) and denote by \( \lambda_0(D_n) \) the corresponding \( \lambda_0 \) determined by \( L\{0, D_n\} \). By using the proof of Lemma 5.1 in ref. [2], we obtain \( \lambda_0(D_n) = \lambda_0 \). Thus, when \( n \) is large enough, \( \lambda_0(D_n) \leq \varepsilon \). Now, let \( f_n \) be a solution to the eigen-equation \( Lf_n = -\lambda_0(D_n) f_n \ (\ f_n(0) = 0, \ f_n'(D_n) = 0 \) \) on \( (0, D_n) \). Let \( f_n = f_n(D_n) \) on \( (D_n, \infty) \). Then the above proof shows that
\[
\lambda_0(D_n)^{-1} = \inf_{x \in (0, D_n)} f_n(x)^{-1} \int_0^x e^{-C(y)}dy \int_y^{D_n} f_n e^{C} / a \leq \inf_{x \in (0, D_n)} H(f_n)(x) \equiv \inf_{x \in (0, D)} H(f_n)(x).
\]
It follows that
\[
\lambda_0 = 0 \leq \inf_{f \in \mathcal{X}} \sup_{x \in (0, D)} H(f)(x)^{-1} \leq \sup_{x \in (0, D)} H(f_n)(x)^{-1} \leq \lambda_0(D_n) \leq \varepsilon.
\]
Since \( \varepsilon \) is arbitrary, the first inequality can be also replaced by equality. \( \Box \)

**Proof of Theorem 1.2**  Condition \( \delta < \infty \) implies that
\[
\int_0^D \sqrt{\varphi e^C \varepsilon / a} \leq \sqrt{\delta \int_0^D a} \left( \int_x^D e^C \varepsilon / a \right)^{-1/2} e^C \varepsilon / a = 2\sqrt{\delta Z} < \infty.
\]

\(^{9}\)When \( x_0 = \infty \), an additional condition that \( g_0 \in L^2(\pi) \) is required here. This is the reason why we made a change to \( \mathcal{X}' \) and \( \mathcal{Y}' \).

\(^{10}\)The problem is easier here since we fix the constant \( \lambda_0 \) given by the classical variational formula (i.e., the formula below (1.1)). Actually, only the continuity of \( a \) and \( C \), but not \( b \), is required in the analytic proof, hence the measurability of \( b \) is enough for the assertion. This is proved in the paper “Dual variational formulas for the first Dirichlet eigenvalue on half-line, Sci. China (A) 2003, 46:6, 847–861”, Proposition 1.2, by Chen, M.F., Zhang, Y.H. and Zhao, X.L.

\(^{11}\)Because of the truncating argument, for the equality in the upper estimate, one needs an approximating procedure. This is not difficult and will be given in a subsequent paper.
Hence $\sqrt{\phi} \in L^1(\pi)$ [these two conditions are needed for the initial function $\sqrt{\phi}$. In practice, one can certainly choose some more convenient functions]. Furthermore, as did in the second paragraph in the last proof and by using induction, it follows that $f_n \in L^1(\pi)$ for all $n$. By Theorem 1.1, $\lambda_0 \geq \xi_0^\prime \geq \delta_n^\prime - 1$. Then by the mean value theorem and the proof (b) of Theorem 1.1 in ref. [1], we get $\delta_n^\prime \leq 4\delta$. On the other hand, by definition of $f_n$ and (1.5), we have

$$( - e^C f_n^\prime )^\prime = a^-1 e^C f_n - a^-1 f_n e^C \delta_n-1.$$  \hspace{1cm} (1.6)

That is, $f_n e^C / a \leq \delta_n-1 ( - e^C f_n^\prime )^\prime$. Hence

$$f_{n+1}(x) \leq \delta_n-1 \int_0^x e^{-C(y)} dy \int_y^D ( - e^C f_n^\prime )^\prime (u) du \leq \delta_n-1 f_n(x).$$ \hspace{1cm} (1.7)

From this, one deduces that $\delta_n'' \leq \delta_n-1$. Similarly,

$$\int_x^D f_n e^C / a \leq \delta_n'' \int_x^D ( - e^C f_n^\prime )^\prime \leq \delta_n-1 [e^C f_n^\prime] (x)$$

and so $\delta_n'' \leq \delta_n-1$. By using the mean value theorem again, $\delta_n'' \leq \tilde{\delta}_n''$.

We now consider the second part of the theorem. First, consider (2). By identity

$$[f^\prime C(Y)](x) = \int_0^D f \varphi(\cdot \wedge x) e^C / a = \int_0^x f \varphi e^C / a + \varphi(x) \int_x^D f e^C / a,$$

we get

$$f_2(x_0)(x \wedge x_0) \geq \varphi(x \wedge x_0) \varphi(x_0) \int_{x_0}^D e^C / a$$

and so

$$\sup_{x \in (0, D)} f_2(x_0)(x \wedge x_0) = \sup_{x \in (0, x_0)} \frac{f_1(x_0)}{f_2(x_0)}(x) \leq \left[ \varphi(x_0) \int_{x_0}^D e^C / a \right]^{-1}.$$

This implies that $\delta_1 \geq \delta$ [and $\tilde{\delta}_2 \geq \delta$ at the same time]. Here, the reason one needs the local procedure “stopping at $x_0$” is the possibility of $\varphi \notin L^1(\pi)$ which then implies that $D(\varphi) = \infty$. Next, consider (2)''. In this case, the speed of approximating to the eigenvalue is slower than the previous one. In particular, the upper bound obtained by the first iteration is always trivial. Because, when $x \to 0$, we have

$$\left[ f_1 e^C \right](x)^{-1} \int_x^D f_1 e^C / a = 2 \sqrt{\varphi(x)} \int_x^D \sqrt{\varphi e^C / a} \to 0$$

and so $\delta_1'' = 0$. On the other hand, when $x \to 0$,

$$\left[ f_2 e^C \right](x)^{-1} \int_x^D f_2 e^C / a = \int_x^D f_2 e^C a^{-1} = \int_x^D f_1 e^C a^{-1} \to \frac{\pi(f_2)}{\pi(f_1)} > 0.$$
Thus, when $D < \infty$, we have $\delta'_2 > 0$. However, when $D = \infty$, it is still possible
that $\delta'_2 = 0$ [Noting that the case of $D = \infty$ can be approximated arbitrarily by
finite $D$, and it seems that $\delta'_n$ cannot be all vanished].

We now prove the monotonicity of $\delta_n$'s. Applying the mean value theorem
twice, we obtain
\[
\sup_{x \in (0, D)} \left[ f_n(x) / f_{n+1}(x) \right] (x \land x_0) = \sup_{x \in (0, x_0)} \left[ f_n(x) / f_{n+1}(x) \right] (x) \\
\leq \sup_{x \in (0, x_0)} \left[ f_n(x) / f_{n+1}(x) \right] (x) \\
= \sup_{x \in (0, x_0)} \left( f_n(x) / f_{n+1}(x) \right) (x) \\
\leq \sup_{x \in (0, D)} \left[ f_n(x) / f_{n+1}(x) \right] (x \land x_0).
\]

This implies that $\delta''_{n-1} \leq \delta'_{n-1} \leq \delta'_n$. The inequality $\delta''_{n-1} \geq \delta'_0 \geq \lambda_0$ comes from
Theorem 1.1. Ignoring $x_0$, we obtain the monotonicity mentioned in (2').

Note that $II(f_{n-1}) = f_n / f_{n-1} \equiv \delta''_{n-1}$ implies $\lambda_0 = \delta''_{n-1}$. Otherwise, it
contradicts the minimal property of $\lambda_0$. On the other hand, if $II(f_{n-1}) \neq \delta''_{n-1}$,
then inequality (1.6) holds in some interval and so the inequality in (1.7) holds on
whole $(0, D)$. Hence, one often has $\delta''_{n} < \delta''_{n-1}$. But in the case that the supremum
is achieved at $D = \infty$, one may still have equality here. See Examples 1.5 and
1.6. Several numerical examples (Example 1.5, for instance) show that one should
have $\delta''_{n} < \delta''_{n-1} \leq \delta''_{n-1}$ whenever $II(f_{n-1})$ is not a constant. Therefore, one
would have
\[
\lim_{n \to \infty} \delta'_n = \lim_{n \to \infty} \delta''_n = \lambda_0^{-1}
\]
(has not proved yet). Let us make one more remark on this point. Because
infinite $D$ can be approximated arbitrarily by finite ones, we may assume that
$D < \infty$. Then, the spectrum of $L$ is discrete and so $\lambda_0$ is the ordinary eigenvalue
of $L$. Let $\tilde{\delta} := \lim_{n \to \infty} \delta''_n$ and $\lambda_0 > \tilde{\delta}^{-1}$. Without changing $\delta''_n$, at each step of
iteration, one may replace $f_n$ by $f_n / f_n(D)$. Thus, whenever $\{ f_n \}_{n \geq 1}$ has a limit
point, it should be non-degenerated. Then, by taking the limit to show that the
equation $fII = -\tilde{\delta} f$ does have a non-degenerated solution. This shows that $\tilde{\delta}$ is
also an eigenvalue and it contradicts the minimal property of $\lambda_0$. Therefore
$\tilde{\lambda}_0 = \tilde{\delta}^{-1} = \lim_n \delta''_{n-1}$. Applying Theorem 1.1 again, we get $\lim_{n \to \infty} \delta'_n = \lambda_0^{-1}$.

We now study $\lambda_1$. Let $\bar{f} = f - \pi(f)$ and set
\[
\mathcal{F}' = \{ f \in C[0, D] : f(0) = 0, \text{ there exists } x_0 \in (0, D) \text{ so that} \}
\]
\[
f' = f' (\cdot \land x_0), f \in C^1(0, x_0) \text{ and } f'|_{(0, x_0)} > 0, \}
\]
\[
\mathcal{F}'' = \{ f \in C[0, D] \cap C^1(0, D) : f(0) = 0, f'|_{(0, D)} > 0, \}
\]
\[
\mathcal{F}_0 = \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} I(f)(x)^{-1},
\]
\[
\mathcal{F}_2 = \sup_{f \in \mathcal{F}} \inf_{x \in (0, D)} I(f)(x)^{-1}.
\]
Set \( \lambda \approx \) approximation to the eigenfunction of mean zero, refer to Lemmas 2.2 and 2.3 in ref. [7]) should be also a reasonable simultaneous, one expects that \( f \) are good approximation of the eigenfunction of \( \lambda \). Example 1.7). The starting point of the next result is as follows: Because \( f \eta \) are no longer suitable for \( \delta \) tion. Based on this, the above proofs for the monotonicity of \( \lambda \) and \( \lambda \) must change its sign and hence one can not use division by the eigenfunc-tion. Based on this, the above proofs for the monotonicity of \( \delta \) and \( \delta \) are no longer suitable for \( \eta \) and \( \eta \), even though the assertion seems still to be true (cf. Example 1.7). The starting point of the next result is as follows: Because \( f_n \)'s are good approximation of the eigenfunction of \( \lambda_0 \) and \( \lambda_0 \) and \( \lambda_1 \) are zero or not simultaneously, one expects that \( f_n - \pi(f_n) \) (the eigenfunction of \( \lambda_1 \) should have mean zero, refer to Lemmas 2.2 and 2.3 in ref. [7]) should be also a reasonable approximation to the eigenfunction of \( \lambda_1 \).

**Theorem 1.3** Assume that (1.1) and (1.2) hold. Then \( \xi_1', \xi_1 \geq \xi_1'' \). If additionally \( a \) and \( b \) are continuous, then the inequalities all become equalities.

**Proof** First, if \( f|_{(0,x_0)} > 0 \), then \( \int_x^D f e^C/a > 0 \) for all \( x \in (0,x_0) \). Otherwise, \( f(x) \leq 0 \) and

\[
0 = \int_0^D f e^C/a \leq \int_0^x f e^C/a < f(x) \int_0^x e^C/a \leq 0,
\]

which is a contradiction. Next, let \( f \in \mathcal{F}' \) and \( c := \sup_{x \in (0,D)} I(\bar{f})(x)^{-1} < \infty \). Set \( c_0 = \sup_{x \in (0,x_0)} I(\bar{f})(x)^{-1} \). Then

\[
\int_0^D f^2 e^C = \int_0^{x_0} \left[ I(\bar{f})(x)^{-1} \int_x^D \bar{f} e^C/a \right] d\bar{f}(x)
\leq c_0 \int_0^{x_0} \left[ \int_x^D \bar{f} e^C/a \right] d\bar{f}(x)
= c_0 \bar{f}(x_0) \int_0^D \bar{f} e^C/a + c_0 \int_0^{x_0} \bar{f}^2 e^C/a
= c_0 \int_0^D \bar{f}^2 e^C a^{-1}
\leq c \int_0^D \bar{f}^2 e^C a^{-1}.
\]

Here the positivity of \( \int_x^D \bar{f} e^C/a \) is used in the inequalities. This implies that

\[
\lambda_1 \leq \inf_{f \in \mathcal{F}', x \in (0,D)} \sup_{x \in (0,D)} I(\bar{f})(x)^{-1}.
\]

The lower bound is just Theorem 2.1 (2) given in ref. [2]. \( \square \)

The main difference between Theorems 1.3 and 1.1 is that one can only use operator \( I(\bar{f}) \) but not \( II(f) \). This is not a technical but an essential difference between \( \lambda_1 \) and \( \lambda_0 \). The eigenfunction of \( \lambda_0 \) always keeps its sign but the one of \( \lambda_1 \) must change its sign and hence one can not use division by the eigenfunction. Based on this, the above proofs for the monotonicity of \( \delta'' \) and \( \delta' \) are not longer suitable for \( \eta'' \) and \( \eta' \), even though the assertion seems still to be true (cf. Example 1.7). The starting point of the next result is as follows: Because \( f_n \)'s are good approximation of the eigenfunction of \( \lambda_0 \) and \( \lambda_0 \) and \( \lambda_1 \) are zero or not simultaneously, one expects that \( f_n - \pi(f_n) \) (the eigenfunction of \( \lambda_1 \) should have mean zero, refer to Lemmas 2.2 and 2.3 in ref. [7]) should be also a reasonable approximation to the eigenfunction of \( \lambda_1 \).

**Theorem 1.4** Let (1.1) and (1.2) hold. Set \( \varphi(x) = \int_x^\infty e^{-C(y)}dy \) and \( \bar{f} = f - \pi(f) \).

(1) Define \( f_1 = \sqrt{\varphi}, f_n = \bar{f}_{n-1} II(\bar{f}_{n-1}) \) and \( \eta'' = \sup_{x \in (0,D)} I(\bar{f}_n)(x) \). Then \( \lambda_1 \geq \eta''^{-1} \geq (4\delta)^{-1}. \)

\[\text{12 see Appendix.}\]
(2) Fix \( x_0 \in (0, D) \) and define\(^{13}\)
\[
\begin{align*}
f_1^{(x_0)} &= \varphi(\cdot \wedge x_0), \\
f_n^{(x_0)} &= f_{n-1}^{(x_0)}(\cdot \wedge x_0)H\left( \bar{f}_{n-1}^{(x_0)}(\cdot \wedge x_0) \right), \\
\eta'_n &= \sup_{x_0 \in (0, D)} \inf_{x \in (0, D)} I\left( f_n^{(x_0)}(\cdot \wedge x_0) \right)(x).
\end{align*}
\]
Then \( \eta'_n^{-1} \geq \lambda_1(n \geq 2) \). By convention, \( 1/0 = \infty \).

**Proof** By Theorem 1.3, Proposition 3.2 in ref. [1] and Theorem 1.1, we have
\[
\eta'_n^{-1} \geq \lambda_1 \geq \lambda_0 \vee \eta''_n^{-1} \geq \lambda_0 \wedge \eta''_n^{-1} \geq (4\delta)^{-1}.
\]
Note that when \( x \to 0 \),
\[
I\left( f_1^{(x_0)} \right)(x) = \int_x^D \bar{f}_1^{(x_0)} e^{C(a^{-1}/[\bar{f}_1^{(x_0)} e^C]}(x) \to 0
\]
and hence \( \eta'_1 = 0 \).\(^{14}\) The remainder assertions can be deduced from Theorem 1.3. \( \square \)

**Example 1.5** Consider interval \([0, 1], b(x) \equiv 0\) and \( a(x) \equiv 1 \). Then \((\delta, \delta'_1, \delta'_2) \approx (0.25, 0.375, 0.4005)\). But \( a \) and \( \delta'_1, \delta'_2, \delta''_2 \) are 1, 0.4275, 0.4074, 0.4056, 0.405322, 0.405289 successively. The precise solution is \( 4/\pi^2 \approx 0.405285 \) which can be obtained by using the test function \( \sin(x\pi/2) \). Even though this function is rather different to the initial one \( f_1(x) = \sqrt{x} \), it is very close to the resulting function \( f_3(x)/f_3(1) \) in two iterations. This suggests us to use a simpler function instead of \( f_n \) to simplify the computation and fast the convergence speed. In particular, one may use some approximating function of \( f_2/f_2(D) \) instead of \( f_1 \) to avoid the computation on multi-integrals. Moreover, the identity
\[
\begin{align*}
f_n(x) &= [f_{n-1}H(f_{n-1})](x) \\
&= \int_0^D f_{n-1} \varphi(\cdot \wedge x) \frac{e^C}{a} \\
&= \int_0^x f_{n-1} \varphi \frac{e^C}{a} + \varphi(x) \int_x^D f_{n-1} \frac{e^C}{a} (1.8)
\end{align*}
\]
is also helpful to decrease the computations. This example shows that \( \delta''_n^{-1} \) and \( \delta''_n^{-1} \) all approximate to \( \lambda_0 \).

\(^{13}\)There is a similar question as in part (2) of Theorem 1.2 since the sequence \( \{f_n^{(x_0)}\}_{n \geq 1} \) is usually not contained in \( \mathcal{F}' \) and may have the integrability problem. It is more natural to use
\[
\bar{f}_n^{(x_0)} = \left[ \bar{f}_{n-1}H(\bar{f}_{n-1}^{(x_0)}) \right](\cdot \wedge x_0), \quad n \geq 2
\]
instead of the original one.

This remark is also meaningful in the discrete case (part (2) of Theorem 2.4).

\(^{14}\)see Appendix.
Example 1.6  Take \( b(x) \equiv 0 \). From ref. [1], we know that \( \delta^{-1} \geq \lambda_1 \geq \lambda_0 \geq (4\delta)^{-1} \). In particular, when \( a(x) = (1 + x)^2 \), we have

\[
\delta = 1, \quad \lambda_1 = \lambda_0 = 1/4.
\]

Hence the lower bound is sharp for this example.\(^{15}\)

Example 1.7  This is a continuation of Example 1.5 but considering \( \lambda_1 \). Applying the procedure given in Theorem 1.4 (1), in the first 4 steps of the iterations, the (maximum, minimum) of \( I(\bar{f}_n) \) are the following:

\[
(0.1406, 0), \ (0.1078, 0.0525), \ (0.103166, 0.09573), \ (0.101961, 0.100295).
\]

The precise solution is

\[
\lambda_1^{-1} = \pi^{-2} \approx 0.101321
\]

which corresponds to the eigenfunction \( g: g(x) = \cos(\pi x) \) with \( \pi(g) = 0 \). Noticing that \( \min_x I(\bar{f}_n) \) with \( f_1 = \sqrt{\varphi} \) (corresponding to part (2)' of Theorem 1.1) is usually less powerful than \( \eta_{n}^{-1} \),\(^{16}\) it follows that \( \eta_{n}^{-1} \) and \( \eta_{n}'^{-1} \) all approximate to \( \lambda_1 \).\(^{17}\)

2 Discrete case  
Consider birth-death processes. Let \( b_i > 0 (i \geq 0) \) and \( a_i > 0 (i \geq 1) \) be the birth and death rates respectively. Define

\[
\pi_i = \frac{\mu_i}{\mu}, \quad \mu_0 = 1, \quad \mu_i = \frac{b_0 \cdots b_{i-1}}{a_1 \cdots a_i}.
\]

Throughout this section, assume that \( \mu = \sum_i \mu_i < \infty \). The process is non-explosive iff

\[
\sum_{k=0}^{\infty} (b_k \mu_k)^{-1} \sum_{i=0}^{k} \mu_i = \infty. \tag{2.1}
\]

The corresponding Dirichlet form is

\[
D(f) = \sum_i \pi_i b_i [f_{i+1} - f_i]^2, \quad \mathcal{D}(D) = \{ f \in L^2(\pi) : D(f) < \infty \}.
\]

\(^{15}\)We have \( \bar{\eta}_1 = \eta_1' = 2 \) (in both cases, \( x_0 = \infty, \varepsilon_1 \) and \( \varepsilon_2 \) play no role), \( \eta_1'' = 4 \). Hence the first lower estimate is exact and furthermore \( \eta_1'' / \bar{\eta}_1 = \eta_1'' / \eta_1'' = 2 \).

\(^{16}\)If we use the procedure given in Theorem 1.4 (2) with fixed \( x_0 = 1 \), then the first four upper bounds are 0, 0.08333, 0.1, 0.10119 which are clearly better than the ones just mentioned. Using the procedure of Theorem 1.4 (2), the computation becomes more complicated since it contains a maximization with respect to \( x_0 \). However the result is the same since the maximum achieves at \( x_0 = 1 \) for this example.

\(^{17}\)see Appendix.
Let

\[ I_i(f) = \frac{1}{\mu_i b_i(f_{i+1} - f_i)} \sum_{j \geq i+1} \mu_j f_j, \quad II_i(f) = \frac{1}{f_i} \sum_{j \leq i-1} \frac{1}{\mu_j b_j} \sum_{k \geq j+1} \mu_k f_k, \]

\[ \mathcal{F}' = \{ f : f_0 = 0, \text{ there exists } k : 1 \leq k < \infty \text{ such that } f_i = f_{i\wedge k} \text{ and } f > 0 \text{ on } (0, k) \}, \]

\[ \mathcal{F}'' = \{ f : f_0 = 0, f_i > 0, \forall i \geq 1 \}, \]

\[ \xi'_0 = \inf_{f \in \mathcal{F}' \setminus i \geq 1} \sup_{j \geq i} II_i(f)^{-1}, \quad \xi''_0 = \sup_{f \in \mathcal{F}'' \setminus i \geq 1} \inf_{j \geq i} II_i(f)^{-1}, \]

\[ \mathcal{F}' = \{ f : f_0 = 0, \text{ there exists } k : 1 \leq k < \infty \text{ such that } f_i = f_{i\wedge k} \text{ and } f \text{ is strictly increasing in } [0, k] \}, \]

\[ \mathcal{F}'' = \{ f : f_0 = 0, f \text{ is strictly increasing} \}, \]

\[ \xi'_0 = \inf_{f \in \mathcal{F}' \setminus i \geq 0} \sup_{j \geq i} I_i(f)^{-1}, \quad \xi''_0 = \sup_{f \in \mathcal{F}'' \setminus i \geq 0} \inf_{j \geq i} I_i(f)^{-1}. \]

**Theorem 2.1** \( \xi'_0 = \xi'_0 = \lambda_0 = \xi''_0 = \xi''_0. \)

**Proof** Let \( g \) satisfy \( g_0 = 0 \) and \( \|g\| = 1. \) Next, let \( (h_i) \) be a positive sequence. Then

\[
1 = \sum_i g_i^2 \pi_i = \sum_i \pi_i (g_i - g_0)^2 = \sum_i \pi_i \left( \sum_{j \leq i-1} (g_{j+1} - g_j) \right)^2
\leq \sum_i \pi_i \sum_{j \leq i-1} \frac{(g_{j+1} - g_j)^2 \pi_j b_j}{h_j} \sum_{k \leq i-1} \frac{h_k}{\pi_k b_k}
\]

\[
= \sum_i \pi_j b_j (g_{j+1} - g_j)^2 \frac{1}{h_j} \sum_{i \geq j+1} \pi_i \sum_{k \leq i-1} \frac{h_k}{\pi_k b_k}
\leq D(g) \sup_{j \geq 0} \frac{1}{h_j} \sum_{i \geq j+1} \pi_i \sum_{k \leq i-1} \frac{h_k}{\pi_k b_k}
\]

\[
= D(g) \sup_{j \geq 0} H_j.
\]

Let \( f \in \mathcal{F}'' \) satisfy \( \sup_{j \geq 1} II_j(f) < \infty. \) Instead of the mean value theorem, we adopt some elementary proportion property. Take \( h_i = \sum_{j \geq i+1} \mu_j f_j. \) Then

\[
\sup_{j \geq 0} H_j \leq \sup_{j \geq 0} \left[ -\frac{\pi_{j+1}}{h_{j+1} - h_j} \sum_{k \leq j} \frac{h_k}{\pi_k b_k} \right] = \sup_{j \geq 0} \frac{1}{h_{j+1}} \sum_{k \leq j} \frac{h_k}{\mu_k b_k} = \sup_{j \geq 1} II_j(f).
\]

Combining these two facts, we obtain \( \lambda_0 = \xi''_0. \)

Let \( f \in \mathcal{F}'' \) satisfy \( \sup_{j \geq 1} II_j(f) < \infty. \) Set

\[
g_i = \sum_{j \leq i-1} \frac{1}{\mu_j b_j} \sum_{k \geq j+1} \mu_k f_k.
\]
Then
\[ g_{i+1} - g_i = \frac{1}{\mu_i b_i} \sum_{k \geq i+1} \mu_k f_k, \quad i \geq 0 \]  
(2.2)
and furthermore \( g \in \mathcal{F}'' \). Hence \( \Omega g(i) = b_i(g_{i+1} - g_i) + a_i(g_i - g) = -f_i \) for \( i \geq 1 \). Or,
\[ \pi_i b_i(g_{i+1} - g_i) - \pi_{i-1} b_{i-1}(g_i - g_{i-1}) = -\pi_i f_i, \quad i \geq 1. \]  
(2.3)
The right-hand side is controlled from above by \( -\pi_i g_i \left( \sup_{i \geq 1} \Pi_i(f) \right)^{-1} \). Summing up in \( i \) from \( k + 1 \) to \( \infty \) gives
\[ \sum_{j \geq k+1} \pi_j g_j \leq \pi_k b_k(g_{k+1} - g_k) \sup_{i \geq 1} \Pi_i(f), \quad k \geq 0. \]  
(2.4)
Hence \( \sup_{k \geq 0} I_k(g) \leq \sup_{k \geq 1} H_k(f) \). This implies that
\[ \inf_{g \in \mathcal{F}''} \sup_{k \geq 0} I_k(g) \leq \sup_{k \geq 1} H_k(f) \]
and furthermore
\[ \inf_{g \in \mathcal{F}''} \sup_{k \geq 0} I_k(g) \leq \inf_{f \in \mathcal{F}''} \sup_{k \geq 1} H_k(f) \]
since \( f \) is arbitrary. The inverse inequality follows immediately from the proportional property. This proves that \( \xi''_0 = \tilde{\xi}''_0 \). Dually, \( \xi'_0 = \tilde{\xi}'_0 \).

Let \( f \in \mathcal{F}'' \) satisfy \( f_i = f_i \wedge k \) and set \( g = [II(f)](\cdot \wedge k) \). Then by (2.2) we have
\[
D(g) = \sum_{0 \leq i \leq k-1} \pi_i b_i(g_{i+1} - g_i)^2 \\
= \sum_{0 \leq i \leq k-1} (g_{i+1} - g_i) \sum_{j \geq i+1} \pi_j f_j \\
= \sum_{j \geq 1} \pi_j f_j \sum_{i \leq (k-1) \wedge (j-1)} (g_{i+1} - g_i) \\
= \sum_{i \geq 1} \pi_i f_i g_{k \wedge i} \\
\leq \|g\|^2 \sup_{i \geq 1} H_i(f)^{-1}.
\]

This gives \( \lambda_0 \leq \xi''_0 \). It was proved in ref. [5] that \( \lambda_0 \geq \tilde{\xi}''_0 \) and moreover the equality must hold. Dually, we have \( \lambda_0 = \tilde{\xi}'_0 \).

**Theorem 2.2** Let \( \varphi_i = \sum_{j \leq i-1} (\mu_j b_j)^{-1} \).

1. Define \( f_1 = \sqrt{\varphi}, \ f_n = f_{n-1} II(f_{n-1}) \) and \( \delta''_n = \sup_{i \geq 1} H_i(f_n) \). Then \( \delta''_n \) is decreasing in \( n \) and
\[
\lambda_0 \geq \lim_{n \to \infty} \delta''_{n+1} \geq \delta''_1 \geq (4\delta)^{-1},
\]
where \( \delta = \sup_{i \geq 1} \sum_{j \leq i-1} (\mu_j b_j)^{-1} \sum_{j \geq i} \mu_j \).
(2) For fixed $k \geq 1$ define
\[
\begin{align*}
f_1^{(k)} &= \varphi(\cdot \wedge k), \\
f_n^{(k)} &= f_{n-1}^{(k)}(\cdot \wedge k) II(f_{n-1}^{(k)}(\cdot \wedge k)),
\end{align*}
\]
and then define $\delta'_n = \sup_{k \geq 1} \inf_{i \geq 1} II_i(f_n^{(k)}(\cdot \wedge k))$. Then $\delta'_n$ is increasing in $n$ and
\[
\delta^{-1} - \delta^{-1}_1 \geq \lim_{n \to \infty} \delta^{-1}_n \geq \lambda_0.
\]

In definitions of $\delta'_n$ and $\delta''_n(n \geq 1)$, replacing $II(f)$ by $I(f)$ everywhere, one obtains $\delta''_n$ and $\delta''_n$. Then $\delta''_n \leq \delta''_n$, $\delta'_n(n \geq 1)$ and $\delta''_n \leq \delta''_n$, $\delta'_n(n \geq 2)$. In particular, the modified assertions (1) and (2) still hold, the only change is replacing $\delta^{-1}_1$ at the end of (2) by $\delta^{-1}_2$.

**Proof** Recall that $f_{n+1}(i) = \sum_{j \leq i-1} (\mu_j b_j)^{-1} \sum_{k \geq j+1} \mu_k f_n(k)$. Applying (2.4) to $g = f_n$ and $f = f_{n-1}$, we get
\[
f_{n+1}(i) \leq \delta''_{n-1} \sum_{j \leq i-1} [f_n(j+1) - f_n(j)] = \delta''_{n-1} f_n(i), \quad i \geq 1.
\]
This proves that $\delta''_n \leq \delta''_{n-1}$. In the same way, we obtain $\delta''_n \leq \delta''_{n-1}$.

Next, by (2.2) and the proportional property, it follows that
\[
\sup_{i \geq 1} \left[ f_n^{(k)}/f_{n+1}^{(k)} \right] (i \wedge k) = \sup_{1 \leq i \leq k} \left[ f_n^{(k)}/f_{n+1}^{(k)} \right] (i)
\]
\[
\leq \sup_{1 \leq i \leq k} \sum_{j \geq i+1} \frac{\mu_j f_n^{(k)}(j \wedge k)}{\sum_{j \geq i+1} \mu_j f_n^{(k)}(j \wedge k)}
\]
\[
\leq \sup_{i \geq 1} \sum_{j \geq i+1} \frac{\mu_j f_n^{(k)}(j \wedge k)}{\sum_{j \geq i+1} \mu_j f_n^{(k)}(j \wedge k)}
\]
\[
\left[ = \sup_{i \geq 1} I_i(f^{(k)})^{-1} \right]
\]
\[
\leq \sup_{i \geq 1} \left[ f_n^{(k)}/f_{n+1}^{(k)} \right] (i \wedge k).
\]

---

It is proved in the paper “Computable bounds for the decay parameter of a birth-death process” by D. Sirl, H. Zhang, and P. Pollett [J. Appl. Prob. 44(2): 476-491, 2007] that $\delta'_n$ here coincides with $\delta'$ introduced in [1; Theorem 3.5]. The proof goes as follows. First show that
\[
\frac{1}{\varphi_k} \sum_{j=1}^{\infty} \frac{1}{\mu_j a_j} \sum_{m=j}^{\infty} \mu_m \varphi_m \wedge k
\]
achieves its minimum at $i = k$. Then, by exchanging the order of the summation, it follows that the minimum is equal to
\[
\frac{1}{\varphi_k} \sum_{m=1}^{\infty} \mu_m \varphi_m \wedge k.
\]
Finally, the proof of [1; Theorem 3.5] gives us the required assertion.
This implies that $\delta'_n^{-1} \leq \bar{\delta}'_n^{-1} \leq \delta'_n^{-1}$. The proofs for the remainder assertions are similar to the ones of Theorem 1.2. \(\square\)

We now study $\lambda_1$. Write $\bar{f} = f - \pi(f)$ and define

$\mathcal{E} = \{f : f_0 = 0\}$, there exists $k : 1 \leq k < \infty$ so that $f_i = f_{i\wedge k}$ and $f$ is strictly increasing in $[0, k]$, $f$ is strictly increasing.

$\mathcal{E}' = \{f : f_0 = 0\}$, $\lambda = \sup_{f \in \mathcal{E}} I_i(f)^{-1}$, $\lambda'' = \sup_{f \in \mathcal{E}'} \inf_{i \geq 0} I_i(f)^{-1}$.

**Theorem 2.3** Assume that (2.1) holds. Then $\lambda'_1 = \lambda_1 = \lambda''_1$.

**Proof** Let $f \in \mathcal{E}'$, then $f_0 = 0$, $f_i = f_{i\wedge k}$, and

$$\sum_{j=1}^{\infty} \pi_j \bar{f}_j = -\pi_0 \bar{f}_0.$$ 
(2.5)

Write $c_0 = \sup_{0 \leq i \leq k-1} I_i(\bar{f})^{-1}$ and $c = \sup_{i \geq 0} I_i(\bar{f})^{-1}$. Then

$$D(f) = \sum_{i=0}^{k-1} \pi_i b_i (f_{i+1} - f_i)^2$$
$$\leq c_0 \sum_{i=0}^{k-1} \sum_{j \geq i+1} \pi_j \bar{f}_j \left[ f_{i+1} - \bar{f}_i \right]$$
$$= c_0 \sum_{j=1}^{\infty} \pi_j \bar{f}_j \sum_{i=0}^{(j-1) \wedge (k-1)} \left[ f_{i+1} - \bar{f}_i \right]$$
$$= c_0 \sum_{j=1}^{\infty} \pi_j \bar{f}_j \left[ f_{j \wedge k} - \bar{f}_0 \right]$$
$$= c_0 \sum_{j=0}^{\infty} \pi_j \bar{f}_j^2 \quad (\text{by (2.5)})$$
$$\leq c \text{Var}(f).$$

Hence $\lambda_1 \leq c$ and furthermore $\lambda_1 \leq \lambda''_1$. It was proved in ref. [4], Theorem 1.1 that $\lambda_1 = \lambda''_1$ and moreover the equality $\lambda_1 = \lambda''_1$ holds. \(\square\)

Now, the next result follows directly from Theorem 2.3.

**Theorem 2.4** Assume that (2.1) holds. Write $\phi_i = \sum_{j\geq i} (\mu_j b_j)^{-1}$.

(1) Define $f_1 = \sqrt{\phi}$, $f_n = f_{n-1} H(f_{n-1})$ and $\eta''_n = \sup_{i \geq 0} I_i(f_n)$. Then $\lambda_1 \geq \eta''_n^{-1} \geq (4\delta)^{-1}$.\(^{19}\)

\(^{19}\)Here is the explicit expression of $\eta''_n$:

$$\eta''_n = \sup_{i \geq 0} \frac{1}{\mu_i b_i (\sqrt{\phi_{i+1}} - \sqrt{\phi_i})} \left[ \sum_{j \geq i+1} \mu_j \sqrt{\phi_j} - \frac{1}{\mu} \left( \sum_{j \geq i+1} \mu_j \right) \left( \sum_{j \geq i} \mu_j \phi_i \right) \right].$$
(2) Fix \( k \geq 1 \) and define

\[
\begin{align*}
    f_1^{(k)} &= \varphi(\cdot \wedge k), \\
    f_n^{(k)} &= f_{n-1}^{(k)}(\cdot \wedge k) H_\wedge k(f_{n-1}^{(k)}(\cdot \wedge k)), \\
    \eta_n' &= \sup_{k \geq 1} \inf_{i \geq 0} I_i(f_n^{(k)}(\cdot \wedge k)).
\end{align*}
\]

Then \( \eta_n' - 1 \geq \lambda_1(n \geq 2) \). By convention, \( 1/0 = \infty \).\(^{20}\)
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\(^{20}\)see Appendix.
For instance, for Example 1.5, we have \( \delta \) easily improved by \( \delta \) avoided. For Example 1.5, we have \( \bar{\lambda} \) as an upper bound of \( \lambda \). The last footnote suggests us to use directly \( \bar{\lambda} \) sequences produce the same result. Here in the last step we have used the convention \( 1/0 = \infty \). Hence these two sequences produce the same result.

This comment is also meaningful in the discrete case (part (2) of Theorem 2.2).

**Footnote 4.** One may argue about the sequence \( \{f_n(x_0)\} \) since it is usually not contained in \( \mathcal{F}' \). However, the modified sequence:

\[
f_1^{(x_0)} = \varphi(\cdot \wedge x_0), \quad f_n^{(x_0)} = \left[ f_{n-1}^{(x_0)} II \left( f_{n-1}^{(x_0)} \right) \right](\cdot \wedge x_0), \quad n \geq 2
\]

is clearly contained in \( \mathcal{F}' \). Moreover,

\[
d'_n = \sup_{x_0 \in (0, D)} \inf_{x \in (0, D)} II \left( f_n^{(x_0)}(\cdot \wedge x_0) \right)(x)
= \sup_{x_0 \in (0, D)} \inf_{x \in (0, x_0)} II \left( f_n^{(x_0)}(\cdot \wedge x_0) \right)(x)
= \sup_{x_0 \in (0, D)} \inf_{x \in (0, x_0)} II \left( f_1^{(x_0)} \right)(x)
= \sup_{x_0 \in (0, D)} \inf_{x \in (0, D)} II \left( f_1^{(x)} \right)(x).
\]

Here in the last step we have used the convention \( 1/0 = \infty \). Hence these two sequences produce the same result.

**Footnote 6.** The last footnote suggests us to use directly \( \bar{\delta}_n^{-1} \):

\[
\bar{\delta}_n = \sup_{x \in (0, D)} \frac{\|f_n(x)\|^2}{D(f_n(x))} \quad (n \geq 1) \tag{A.1}
\]

as an upper bound of \( \lambda_0 \), where \( f_n(x) = \left[ f_{n-1}^{(x)} II \left( f_{n-1}^{(x)} \right) \right](\cdot \wedge x) \). The computation of \( \bar{\delta}_n \) is easier than \( \delta'_n \) since the minimizing procedure with respect to \( x \in (0, x_0) \) is avoided. For Example 1.5, we have \( \delta_1 = \delta'_1 = 0.375, \delta_2' \approx 0.400509, \bar{\delta}_2 \approx 0.404762, \delta'_3 \approx 0.404762, \bar{\delta}_3 \approx 0.405279 \). It seems that in general one has \( \delta_n \geq \delta'_n \) for all \( n \geq 1 \) but we are unable to prove it. What we have is \( \delta_n \geq \delta'_n \) for all \( n \geq 1 \), where \( \delta'_n \) is defined in the last paragraph of Theorem 1.2. This is a consequence of the second assertion of Lemma A.2 below. Furthermore, the first one \( \delta'_1 = \delta' \) can be easily improved by \( \delta'_1 \):

\[
\delta'_1 = \sup_{x \in (0, D)} \sup_{0 \leq \varepsilon \leq x} \frac{\|f_1^{(x, \varepsilon)}\|^2}{D(f_1^{(x, \varepsilon)})}, \tag{A.2}
\]

where

\[
f_1^{(x, \varepsilon)}(y) = \int_0^{y \wedge x} \gamma e^{-C}, \quad \gamma(z) = \left( \frac{1}{\varepsilon} (x - z) + 1 \right) \wedge 1.
\]

For instance, for Example 1.5, we have \( \delta'_1 = 0.375, \delta'_1 \approx 0.4045 > \delta'_2 \); for Example 1.6 with Dirichlet condition at 0, we have \( \lambda_0^{-1} = 4, \delta'_1 = 2, \) and \( \delta'_1 = 2.5 \); and for the standard O.U.-process on \((0, \infty)\) with Dirichlet condition at 0, we have \( \lambda_0 = 1, \delta'_1 \approx 0.7973, \) and \( \delta'_1 \approx 0.97 \).
This remark is also meaningful in the discrete case (part (2) of Theorem 2.2), but we will not write down again.

**Footnote 12.** Very often, we have $\eta''_n > (4\delta)^{-1}$. Here is the explicit formula of $\eta''_1$:

$$
\eta''_1 = 2 \sup_{x \in (0, D)} \sqrt{\phi(x)} \left[ \int_x^D \frac{\sqrt{\phi} e^C}{a} - \frac{1}{Z} \int_x^D \frac{e^C}{a} \int_0^D \frac{\sqrt{\phi} e^C}{a} \right].
$$

One can improve $\eta''_1$ by modifying $f_1$ as follows. When $D < \infty$, define

$$
f_{1}^{\varepsilon_1, \varepsilon_2}(x) = \sqrt{\int_0^x \gamma_1 \gamma_2 e^{-C}},
$$

where

$$
\gamma_1(z) = \frac{z^2}{\varepsilon_1^2} \wedge 1, \quad \gamma_2(z) = \left( \frac{1}{\varepsilon_2} (x_0 - z)^+ \right) \wedge 1, \quad \varepsilon_1, \varepsilon_2 > 0, \varepsilon_1 + \varepsilon_2 \leq D.
$$

When $D = \infty$, one simply set $\varepsilon_2 = 0$, ignoring the factor $\gamma_2$. Then, it is obvious that $\eta''_1 \geq \eta_{1*}$:

$$
\eta_{1*} = \inf_{\varepsilon_1, \varepsilon_2 > 0, \varepsilon_1 + \varepsilon_2 \leq D} \sup_{x \in (0, D)} I(f_{1}^{\varepsilon_1, \varepsilon_2}). \quad (A.3)
$$

For instance, for Example 1.7, we have $\eta''_1 \approx 0.1406$ but $\eta_{1*} \approx 0.1072$ (with $\varepsilon_1 = 0.5461, \varepsilon_2 = 0.207$), and the exact value is $0.101321$. For the standard O.U.-process on $(0, \infty)$ with reflecting boundary at $0$, $\eta''_1 \approx 0.7$ but $\eta_{1*} \approx 0.5785$ (with $\varepsilon_1 = 1.445435$), and the exact value is $1/2$.

**Footnote 14.** (a) This is the reason to start at $\eta''_2$ in the theorem. However, the test function $f_{1}^{(x_0)} = \varphi(\cdot \wedge x_0)$ already provides us a meaningful upper estimate: $\lambda_1 \leq \tilde{\eta}^{-1}_1$, where

$$
\tilde{\eta}_1 = \sup_{x_0 \in (0, D)} \frac{\|f_{1}^{(x_0)}\|^2}{D(f_{1}^{(x_0)})} = \sup_{x \in (0, D)} \frac{1}{\varphi(x)} \left\{ 2 \int_0^x e^{-C} \varphi \psi - \frac{1}{\psi(0)} \left[ \int_0^x e^{-C} \psi \right]^2 \right\}. \quad (A.4)
$$

and

$$
\varphi(x) = \int_0^x e^{-C}, \quad \psi(x) = \int_x^D \frac{e^C}{a}.
$$

To see the expression of $\tilde{\eta}_1$ given above, write $\|f_{1}^{(x_0)}\|^2 = \|f_{1}^{(x_0)}\|^2 - \pi(f_{1}^{(x_0)})^2$. Then the first term on the right-hand side comes from $\|f_{1}^{(x_0)}\|^2 / D(f_{1}^{(x_0)})$ and the computation given in the proof (c) of [1; Theorem 1.1]. The second term is simply an interchange of the order of the integrals

$$
\int_0^D \left( \int_0^{x_0 \wedge y} e^{-C} \right) \frac{e^C}{a}(y) dy = \int_0^{x_0} e^{-C(z)} dz \int_0^D \frac{e^C}{a}.
$$
The above discussion suggests that in practice, one may use the sequence
\[ \bar{\eta}_n = \sup_{x_0 \in (0, D)} \frac{\|\bar{f}_n(x_0)\|^2}{D(\bar{f}_n(x_0))}, \quad n \geq 1 \] (A.5)
instead of \( \eta'_n \) for the upper estimate of \( \lambda_1 \), where \( f_n(x_0) = [f_n(x_0) II(f_n(x_0))] \wedge x_0 \).
Actually, since “inf” is rather sensitive, it is not surprising that \( \bar{\eta}_n > \eta'_n \) for all \( n \geq 1 \), as a consequence of the next result.

**Lemma A.1.** For every \( f \in \mathcal{F} \), we have
\[ \frac{\|f\|^2}{D(f)} \geq \inf_{x \in (0, D)} I(f)(x). \]
Similarly,
\[ \frac{\|f\|^2}{D(f)} \geq \inf_{x \in (0, D)} I(f)(x). \]

**Proof.** Let \( \gamma = \inf_{x \in (0, D)} I(f)(x) \). Then we have
\[ -\int_0^x f e^C/a \geq \gamma f'(x) e^C(x), \quad x \geq 0. \]
Since \( f' \) is positive on an interval \( (0, x_0) \) (here we assume that \( f \) is stopped at \( x_0 \)), we can multiply \( f' \) in the both sides to obtain
\[ -f'(x) \int_0^x f e^C/a \geq \gamma f'(x)^2 e^C(x), \quad x \in (0, x_0). \]
By making an integration, we get
\[ -\int_0^{x_0} f'(x) dx \int_0^x f e^C/a \geq \gamma \int_0^{x_0} f'^2 e^C. \]
By using the integration by parts formula and noting that \( \int_0^D f e^C/a = 0 \), and \( f \) is a constant on \( (x_0, D) \), it follows that the left-hand side is equal to
\[ -\int_0^{x_0} \left[ \int_0^x f e^C/a \right] d\bar{f} = -\bar{f}(x_0) \int_0^{x_0} f e^C/a + \int_0^{x_0} \int_0^{x_0} f'^2 e^C/a \]
\[ = \bar{f}(x_0) \int_0^{x_0} f e^C/a + \int_0^{x_0} f'^2 e^C/a \]
\[ = \int_0^D f'^2 e^C/a. \]
Collecting the last two results together, we obtain the required assertion.
For the second assertion, we start at
\[ \int_x^D f e^C/a > \gamma f'(x) e^{C(x)}, \quad x > 0. \]

Then
\[ \int_0^{x_0} f'(x)dx \int_x^D f e^C/a \geq \gamma \int_0^{x_0} f'^2 e^C. \]

Applying the integration by parts formula to the left-hand side, we obtain the required assertion.

The effectiveness of \( \{\bar{\eta}_n\} \) is shown in the footnotes of Examples 1.6 and 1.7 below.

(b) An alternative modification to use \( \eta' \) is simply replace the original
\[ f'(x_0) = \int_0^{x_\wedge x_0} e^{-C(y)}dy, \quad x > 0 \]

with
\[ f'(x_0) = \int_0^{x_\wedge x_0} y(x_0 - y)e^{-C(y)}dy, \quad x > 0. \]

Then the resulting new sequence \( \{\eta'_n\}_{n \geq 1} \) provide us rather effective upper estimates. Certainly, by using this test function, one gets a new \( \bar{\eta}_1 \), defined by (A.5). The new one is often better than the original one (as checked by Example 1.7 and the standard Gaussian case) but may be worse, for instance, the new bound for Example 1.6 is 3/2 but the original \( \bar{\eta}_1 \) is 2. The idea of this modification is to make the derivative of the test \( f' \) to be zero at 0 and \( x_0 \), which is the main property of the eigenfunction on the interval \((0, x_0)\) with reflecting boundary. This is the reason why the factor \( y(x_0 - y) \) appeared in the last formula. Based on this, a further improvement goes as follows. Define
\[ \gamma_1(z) = \frac{z}{\varepsilon_1} \wedge 1, \quad \gamma_2(z) = \left( \frac{1}{\varepsilon_2} (x_0 - z) \right)_+ \wedge 1, \quad \varepsilon_1, \varepsilon_2 \geq 0, \varepsilon_1 + \varepsilon_2 \leq x_0 \]

and redefine our first test function as
\[ f_1^{(x_0, \varepsilon_1, \varepsilon_2)}(x) = \int_0^{x_\wedge x_0} \gamma_1 \gamma_2 e^{-C}. \]

When \( \varepsilon_j = 0 \), the factor \( \gamma_j \) \((j = 1, 2)\) is ignored. Then the resulting new \( \eta'_1 \) works very well, even though the computation becomes little more complicated, but is often easier than computing the original \( \eta'_2 \).

We now define
\[ \eta_1^* = \sup_{x_0 \in (0, D)} \sup_{\varepsilon_1, \varepsilon_2 \geq 0, \varepsilon_1 + \varepsilon_2 \leq x_0} \frac{\| f_1^{(x_0, \varepsilon_1, \varepsilon_2)} \|^2}{D(f_1^{(x_0, \varepsilon_1, \varepsilon_2)})}. \quad (A.6) \]
Clearly, we have \( \eta_1 \leq \eta_1^* \). In practice, we suggest to use \( \eta_1^{* -1} \) or more simply \( \bar{\eta}_1^{-1} \) as an upper bound of \( \lambda_1 \).

(c) Finally, we make some remarks about the computation of \( \eta'_n \) and \( \bar{\eta}_n \).

First, we compute \( \inf_{y \in (0, x)} I(\bar{f}) \) more explicitly for general \( f \) with \( f(0) = 0 \) and stopping at \( x : f(y) = f(y \wedge x) \). To do so, set \( \psi(y) = \int_0^D e^{C}/a \) and use the integration by parts formula

\[
\int_p^q h e^{C}/a = -[h \psi]|_p^q + \int_p^q h' \psi.
\]

Then

\[
\int_0^y \bar{f} e^{C}/a = -f(y)\psi(y) + \bar{f}(0)\psi(0) + \int_0^y f' \psi
\]

\[
= -f(y)\psi(y) + \pi(f)(\psi(y) - \psi(0)) + \int_0^y f' \psi, \quad y \leq x.
\]

Next,

\[
\pi(f) = \psi(0)^{-1} \left[ \int_0^x f e^{C}/a + f(x)\psi(x) \right] = \psi(0)^{-1} \int_0^x f' \psi.
\]

(A.7)

Thus

\[
I(\bar{f})(y) = \frac{e^{-C(y)} \int_0^D \bar{f} e^{C}/a}{f'(y)}
\]

\[
= \frac{-\int_0^y \bar{f} e^{C}/a}{e^{C(y)} f'(y)}
\]

\[
= \frac{1}{e^{C(y)} f'(y)} \left[ f\psi(y) + \int_y^x f' \psi - \frac{\psi(y)}{\psi(0)} \int_0^x f' \psi \right], \quad y \leq x.
\]

(A.8)

In particular, if we take

\[
f(y) = \int_0^{y \wedge x} e^{-C} = \varphi(y \wedge x),
\]

then

\[
\inf_{y \in (0, x)} I(\bar{f})(y) = \inf_{y \in (0, x)} \left[ [\varphi\psi](y) + \int_y^x e^{-C}\psi - \frac{\psi(y)}{\psi(0)} \int_0^x e^{-C}\psi \right];
\]

and if we take

\[
f(y) = \int_0^{y \wedge x} z(x - z)e^{-C(z)} dz,
\]

then

\[
\inf_{y \in (0, x)} I(\bar{f})(y) = \inf_{y \in (0, x)} \frac{1}{y(x - y)} \left[ [f\psi](y) + \int_y^x f' \psi - \frac{\psi(y)}{\psi(0)} \int_0^x f' \psi \right].
\]
Next, we discuss \( \sup_{x \in (0, D)} \|f\|^2 / D(f) \), again for \( f \) with \( f(0) = 0 \) and stopping at \( x \). First, by using (A.7), we have

\[
\bar{f} = f - \psi(0)^{-1} \int_0^x f' \psi,
\]

and

\[
\psi(0) \|\bar{f}\|^2 = \int_0^x f^2 e^C / a + \bar{f}(x)^2 \int_x^D e^C / a \\
= \bar{f}(0)^2 \psi(0) + 2 \int_0^x \bar{f} f' \psi \\
= 2 \int_0^x \bar{f} f' \psi + \pi(f)^2 \psi(0) \\
= 2 \int_0^x f f' \psi - \frac{1}{\psi(0)} \left( \int_0^x f' \psi \right)^2.
\]

Next, we have

\[
\psi(0) D(f) = \int_0^x f'^2 e^C.
\]

Therefore

\[
\sup_{x \in (0, D)} \|\bar{f}\|^2 / D(f) = \sup_{x \in (0, D)} \left\{ 2 \int_0^x f f' \psi - \frac{1}{\psi(0)} \left( \int_0^x f' \psi \right)^2 \right\} / \int_0^x f'^2 e^C. \quad \text{(A.9)}
\]

In particular, for \( f = \varphi(\cdot \land x) \), we obtain

\[
\bar{\eta}_1 = \sup_{x \in (0, D)} \frac{1}{\varphi(x)} \left\{ 2 \int_0^x \varphi \psi e^{-C} - \frac{1}{\psi(0)} \left( \int_0^x \psi e^{-C} \right)^2 \right\}. \quad \text{(A.10)}
\]

**Footnote 17.** As we have seen in Example 1.5 that \( \delta = 1/4 \), hence \((4\delta)^{-1} < \pi^2 = \lambda_1 \neq \delta^{-1} \). But \( \bar{\eta}_1 = 64/729 \approx 0.08779, \eta_1^* \approx 0.101127 \) (with \( x_0 = 1, \varepsilon_1 = \varepsilon_2 \approx 0.345492 \), due to the symmetry of the boundaries), \( \eta''_1 = 9/64 \approx 0.1406, \eta_1^* \approx 0.1072 \), and so

\[
\frac{\eta''_1}{\bar{\eta}_1} = 9/64, \quad \frac{64}{729} = 6561/4096 \approx 1.6, \quad \frac{\eta''_1}{\eta_1^*} \approx 1.4, \quad \frac{\eta_1^*}{\eta_1^*} \approx 1.06.
\]

Furthermore, we have \( \bar{\eta}_2 \approx 0.10119, \bar{\eta}_3 \approx 0.10132 \). The last one is almost sharp.

Here are additional examples on the half line we have computed so far. For all of them, we have \( \eta''_1 / \bar{\eta}_1 < 2 \). For instance, for the second example below, we have \( \bar{\eta}_1 \approx 0.37, \eta_1^* \approx 0.48 \) (with \( x_0 = 2.895, \varepsilon_1 = 0.675, \varepsilon_2 = 1.85 \)), \( \eta''_1 \approx 0.7 \),
and $\eta_{1*} \approx 0.5789$. Hence $\eta_{1*}/\eta_1^* \approx 1.206$. In the table below, $P_n(x)$ means a polynomial in $x$ with degree $n$.

<table>
<thead>
<tr>
<th>$a(x)$</th>
<th>$b(x)$</th>
<th>$\lambda$</th>
<th>Eigenfunction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>1/4</td>
<td>$e^{x/2}(x/2 - 1)$</td>
</tr>
<tr>
<td>1</td>
<td>$-x$</td>
<td>2</td>
<td>$P_2(x) = x^2 - 1$</td>
</tr>
<tr>
<td>1</td>
<td>$-(x + 1)$</td>
<td>3</td>
<td>$P_3(x)$</td>
</tr>
<tr>
<td>1</td>
<td>$-(x + \sqrt{3})$</td>
<td>4</td>
<td>$P_4(x)$</td>
</tr>
<tr>
<td>1</td>
<td>$-(x + \sqrt{3} + \sqrt{6})$</td>
<td>5</td>
<td>$P_5(x)$</td>
</tr>
<tr>
<td>1</td>
<td>$-(x + \sqrt{5} + \sqrt{10})$</td>
<td>6</td>
<td>$P_6(x)$</td>
</tr>
<tr>
<td>1</td>
<td>$-4x^3$</td>
<td>unknown</td>
<td>unknown</td>
</tr>
</tbody>
</table>

Clearly, it should be rather hard to get a good and general upper estimate for the ratios $\eta''_{1*}/\bar{\eta}_1$, $\eta''_{1*}/\eta_1^*$, or $\eta_{1*}/\eta_1^*$, except the obvious fact that

$$\frac{\eta_{1*}}{\eta_1^*} \leq \frac{\eta''_{1*}}{\eta_1^*} \leq \frac{\eta''_1}{\eta_1}.$$ 

**Footnote 20.** Similar to the footnote given in the proof of Theorem 1.4, we may redefine $f^{(k)}(x) = [f^{(k)}_{-1}U(f^{(k)}_{-1})](-k)$ for $n \geq 2$. Then we also have the upper estimate $\bar{\eta}_n^{-1}$ for $\lambda_1$, where

$$\bar{\eta}_n = \sup_{k \geq 1} \frac{\|f^{(k)}_n\|^2}{D(f^{(k)}_n)} , \quad n \geq 1,$$

(A.12.)

In particular,

$$\bar{\eta}_1 = \sup_{k \geq 1} \frac{1}{\varphi_k} \left\{ 2 \sum_{i=0}^{k-1} \frac{Q'_i}{\mu_i b_i} - \frac{1}{\mu} \left[ \sum_{j=0}^{k-1} \frac{1}{\mu_j b_j} \sum_{i \geq j+1} \mu_i \right]^2 \right\} ,$$

(A.13)

where the first term on the right-hand comes from the proof of [1; Theorem 3.5] and

$$Q'_i = \left[ \sum_{j \leq i+1} \frac{1}{\mu_j b_j} + \frac{1}{2\mu_i b_i} \right] \sum_{j \geq i+1} \mu_j .$$

Finally, we mention that the discrete analog of Lemma A.1 is meaningful in the present context.

Up to now, we have not worked on the convergence of all the approximating sequences. The reason is that the computation of these sequences is generally not practical. Fortunately, we need only a few of the steps of the iteration in practice, or even easier just modify the initial test function based on the first few of the iterated functions or on some rough knowledge of the eigenfunction, as illustrated by the use of $f^{(x,e)}_1$, $f^{(e_1,e_2)}_1$ and $f^{(x_0,e_1,e_2)}_1$. These modifications are meaningful for general situation, in the next paper one can see much more examples of the design of the test functions for a particular model.
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Abstract For compact, connected Riemannian manifolds with Ricci curvature bounded below by a constant, what is the linear approximation of the first eigenvalue of Laplacian? The answer is presented with computer assisted proof and the result is optimal in certain sense.
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1 Main result

Let $M$ be a compact, connected Riemannian manifold, without or with convex boundary $\partial M$. When $\partial M \neq \emptyset$, we adopt Neumann boundary condition. Next, let $\text{Ric}_M \geq K$ for some $K \in \mathbb{R}$. Denote by $d$ and $D$ respectively the dimension and diameter of $M$. We are interested in the estimates of the first non-trivial eigenvalue of Laplacian. On this topic, there is a great deal of publications (see refs. [1–3] and references within). One of the problems is to find out a linear estimate, formally independent of the dimension $d$ (cf. Problem 1 in ref. [4]):

$$\lambda_1 \geq \frac{\pi^2}{D^2} + \delta K \quad (\delta \in \mathbb{R}). \quad (1.1)$$
The linear estimate has been improved step by step as follows:

**Zhung & Yang (1984)**\[5\]. \[
\frac{\pi^2}{D^2}, \quad \text{if } K > 0.
\]

**Yang (1999)**\[6\]. \[
\frac{\pi^2}{D^2} + \frac{K}{4}, \quad \text{if } K > 0.
\]

**Chen & Wang (1997)**\[3\]. \[
\frac{\pi^2}{D^2} + \max \left\{ \frac{\pi}{4d}, 1 - \frac{2}{\pi} \right\} K, \quad \text{if } K > 0
\]

(1 - 2/\pi \approx 0.36338)

**Cai (1991)**\[7\]. \[
\frac{\pi^2}{D^2} + K, \quad \text{if } K > 0.
\]

**Chen & Wang (1997)**\[3\]. \[
\frac{\pi^2}{D^2} + \left( \frac{\pi}{2} - 1 \right) K, \quad \text{if } K \leq 0
\]

(\pi/2 - 1 \approx 0.5708)

**Zhao (1999)**\[8\]. \[
\frac{\pi^2}{D^2} + 0.52K, \quad \text{if } K \leq 0
\]

The first estimate is optimal at \( K = 0 \). It was also proved in ref. [8] that \( \lambda_1 \geq \pi^2/D^2 + K/2 \) whenever \(-5\pi^2/(3D^2) \leq K \leq 0\). The main result of the paper is as follows.

**Theorem 1.1 (computer assisted).** In general, we have \( \lambda_1 \geq \pi^2/D^2 + K/2 \) for all \( K \). Especially, we have

\[
\begin{align*}
\lambda_1 &\geq \pi^2/D^2 + (3 - \pi^2/4)K, \quad \text{if } K \geq 4/D^2. \\
\lambda_1 &\geq \pi^2/D^2 + (\pi^2/4 - 2)K, \quad \text{if } K \leq -4/D^2. \\
\lambda_1 &\geq \pi^2/D^2 + (\pi^2/8\alpha_0 - 1)K, \quad \text{if } K \leq -8\alpha_0/D^2,
\end{align*}
\]

where \( \alpha_0 \approx 0.85403 \) is the unique solution to the equation

\[
e^\alpha = 2\alpha \int_0^1 e^{\alpha y^2}, \quad \alpha \in [0, 3).
\]

More explicitly, \( 3 - \pi^2/4 \approx 0.532599, \pi^2/4 - 2 \approx 0.467401 \) and \( \pi^2/8\alpha_0 - 1 \approx 0.444563 \). Actually, the result can be further refined by using more exact solutions,

\(1\)[Sep. 23, 2007] Actually, this paper (especially, Lemma 2.5) proves the following result. Let \( \alpha = D^2K/8 \). Define

\[
H(x) = \sum_{m=0}^{\infty} \frac{1}{(2m)!} \prod_{k=1}^{m} [2(2k - 1)\alpha - x], \quad x \geq 0
\]

and let \( \lambda_0 \) be the first root of \( H \) on \((0, \infty)\). Then the optimal linear approximation of \( \lambda_1 \) is as follows.

\[
\lambda_1 \geq 4\lambda_0/D^2. \quad \text{(Lemma 2.1)}
\]

Certainly, this result is not explicit and the aim of Theorem 1.1 is to present some explicit estimates.
given in the next section, to an ordinary differential equation. For instance, with a partially numerical proof, we will show in the last section that

$$\lambda_1 \geq \frac{\pi^2}{D^2} + K/2 + (5 - \frac{\pi^2}{2})D^2K^2/8, \quad \text{if } |K| \leq 4/D^2$$ (1.5)

with equality holds at $K = 0$ or $|K| = 4/D^2$. It is explained in the next section that the above result is optimal in certain sense. This may yield some confusion since to our knowledge, there is still no concrete geometric example with negative curvature for which $\lambda_1$ is precisely known, and moreover, one is looking for the dimension-free estimate here. On the other hand, in order to determine the precise constant, one has to handle several double or triple integrals, they are rather technical and may have no special value and so are left to computer. Hence, the result is computer assisted. Of course, the method used here can be also applied to improving the other corollaries given in [3].

2 The ideas of the proof

The proof consists of four steps. First, apply the variational formula for the lower bound of $\lambda_1$, given in ref. [3], to reduce the higher-dimensional case to dimension one. Next, simplify further the one-dimensional problem in terms of the dimension-free consideration. Thirdly, find out some particular solutions to the Sturm–Liouville eigenvalue problem, this provides us a possibility to determine the constants given in (1.2)–(1.5). Finally, apply an approximation procedure, introduced in ref. [9], to proving that the linear approximation holds. Actually, one purpose of the present study is to justify the power of the approximation procedure. In the last two steps, a duality between $\pm \alpha (|\alpha| \leq 1/2)$ (see Lemma 2.6 below) plays a critical role. The first three steps are completed in this section and the last step will be completed in the next section.

The variational formula given in ref. [3] is as follows:

$$\lambda_1 \geq 4 \sup_{f \in \mathcal{F}} \inf_{r \in (0, D)} f(r) \left\{ \int_0^r e^{-C(s)} \, ds \int_s^D \left[ e^{C_f} (u) \right] \, du \right\}^{-1}, \quad (2.1)$$

where

$$C(r) = \frac{1}{4} \int_0^r \gamma(s) \, ds,$$

$$\gamma(r) = \begin{cases} -2\sqrt{K(d-1)} \tan \left[ \frac{r}{2}\sqrt{K/(d-1)} \right] & \text{if } K \geq 0, \\ 2\sqrt{-K(d-1)} \tanh \left[ \frac{r}{2}\sqrt{-K/(d-1)} \right] & \text{if } K \leq 0, \end{cases}$$

$$\mathcal{F} = \{ f \in C[0, D] : f|_{(0,D)} > 0 \}.$$

Here $\mathcal{F}$ is the set of test functions. The estimate given in (2.1) is essentially a comparison theorem for eigenvalues (cf. refs. [3] and [10]). Actually, if we denote by $\lambda_0^{(1)}$ the first mixed eigenvalue of the operator $L_1 = 4d^2/dr^2 + \gamma(r)d/dr$ (with boundary conditions $f(0) = 0$, $f'(D) = 0$), then

$$\lambda_1 \geq \lambda_0^{(1)} \geq \text{the right-hand side of (2.1)}.$$
In details, if there exist \( f : f(0) = 0, f'(D) = 0, f'|_{(0,D)} > 0 \) and constant \( \varepsilon > 0 \) such that

\[
4f'' + \gamma f' + \varepsilon f \leq 0,
\]

then \( \lambda_1 \geq \varepsilon \) (actually, whenever \( \lambda_0^{(1)} > 0 \), the eigenfunction of \( \lambda_0^{(1)} \) must satisfy the conditions as those of \( f \) just listed above). In fact, the last assertion is equivalent to \( \lambda_0^{(1)} \geq \text{the right-hand side of (2.1)}. \)

Before moving on, let us mention an equivalent result. Since \( \gamma \) is odd: \( \gamma(-r) = -\gamma(r) \), the first mixed eigenvalue of \( L_1 \) on \((0, D)\) coincides with the first Neumann eigenvalue of \( L_1 \) on \((-D, D)\). Hence, the last eigenvalue lower bounds \( \lambda_1 \). This is the main result presented in, Theorem 2 and its Remark of ref. [11] and Theorem 14 of ref. [12].

As pointed in ref. [4], when \( d \uparrow \infty, \gamma(r) \uparrow -Kr \). Thus, it suffices to consider the mixed eigenvalue of the operator

\[
L_2 = 4\frac{d^2}{dr^2} - Kr \frac{d}{dr},
\]

because every solution to the differential inequality

\[
4f'' - Kr f' + \varepsilon f \leq 0
\]

with the same boundary conditions must satisfy (2.2). Conversely, if (2.2) holds for all \( d \), then so does (2.3). On the other hand, by making a change of the variable, one reduces \( D \) to be 1. In details, if we denote by \( \lambda_0 = \lambda_0(\alpha) \) the first mixed eigenvalue of operator

\[
L = \frac{d^2}{dx^2} - 2\alpha x \frac{d}{dx}
\]

on the interval \((0, 1)\) (with boundary conditions \( f(0) = 0 \) and \( f'(1) = 0 \)), where \( \alpha = D^2K/8 \), then we have the following result.

**Lemma 2.1.** \( \lambda_1 \geq 4\lambda_0/D^2 \).

From now on, fix the notations \( \alpha, L \) and \( \lambda_0 = \lambda_0(\alpha) \) just used above. It is well known that there is no explicit solution of \( \lambda_0 \) for general \( \alpha \). Fortunately, we do have some particular solutions. The first one below is well known.

**Lemma 2.2.** When \( \alpha = 0 \), we have eigenvalue \( \lambda_0 = \pi^2/4 \) with eigenfunction \( g(x) = \sin(\pi x/2) \).

Indeed, we have infinitely many particular solutions.

**Lemma 2.3.** For each integer \( n \geq 2 \), let \( \alpha_n \) be the minimal positive root of the polynomial

\[
\sum_{k=1}^{n} \frac{(-4\alpha)^{k-1}}{(n-k)!(2k-2)!}
\]
then we have eigenvalue \( \lambda_0(\alpha_n) = 2(2n - 1)\alpha_n \) with eigenfunction

\[
g_n(x) = \sum_{k=1}^{n} \frac{1}{(n-k)!(2k-1)!} (-4\alpha_n)^{k-1}x^{2k-1}.
\]

Here are the first four particular solutions.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \alpha_n )</th>
<th>( \lambda_0(\alpha_n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( (3 - \sqrt{6})/2 \approx 0.75255 )</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{1}{2}(5 - \sqrt{10} \cos \theta - \sqrt{30} \sin \theta) \approx 0.190164 )</td>
<td>( 14\alpha_4 \approx 2.66229 )</td>
</tr>
<tr>
<td>4</td>
<td>( \theta := \frac{1}{3} \arctan \sqrt{3/2} )</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( \frac{7}{2} - \frac{B}{\sqrt{2}} - \frac{1}{2!/3} \sqrt{-\frac{14}{B} + \frac{21 - B^2}{\sqrt{2}} \approx 0.145304 )</td>
<td>( 18\alpha_5 \approx 2.61546 )</td>
</tr>
</tbody>
</table>

When \( n \geq 6 \), one has to use numerical computation. Note that \( \alpha_n \) is strictly decreasing as \( n \) increases. This result corresponds to the positive curvature. It is interesting that a “dual” of the result gives us particular solutions to the case of negative curvature.

**Lemma 2.4.** Let \( n \geq 2 \) and \( \alpha_n \) be the same as above. Then, corresponding to \( \alpha = -\alpha_n \), we have eigenvalue \( \lambda_0(-\alpha_n) = 4(n - 1)\alpha_n \) with eigenfunction

\[
g_n(x) = e^{-\alpha_n x^2} \sum_{k=1}^{n-1} \frac{1}{(n-1-k)!(2k-1)!} (-4\alpha_n)^{k-1}x^{2k-1}.
\]

Additionally, corresponding to \( \alpha = -\alpha_0 \) (given in Theorem 1.1), we have \( \lambda_0(-\alpha_0) = 2\alpha_0 \) with eigenfunction

\[
g(x) = e^{-\alpha_0 x^2} \int_0^x e^{\alpha_0 y^2} dy.
\]

Having the lemmas in mind, it is easy to understand the meaning of Theorem 1.1. The general estimate means that the curve \( \lambda_0 = \lambda_0(\alpha) \) has the tangent line \( \lambda(\alpha) = \pi^2/4 + \alpha \) from below. The estimate (1.2) means that the curve \( \lambda_0(\alpha) \) on \([1/2, \infty)\) is above the straight line connecting the two points \((0, \pi^2/4)\) and \((1/2, 3)\). Similarly, the curve on \((-\infty, -\alpha_0]\) is above the straight line connecting \((0, \pi^2/4)\) and \((-\alpha_0, 2\alpha_0)\). These facts explain the meaning of the term “optimal”. It should be clear now that one may further refine Theorem 1.1 by using the other particular solutions given by Lemmas 2.3 and 2.4. For instance, the last straight line may be replaced by the tangent line to the curve \( \lambda_0(\alpha) \) at \(-\alpha_0\).
To prove the lemmas, we need some preparations. The first one below is a characterization of the eigenfunctions.

**Lemma 2.5.** The eigenfunction \( g \) of \( \lambda_0(\alpha) \) can be expressed as

\[
g(x) = \sum_{m=1}^{\infty} \frac{x^{2m-1}}{(2m-1)!} \prod_{k=1}^{m-1} [2(2k-1)\alpha - \lambda_0(\alpha)].
\]

Moreover,

\[
\sum_{m=0}^{\infty} \frac{x^{2m}}{(2m)!} \prod_{k=1}^{m} [2(2k-1)\alpha - \lambda_0(\alpha)] > 0,
\]

the sign of equality holding iff \( x = 1 \):

\[
\sum_{m=0}^{\infty} \frac{1}{(2m)!} \prod_{k=1}^{m} [2(2k-1)\alpha - \lambda_0(\alpha)] = 0.
\]

**Proof.** Let \( \alpha \in \mathbb{R} \). Consider the differential equation \( f'' - 2\alpha xf' + \lambda f = 0 \) on \((0, 1)\) with boundary conditions \( f(0) = 0 \) and \( f'(1) = 0 \). Without loss of generality, one may assume that the eigenfunction \( g \) of \( \lambda_0 \) also satisfies \( g'(0, 1) > 0 \). Let \( f \) be a solution to the equation with power series expansion \( f(x) = \sum_{n=0}^{\infty} a_n x^n \). Then, the boundary condition \( f(0) = 0 \) gives us

\[
a_0 = 0, \quad a_{2n} = 0, \quad a_{n+2} = \frac{2\alpha n - \lambda}{(n+2)(n+1)} a_n, \quad n \geq 1.
\]

Without loss of generality, let \( a_1 = 1 \). Set \( \beta_m = a_{2m-1}, m \geq 1 \). Then, we have

\[
\beta_{m+1} = \frac{2\alpha(2m-1) - \lambda}{2m(2m+1)} \beta_m, \quad m \geq 1.
\]

By induction, we obtain

\[
\beta_m = \frac{1}{(2m-1)!} \prod_{k=1}^{m-1} [2(2k-1)\alpha - \lambda], \quad m \geq 1
\]

and then

\[
f(x) = \sum_{m=1}^{\infty} \beta_m x^{2m-1}.
\]

The series always converges absolutely since \( x \in [0, 1] \) and \( |\beta_{m+1}/\beta_m| \sim m^{-1} \). The same conclusion holds for

\[
f'(x) = \sum_{m=1}^{\infty} (2m-1)\beta_m x^{2m-2},
\]
as well as for $f''(x)$. Now, the boundary condition $f'(1) = 0$ gives us

$$\sum_{m=1}^{\infty} (2m - 1)\beta_m = 0.$$ 

Next, when $\lambda = \lambda_0(\alpha)$, we have $f'(x) \geq 0$, the sign of equality holds iff at the boundary $x = 1$. From this, one deduces (2.5) and (2.6) by simple computations. \(\square\)

The next result describes the “duality” mentioned before.

**Lemma 2.6.** Let $|\alpha| \leq 1/2$. Then $\lambda_0(\alpha) = \lambda_0(-\alpha) + 2\alpha$ and its eigenfunction has the expression $g(x) = e^{\alpha x^2} \sum_{m=1}^{\infty} \frac{x^{2m-1}}{(2m-1)!} \prod_{k=1}^{m-1} [-2(2k+1)\alpha - \lambda_0(-\alpha)].$

Moreover,

$$\sum_{m=0}^{\infty} \frac{x^{2m}}{(2m)!} \prod_{k=1}^{m} [-2(2k-1)\alpha - \lambda_0(-\alpha)] \geq 0, \quad (2.8)$$

the sign of equality holds iff $x = 1$:

$$\sum_{m=0}^{\infty} \frac{1}{(2m)!} \prod_{k=1}^{m} [-2(2k-1)\alpha - \lambda_0(-\alpha)] = 0. \quad (2.9)$$

**Proof.** Let $f(x) = e^{-\alpha x^2} g(x)$. Then the equation

$$g'' - 2\alpha x g' + \lambda g = 0$$

becomes

$$f'' + 2\alpha x f' + (\lambda + 2\alpha) f = 0.$$ 

This provides us the duality between $\alpha$ and $-\alpha$. However, the condition $g'|_{(0,1)} > 0$ becomes $f' > -2\alpha x f$ on $(0, 1)$, and

$$g'(1) = 0 \iff f'(1) = -2\alpha f(1).$$

From the first paragraph of the proof of Lemma 2.5, it follows that

$$f(x) = \sum_{m=1}^{\infty} \beta_m x^{2m-1} \quad \text{and} \quad \beta_m = \frac{1}{(2m-1)!} \prod_{k=1}^{m-1} [-2(2k+1)\alpha - \lambda - 2\alpha].$$

Replacing $\lambda$ by $\lambda' + 2\alpha$, we get

$$\beta_m = \frac{1}{(2m-1)!} \prod_{k=1}^{m-1} [-2(2k+1)\alpha - \lambda'] = \frac{1}{(2m-1)!} \prod_{k=2}^{m} [-2(2k-1)\alpha - \lambda'].$$

Now,

$$f'(x) = \sum_{m=1}^{\infty} c_m x^{2m-2}, \quad c_m := (2m - 1)\beta_m.$$ 

$$f' > -2\alpha x f \iff c_1 > \sum_{m=1}^{\infty} (-c_{m+1} - 2\alpha \beta_m) x^{2m}. \quad (2.10)$$
Note that $c_{m+1} + 2\alpha \beta_m = \frac{1}{(2m)!} \prod_{k=1}^{m} [-2(2k-1)\alpha - \lambda']$ and $c_1 = 1$. By (2.10), the inequality $f' > -2\alpha x f$ holds iff $1 > -\sum_{m=1}^{\infty} \frac{x^{2m}}{(2m)!} \prod_{k=1}^{m} [-2(2k-1)\alpha - \lambda']$, that is,

$$
\sum_{m=0}^{\infty} \frac{x^{2m}}{(2m)!} \prod_{k=1}^{m} [-2(2k-1)\alpha - \lambda'] > 0.
$$

(2.11)

Thus, $f'(1) = -2\alpha f(1)$ iff

$$
\sum_{m=0}^{\infty} \frac{1}{(2m)!} \prod_{k=1}^{m} [-2(2k-1)\alpha - \lambda'] = 0.
$$

(2.12)

By Lemma 2.5, the last two conditions (2.11) and (2.12) mean that $\lambda'$ is the first eigenvalue of the operator $L = d^2/dx^2 + 2\alpha x d/dx$ with eigenfunction

$$
\sum_{m=0}^{\infty} \frac{x^{2m-1}}{(2m-1)!} \prod_{k=1}^{m-1} [-2(2k-1)\alpha - \lambda']
$$

and so $\lambda' = \lambda_0(-\alpha)$. Returning to the original $\lambda(= \lambda' + 2\alpha)$ and $g$, we claim that $\lambda_0(\alpha) = \lambda_0(-\alpha) + 2\alpha$ and its eigenfunction $g = e^{\alpha x^2} f$ has the expression given in the lemma.

Proof of Lemma 2.3. Let $n \geq 2$ be an integer and set $\lambda = 2(2n-1)\alpha$ with $\alpha > 0$ to be determined later. Then we have $\beta_k = 0$ for all $k \geq n + 1$. Furthermore, it is easy to check that

$$
\beta_k = \frac{(n-1)!}{(n-k)!(2k-1)!} (-4\alpha)^{k-1}, \quad 1 \leq k \leq n.
$$

(2.13)

Thus,

$$
f(x) = (n-1)! \sum_{k=1}^{n} \frac{1}{(n-k)!(2k-1)!} (-4\alpha)^{k-1} x^{2k-1}
$$

and $f'(1) = 0$ iff

$$
\sum_{k=1}^{n} \frac{(-4\alpha)^{k-1}}{(n-k)!(2k-2)!} = 0.
$$

(2.14)

From this, one finds the minimal root $\alpha_n$, which then gives us the eigenfunction $g_n = f/(n-1)!$.

Proof of Lemma 2.4. Let $\alpha_n (n \geq 2)$ be given as in Lemma 2.3. Then

$$
\prod_{k=1}^{m-1} [2(2k+1)\alpha_n - \lambda_0(\alpha_n)]
$$

$$
= \begin{cases} 
( -4\alpha_n^{m-1} (n-2)!/(n-1-m)! , & \text{if } m \leq n-1 \\
0, & \text{otherwise} 
\end{cases}
$$
Hence
\[
e^{-\alpha_n x^2} \sum_{m=1}^{\infty} \frac{x^{2m-1}}{(2m-1)!} \prod_{k=2}^{m} [2(2k - 1)\alpha_n - \lambda_0(\alpha_n)]
= e^{-\alpha_n x^2} (n - 2)! \sum_{m=1}^{n-1} \frac{(-4\alpha_n)^{m-1} x^{2m-1}}{(n - 1 - m)! (2m - 1)!}.
\]

By Lemma 2.6, we have \(\lambda_0(-\alpha_n) = \lambda_0(\alpha_n) - 2\alpha_n = 4(n - 1)\alpha_n\) with the required eigenfunction. We have thus proved the main part of the lemma.

The proof of the last assertion is much easier. Again, one needs to show that \(g(0) = 0, g'|_{(0,1)} > 0\) and \(g'(1) = 0\).

3 Proof of Theorem 1.1 (computer assisted)

By Lemma 2.1, it suffices to show that
\[
\begin{align*}
\lambda_0 &\geq \frac{\pi^2}{4} + \alpha, \quad \text{for all } \alpha \\
\lambda_0 &\geq \frac{\pi^2}{4} + (6 - \pi^2/2)\alpha, \quad \text{if } \alpha \geq 1/2 \\
\lambda_0 &\geq \frac{\pi^2}{4} + (\pi^2/2 - 4)\alpha, \quad \text{if } \alpha \leq -1/2 \\
\lambda_0 &\geq \frac{\pi^2}{4} + (\pi^2/4\alpha_0 - 2)\alpha, \quad \text{if } \alpha \leq -\alpha_0 .
\end{align*}
\]

By Lemma 2.2, the four inequalities all become equalities at \(\alpha = 0\). By Lemmas 2.3 and 2.4, the equality in (3.2)–(3.4) also holds at \(\alpha = 1/2, -1/2\) and \(-\alpha_0\) respectively. We need to show that the inequalities hold for all other \(\alpha\). The idea is using an approximation procedure proposed in ref. [9].

Let
\[
C(x) = -\alpha x^2, \\
\mathcal{F} = \{ f \in C[0, D]: f(0) = 0, f'|_{(0,1)} > 0 \},
\]
\[
II(f)(x) = f(x)^{-1} \int_0^x e^{-C(y)} dy \int_y^1 f e^C.
\]

Clearly, \(II(f) \in \mathcal{F}\) for every \(f \geq 0\). Define
\[
\varphi(x) = \int_0^x e^{-C(y)} dy, \\
f_1 = \sqrt{\varphi}, \quad f_{n+1} = f_n II(f_n), \quad n \geq 1,
\]
\[
\delta_n = \inf_{x \in (0,1)} II(f_n)(x)^{-1},
\]
\[
\delta'_n = \sup_{x \in (0,1)} II(f_n)(x)^{-1}.
\]

It is proved in ref. [9] that \(\delta_n \downarrow\) and \(\delta'_n \uparrow\) as \(n \uparrow\), \(\delta^{-1}_n \geq \lambda_0 \geq \delta^{-1}_n\) for all \(n\). Thus,
by (3.1)–(3.4), it suffices to show that there exists some $n \geq 1$ such that
\[
\sup_{x \in (0,1)} II(f_n)(x) \leq [\pi^2/4 + \alpha]^{-1}, \quad \text{if } |\alpha| \leq 1/2 \\
\sup_{x \in (0,1)} II(f_n)(x) \leq [\pi^2/4 + (6 - \pi^2/2)\alpha]^{-1}, \quad \text{if } \alpha \geq 1/2 \\
\sup_{x \in (0,1)} II(f_n)(x) \leq [\pi^2/4 + (\pi^2/2 - 4)\alpha]^{-1}, \quad \text{if } -\alpha_0 \leq \alpha \leq -1/2 \\
\sup_{x \in (0,1)} II(f_n)(x) \leq [\pi^2/4 + (\pi^2/4\alpha_0 - 2)\alpha]^{-1}, \quad \text{if } -\alpha_0\pi^2/(\pi^2 - 8\alpha_0) \leq \alpha \leq -\alpha_0.
\] (3.5)–(3.8)

The difficulty comes from the fact that one has to compute one- or two-more multiple of integrals in each iteration. Thus, it becomes impractical for more than three iterations, unless the integrands are simple (polynomials, for instance). Because the iteration is not only an approximation for the eigenvalue but for the eigenfunction, it is natural to use certain modification of the explicitly known eigenfunctions as initial function instead of the original one: $f_1 = \sqrt{\varphi}$. Correspondingly, divide the interval real line into five parts: $[1/2, \infty)$, $(0, 1/2)$, $(-1/2, 0)$, $(-\alpha_0, -1/2)$ and $(-\alpha_0\pi^2/(\pi^2 - 8\alpha_0), -\alpha_0)$.

(a) First, we consider the case that $\alpha \geq 1/2$. This is a little far from the linear approximation and so it is easier to handle. Take $f_1(x) = x - x^3/3$, which is the eigenfunction of $\lambda_0$ when $\alpha = 1/2$. Define
\[
J_m(x) = \int_0^x e^{\alpha y^2} dy \int_y^1 u^{2m-1} e^{-\alpha u^2} du, \quad m \geq 1.
\]

Then
\[
J_{m+1}(x) = -\frac{1}{2\alpha} e^{-\alpha} \varphi(x) + \frac{1}{2(2m+1)\alpha} x^{2m+1} + \frac{m}{\alpha} J_m(x),
\] (3.9)

where $\varphi(x) = \int_0^x e^{\alpha y^2}$, and so
\[
J_m(x) = -\frac{e^{-\alpha} \varphi(x)}{2} \sum_{k=0}^{m-1} \frac{(m-1)!}{(m-1-k)!\alpha^{k+1}} \\
+ \frac{1}{2} \sum_{k=0}^{m-1} \frac{(m-1)! x^{2(m-k)-1}}{(m-1-k)!\alpha^{k+1}[2(m-k)-1]}.
\] (3.10)

Hence
\[
f_2(x) = \int_0^x e^{\alpha y^2} dy \int_y^1 f_1(u)e^{-\alpha u^2} du \\
= J_1(x) - J_2(x)/3 \\
= \frac{1}{6\alpha^2} e^{-\alpha} \varphi(x) + \frac{3\alpha - 1}{6\alpha^2} x - \frac{1}{18\alpha} x^3.
\] (3.11)
Then we claim that \( H(f_1) = f_2/f_1 \) satisfies (3.6) on the interval \([0.725, \infty)\). That is, the curve \([f_2/f_1](x)\) should be located below the straight line \( y(x) \equiv \frac{\pi^2}{4 + \alpha} \). It is just at this place, we use mathematical software to plot the functions (All the checks in the paper are done by using Mathematica 3.0 on PC 266). We remark that it is often true that once the required conclusion holds at some \( \alpha_c \), which is in the interior of the considered interval, then it should also hold for all \( \alpha > \alpha_c \) on the interval. We will no longer repeat this fact in what follows. The reason we use \( f_2/f_1 \leq C \) rather than the equivalent inequality \( f_2 \leq C f_1 \), which is easier in computation, is that the inverse of the supremum (infimum) of \( f_2/f_1 \) represents a lower (upper) bound of \( \lambda_0 \). Hence, the oscillation \( \text{osc}(f_2/f_1) \) describes the difference of \( f_2 \) and the eigenfunction (the smaller oscillation is the closer one). In other words, if \( \text{osc}(f_2/f_1) \) is not very smaller, then there is still a room for an improvement in the next iteration.

To cover the interval \((1/2, 0.725)\), we use one more iteration. Because

\[
f_{n+1}(x) = \int_0^x e^{-C(y)} dy \int_y^1 f_n(u) e^{C(u)} du
= \int_0^1 f_n(u) e^{C(u)} \phi(x \wedge u) du
= \int_0^x f_n(u) e^{C(u)} \phi(u) du + \phi(x) \int_x^1 f_n(u) e^{C(u)} du,
\]

combining this with (3.9)–(3.11), we get

\[
f_3(x) = \int_0^x e^{\alpha y^2} dy \int_y^1 f_2(u) e^{-\alpha u^2} du
= \frac{3\alpha - 1}{6\alpha^2} J_1(x) - \frac{1}{18\alpha} J_2(x)
+ \frac{1 - 2\alpha}{6\alpha^2} e^{-\alpha} \left[ \int_0^x \phi(u)^2 e^{-\alpha u^2} du + \phi(x) \int_x^1 \phi(u) e^{-\alpha u^2} du \right]
= \frac{1 - 2\alpha}{9\alpha^3} e^{-\alpha} \phi(x) + \frac{9\alpha - 4}{36\alpha^3} x - \frac{1}{108\alpha^2} x^3
+ \frac{1 - 2\alpha}{6\alpha^2} e^{-\alpha} \left[ \int_0^x \phi(u)^2 e^{-\alpha u^2} du + \phi(x) \int_x^1 \phi(u) e^{-\alpha u^2} du \right].
\]

Only double integrals are met here. The computations made above decrease the multiplicity of integrals, which are critical in using mathematical software. Then, we need only to check by computer that \( H(f_2) = f_3/f_2 \) satisfies (3.6) on the interval \((0.5, 0.725)\). Certainly, it is helpful to simplify the expression first before going to plot it.

(b) Next, consider \( \alpha \leq -\alpha_0 \). This is also an easier case. Take \( f_1(x) = e^{\alpha x^2} f_0^x e^{-\alpha y^2} \). Then, by (3.12),

\[
f_2(x) = \int_0^x f_1(u) \phi(u) e^{-\alpha u^2} du + \phi(x) \int_x^1 f_1(u) e^{-\alpha u^2} du =
\]
\[\begin{align*}
&= \int_0^x du \varphi(u) \int_0^u e^{-\alpha y^2} dy + \varphi(x) \int_x^1 du \int_0^u e^{-\alpha y^2} dy \\
&= \int_0^x \varphi \psi + \varphi(x) [\psi(1) - x\psi(x) + (e^{-\alpha} - e^{-\alpha x^2})/2\alpha],
\end{align*}\]

where \(\varphi(x) = \int_0^x e^{\alpha y^2}\) and \(\psi(x) = \int_0^x e^{-\alpha y^2}\). Then \(II(f_1) = f_2/f_1\) covers the interval \((-\alpha_0\pi^2/\pi^2 - 8\alpha_0), -1.55\). To cover the other part of the interval, one has to use the next iteration (cf. (3.12)): \(f_3(x) = \int_0^x \varphi(u)f_2(u)e^{-\alpha u^2} du + \varphi(x) \int_x^1 f_2(u)e^{-\alpha u^2} du. (3.13)\)

Here, a triple integral is used. In plotting the functions, one has to be careful about the computation errors. For instance, at the point \(-\alpha_0\), the ratio \(f_3/f_2\) should be the constant \(2\alpha_0\) in the interval \([0, 1]\), but the result picture can be different.

(c) Now, consider \(\alpha \in [-\alpha_0, -1/2]\). Recall that \(C(x) = -\alpha x^2\). It is natural to take \(f_1(x) = xe^{\alpha x^2}\). Then

\[f_2(x) = \int_0^x f_1 \varphi e^C + \varphi(x) \int_x^1 f_1 e^C = \int_0^x u\varphi(u) du + \varphi(x) \int_x^1 u du = \frac{1}{2\alpha} \varphi(x) - \frac{1}{2} \int_0^x u^2 e^{\alpha u^2} du = \frac{1}{2} \left(1 + \frac{1}{2\alpha}\right) \varphi(x) - \frac{x}{4\alpha} e^{\alpha x^2}.\]

However, \(II(f_1)\) satisfies (3.7) only at one point \(\alpha = -1/2\). So, we have to go to the next iteration.

\[f_3(x) = \int_0^x f_2 \varphi e^C + \varphi(x) \int_x^1 f_2 e^C = \frac{1}{2} \left[1 + \frac{1}{2\alpha}\right] \left[\int_0^x \varphi^2 e^C + \varphi(x) \int_x^1 \varphi e^C\right] - \frac{1}{4\alpha} \left[\int_0^x u\varphi(u) du + \varphi(x) \int_x^1 u du\right] = \frac{1}{2} \left[1 + \frac{1}{2\alpha}\right] \left[\int_0^x \varphi^2 e^C + \varphi(x) \int_x^1 \varphi e^C - \frac{\varphi(x)}{4\alpha}\right] + \frac{x}{16\alpha^2} e^{\alpha x^2}.\]

Again, only double integrals are met here. Then, check that \(II(f_2) = f_3/f_2\) satisfies (3.7) by using computer.

(d) We now go to the harder part of the proof: \(|\alpha| \leq 1/2\). First, we mention that the conclusion holds in virtue of ref. [8] and Lemma 2.6. Here, we propose several different ways to check it.
Let \( \alpha \in [0, 1/2] \) for a moment. As we did before, it is natural to take \( f_1 = g_n \) defined by Lemma 2.3 as the test function. When \( n = 3 \), the first iteration \( f_2/f_1 \) covers \([0.23, 0.5] \). The computations are rather easy in terms of (3.9) and (3.10). When \( n = 4 \), \( f_2/f_1 \) covers \([0.166, 0.23] \) and so on. Alternatively, one may take

\[
f_1(x) = \sum_{m=1}^{M} \frac{x^{2m-1}}{(2m-1)!} \prod_{k=1}^{m-1} [2(2k-1)\alpha - \lambda']
\]

for large enough \( M \), where \( \lambda' = \pi^2/4 + \alpha + (10 - \pi^2)\alpha^2 \), and check that \( f_2/f_1 \) (recall (3.10) again) covers an interval containing \( \alpha \). This method is based on (2.4) and (1.5) (see also (3.17) below). However, we have a more simpler test function described below.

Let \( \alpha \in [-1/2, 0] \), which is easier to handle than \([0, 1/2] \) learnt from practice. To begin with, we explain how to choose a new test function. When \( \alpha = 0 \), the eigenfunction is \( g(\pi/2) = \sin(\pi/2) \). Inserting this into the differential inequality

\[
g'' - 2\alpha xg' + \varepsilon g \leq 0
\]

(3.14) gives \( \lambda_0 \geq \varepsilon_{\text{max}} = \pi^2/4 + 2\alpha \). Unfortunately, unless \( \alpha = 0 \), \( \varepsilon_{\text{max}} \) is less than the estimate required by (3.1). One may use \( g \) as the initial function instead of \( \sqrt{\varphi} \), then the region of \( \alpha \) for which (3.5) holds can be enlarged step by step by the iterations. But there is a more effective method. That is, optimizing \( g \) first, so that (3.14) produces a better lower bound and then go to the iterations. In the present situation, we take \( f_1(x) = e^{\alpha x^2} \sin(\beta x), \beta \in (0, \pi/2] \). It is a modification of the eigenfunction regarding \(-\alpha x (-\alpha \ll 1) \) as a constant. Then, \( f_1'(x) \) has minimum \( f_1'(1) \). Moreover, \( f_1'(1) \geq 0 \) iff \( \beta \cot \beta \geq -2\alpha \). Note that when \( \beta \) increases from 0 to \( \pi/2 \), \( \beta \cot \beta \) decreases from 1 to 0. Use \( \beta \) as a parameter and let \(-\alpha = \beta \cot \beta/2 \). Inserting this \( f_1 \) into (3.14), one deduces the estimate \( \varepsilon_{\text{max}} = \beta^2 + \beta \cot \beta + (\beta \cot \beta)^2 \) which is better than the one deduced by using \( g \).

In conclusion, we take

\[
f_1(x) = e^{\alpha x^2} \sin(\beta x), \quad \alpha = -\beta \cot \beta/2, \quad \beta \in (0, \pi/2].
\]

\[
f_2(x) = \int_0^x e^{\alpha y^2} dy \int_y^1 \sin(\beta u) du
\]

\[
= \frac{1}{\beta} \int_0^x e^{\alpha y^2} [\cos(\beta y) - \cos \beta]
\]

\[
= \frac{1}{\beta} \int_0^x e^{\alpha y^2} \cos(\beta y) - \frac{\cos \beta}{\beta} \varphi(x).
\]

Only single integral is used now. Then, use computer to check that \( II(f_1) = f_2/f_1 \) satisfies (3.5) on the interval \( \beta \in (0, 1.195] \). By using (3.13), the next iteration covers the interval \([1.195, 1.51] \). Thus, in two steps of iterations, we cover 0.96 part of the interval \([0, \pi/2] \). The only remainder part is \([1.51, \pi/2] \). For this, one has to go to the third iteration. Here, we mention that it is possible to reduce
the multiplicity of the integrals. Recall that \( C(x) = -\alpha x^2 \), \( \varphi(x) = \int_0^x e^{-C} \) and \( \psi(x) = \int_0^x e^C \varphi \). Then
\[
\int_0^x f_n e^C \varphi = \int_0^x f_n d\xi = (f_n \xi)(x) - \int_0^x \xi f'_n,
\]
\[
\int_x^1 f_n e^C = \int_x^1 f_n d\psi = (f_n \psi)(1) - (f_n \psi)(x) - \int_x^1 \psi f'_n.
\]
Thus, by (3.12), we have
\[
f_{n+1}(x) = [\xi f_n(x)] - \int_0^x \xi f'_n + \varphi(x) \left[ (f_n \psi)(1) - (f_n \psi)(x) - \int_x^1 \psi f'_n \right],
\]
\[
f'_{n+1}(x) = \varphi'(x) \left[ (f_n \psi)(1) - (f_n \psi)(x) - \int_x^1 \psi f'_n \right].
\] (3.15)
The required assertion \( II(f_n) \leq \delta \) now becomes
\[
[\xi(x) - \delta] f_n(x) + \varphi(x) \left[ (f_n \psi)(1) - (f_n \psi)(x) - \int_x^1 \psi f'_n \right] \leq \int_0^x \xi f'_n. \] (3.16)
When \( n \geq 2 \), the multiplicity of the integrals in (3.16) is the same as that of \( f_n \), but is smaller than the one of \( f_{n+1} \). At the present, we have \( n = 3, \delta = (\pi^2/4 + \alpha)^{-1} \),
\[
f'_2(x) = e^{\alpha x^2} [\cos(\beta x) - \cos \beta]/\beta,
\]
\[
f'_3(x) = e^{\alpha x^2} \left[ (f_2 \psi)(1) - (f_2 \psi)(x) - \int_x^1 \psi f'_2 \right],
\]
\[
f_3(x) = [\xi f_2(x)] - \int_0^x \xi f'_2 + \varphi(x) \left[ (f_2 \psi)(1) - (f_2 \psi)(x) - \int_x^1 \psi f'_2 \right]
\]
by (3.15). Next, denote by \( F(x) \) the difference the right- and left-hand sides of (3.16) for fixed \( \alpha \). To show that \( F(x) \geq 0 \) on \([0, 1]\), it is not necessary to plot \( F \) on the whole interval. Because, by using numerical integration at a few points of \( x \), it is easy to see that the function \( F \) first increases and then decreases. Thus, since \( F(0) = 0 \), it suffices to show that \( F(1) \geq 0 \) which becomes much easier in view of (3.16). This iteration extends the available interval to \([0, 1.564]\) (the corresponding \( \alpha \)-interval is \([0.0053, 0.5]\) which covers 0.996 part of the whole interval \([0, \pi/2]\).
We are satisfactory to stop at this step in view of the limitation of the accuracy of the computations. Another different way to check the conclusion will be discussed in the last part of the proof.

Before moving on, let us make some remarks about the test functions used above. Note that the restriction \( \beta > 0 \) is used in (d) and so \(-\alpha < 1/2 \). When \( \beta = 0 \), \( f_1 \) is degenerated. However, if one replaces \( f_1(x) \) by \( e^{\alpha x^2} \sin(\beta x)/\beta \), then \( f_1(x) \rightarrow xe^{-x^2/2} \) as \( \beta \rightarrow 0 \). The limit is just the eigenfunction at \( \alpha = -1/2 \). Since the change by a constant does not change \( II(f_n) \), the above proof is still
valid without any change, but now the available region of $\beta$ can be extended to the left-end point $\alpha = -1/2$ on the interval.

In case (b), one may use a more general initial function

$$f_1(x) = e^{\alpha x^2} \int_0^x e^{\beta y^2} \beta (-\alpha).$$

Then $f_1' > 0$ iff $e^\beta \geq -2\alpha \int_0^1 e^{\beta y^2}$. When $-\alpha \downarrow 1/2$, one has $\beta \downarrow 0$. Hence we also have $f_1(x) \rightarrow xe^{-x^2/2}$. This explains the relation between the three explicit eigenfunctions at $\alpha = 0$, $\alpha = -1/2$ and $\alpha = -\alpha_0$.

In the proof (c), one may also use

$$f_1(x) = e^{\alpha x^2} \int_0^x e^{\beta y^2} \beta (-\alpha).$$

Similar to (d), regard $\beta (\beta > 0)$ as a parameter and let $\alpha = -e^\beta/2 \int_0^1 e^{\beta y^2}$. Then, one step of iteration covers the region $(-\alpha_0, -0.605)$, but unfortunately not $(-0.605, -0.5)$. Now, one may go to the next iteration. However, this concerns triple integrals and so is less convenient than the one used in proof (c).

(e) Finally, we prove (1.5). First, by using Mathematica, it is easy to write a program in a few of lines to compute $\alpha_n$ and then $\lambda_0(\alpha_n)$ defined in Lemma 2.3, and check that

$$\lambda_0(\alpha_n) = 2(2n - 1)\alpha_n \geq \pi^2/4 + \alpha_n + (10 - \pi^2)\alpha_n^2$$

for all $n(\geq 2)$ up to a large number, depending on the limitation of a computer. In other words, (1.5) holds at each point $\alpha = \alpha_n > 0$, and the sign of equality holds at $\alpha = 0$ and $\alpha = \alpha_2 = 1/2$. The same conclusion holds if $\alpha_n$ is replaced by $-\alpha_n$, because of Lemma 2.6.

Next, since the differences between the eigenvalues $\lambda_0(\alpha)$ and the quadratic function $y(\alpha) = \pi^2/4 + \alpha + (10 - \pi^2)\alpha^2$ along the sequence $\{\pm\alpha_n\}$ are all rather small, at most $\sim 10^{-5}$, and the curve $\lambda_0(\alpha)$ is regular, it should be believable that the curve $\lambda_0(\alpha)$ is located above the curve $y(\alpha)$. One may check this by using the standard power series solution to the eigenvalue problem, since we are now in the smaller region: $|\alpha| \leq 1/2$. To do so, define $\{\beta_m\}$ as in (2.5). For each $\alpha \in [0, 1/2]$, find the minimal root of

$$\sum_{m=1}^M (2m - 1)\beta_m$$

for large enough $M$ (say, 33) (Again, one needs a program here). Then the root can be regarded as an approximation of the eigenvalue $\lambda_0(\alpha)$.

Finally, since the straight line $z(\alpha) = \pi^2/4 + \alpha$ tangents to the curve $y(\alpha)$, the straight line $z(\alpha)$ should also be located below the curve $\lambda_0(\alpha)$ on the interval $[-1/2, 1/2]$.

We have thus completed the proof of the theorem.
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Abstract. The aim of the paper is to establish two dual variational formulas for the first Dirichlet eigenvalue of second order elliptic operators on half-line. Some explicit bounds of the eigenvalue depending only on the coefficients of the operators are presented. Moreover, the corresponding problems in the discrete case and the higher-order eigenvalues in the continuous case are also studied.

The Sturm-Liouville eigenvalue problem consists a classical topic in analytics, in which the first Dirichlet eigenvalue problem on finite intervals is the most essential and typical one. There is a great deal of publications on this problem (cf. ref. [1; Chapter 5] and references therein). As a complement of the classical theory and a continuation of refs. [2] and [3], the variational formulas and explicit bounds for the eigenvalue are presented in the paper, and the higher-order eigenvalues are studied at the end of the paper. Our investigation is split into two parts: the continuous case and the discrete one.

1. Continuous case.

Consider the differential operator \( L = a(x)d^2/dx^2 + b(x)dx/dx \) on a finite interval or half-line \((p, q) (\infty < p < q \leq +\infty)\), where \(a(x)\) is positive everywhere \((\lim_{x \to +\infty} a(x) > 0 \) if \(q = +\infty)\), with Dirichlet boundary at \(p\) and \(q\). We adopt the convention \(f(+) = \lim_{x \to +} f(x)\) when \(q = +\infty\). Throughout the paper, assume that

\[
\int_p^q \frac{e^{C(x)}}{a(x)}dx < \infty \quad \text{and} \quad \int_p^q e^{-C(x)}dx < \infty, \quad \text{(1.0)}
\]
where $C(x) = \int_x^\pi b/a$. From probabilistic point of view, under the first condition in (1.0), the second condition is equivalent to that the process is transient. Otherwise, the process is positive recurrent. Then, the situation can be reduced to the one dealt in ref. [2] since the infinity boundary plays no role. See Remark 1.7 for more detailed analytic remark on (1.0). If $q < \infty$ and $a$ is continuous, then these two conditions are trivial. The classical variational formula for the first Dirichlet eigenvalue of $L$ is as follows:

$$\lambda_0 = \inf\{D(f) : f \in C^1(p, q) \cap C[p, q], f(p) = f(q) = 0, \pi(f^2) = 1\},$$

where

$$D(f) = \int_p^q a(x)f'(x)^2\pi(dx), \quad \pi(dx) = (a(x)Z)^{-1}e^{C(x)}dx,$$

here and in what follows, $Z$ denotes the normalizing constant (i.e. the first integration in (1.0)) and $\pi(g) = \int_p^q g(x)\pi(dx)$.

The main idea of the study goes as follows. Due to the uniqueness of the extreme points for the eigenfunction $g$ of $\lambda_0$ (see Proposition 1.3), the interval $(p, q)$ can be divided into two sub-intervals according to the extreme point of $g$, which means that the study on $\lambda_0$ can be reduced to the mixed eigenvalue problem dealt in refs. [2] and [3] on sub-intervals. In detail, given $x_0 \in (p, q)$, consider the differential operator $L$ on $(p, x_0)$ with Dirichlet and Neumann boundary at $p$ and $x_0$ respectively, and the operator $L$ on $(x_0, q)$ with Neumann and Dirichlet boundary on $x_0$ and $q$ respectively. Corresponding $\pi$ and $D$, define $\pi_1, \pi_2$ and $D_1, D_2$ on $[p, x_0]$ and $[x_0, q]$ respectively:

$$\pi_1(dx) = \frac{\pi(dx \cap [p, x_0])}{\pi[p, x_0]}, \quad D_1(f) = \frac{\pi(af'^2I_{[p, x_0]})}{\pi[p, x_0]}, \quad f \in C^1(p, x_0),$$

$$\pi_2(dx) = \frac{\pi(dx \cap [x_0, q])}{\pi[x_0, q]}, \quad D_2(f) = \frac{\pi(af'^2I_{[x_0, q]})}{\pi[x_0, q]}, \quad f \in C^1(x_0, q),$$

where $\pi[s, t] = \int_s^t d\pi$. Recall the definition of the mixed eigenvalues:

$$\lambda_0[p, x_0] = \inf\{D_1(f) : f \in C^1(p, x_0) \cap C[p, x_0], f(p) = 0, \pi_1(f^2) = 1\},$$

$$\lambda_0[x_0, q] = \inf\{D_2(f) : f \in C^1(x_0, q) \cap C[x_0, q], f(q) = 0, \pi_2(f^2) = 1\}.$$

To state the main results, we need some notations. First, we need two operators (double integrals) which are defined on $C[p, x_0]$ and on $C[x_0, q]$ respectively:

$$\Pi_1(f)(x) = \int_p^x \int_p^y dy e^{-C(y)} \int_y^{x_0} [fe^C/a](u)du, \quad x \in (p, x_0),$$

$$\Pi_2(f)(x) = \int_p^q \int_x^q dy e^{-C(y)} \int_y^{x_0} [fe^C/a](u)du, \quad x \in [x_0, q).$$

Next, define

$$\mathcal{F}[p, x_0] = \{f \in C^1(p, x_0) \cap C[p, x_0] : f(p) = 0, f'|_{(p, x_0)} > 0\},$$

$$\xi_0'[p, x_0] = \inf_{f \in \mathcal{F}[p, x_0]} \sup_{x \in (p, x_0)} \Pi_1(f)(x)^{-1},$$

$$\xi_0''[p, x_0] = \sup_{f \in \mathcal{F}[p, x_0]} \inf_{x \in (p, x_0)} \Pi_1(f)(x)^{-1},$$
\[ \mathcal{F}[x_0, q] = \{ f \in C^1(x_0, q) \cap C[x_0, q] : f(q) = 0, f'(x_0, q) < 0 \}, \]
\[ \xi'_0[x_0, q] = \inf_{f \in \mathcal{F}[x_0, q]} \sup_{x \in (x_0, q)} \Pi_2(f)(x), \]
\[ \xi''_0[x_0, q] = \sup_{f \in \mathcal{F}[x_0, q]} \inf_{x \in (x_0, q)} \Pi_2(f)(x). \]

As explained in ref. [3], \( \xi'_0 \) is used for upper bounds and \( \xi''_0 \) for lower bounds. The difference is that some sets larger than \( \mathcal{F} \) are adopted in ref. [3] to guarantee the integrability but at the present situation, under (1.0), the set \( \mathcal{F} \) is large enough. The upper and lower bounds are dual mutually in the following variational formulas, i.e. the one can be deduced from the another by exchanging “sup” with “inf” in the definition of \( \xi'_0 \) and \( \xi''_0 \) and (1.1) below.

**Theorem 1.1.** The variational formulas for \( \lambda_0 \) are as follows.

\[ \inf_{x_0 \in [p, q]} (\xi'_0[p, x_0] \lor \xi'_0[x_0, q]) \geq \inf_{x_0 \in [p, q]} (\lambda_0[p, x_0] \lor \lambda_0[x_0, q]) \geq \lambda_0, \]
\[ \lambda_0 \geq \sup_{x_0 \in [p, q]} (\lambda_0[p, x_0] \land \lambda_0[x_0, q]) \geq \sup_{x_0 \in [p, q]} (\xi''_0[p, x_0] \land \xi''_0[x_0, q]). \quad (1.1) \]

Moreover, the inequalities in (1.1) all become equalities once \( a \) and \( b \) are continuous on \([p, q]\). Furthermore, if the interval \([p, q]\) is finite and \( a \) is continuous, then the last assertion holds for all Lebesgue measurable function \( b \).

**Proof.** The proof consists of four steps.

(i) Lower bounds. Let \( f \in C^1(p, q) \cap C[p, q] \) with \( f(p) = f(q) = 0 \) and let \( x_0 \in (p, q) \). Then, we have

\[
D(f) = \int_p^{x_0} [af''(x) \pi(x) \mathrm{d}x] + \int_{x_0}^q [af''(x) \pi(x) \mathrm{d}x] \\
\geq \lambda_0[p, x_0] \int_p^{x_0} f(x) \pi(x) \mathrm{d}x + \lambda_0[x_0, q] \int_{x_0}^q f(x) \pi(x) \mathrm{d}x \\
\geq (\lambda_0[p, x_0] \land \lambda_0[x_0, q]) \pi(f^2).
\]

So we get \( \lambda_0 \geq \sup_{x_0 \in [p, q]} (\lambda_0[p, x_0] \land \lambda_0[x_0, q]) \) that is just the third inequality in (1.1). The fourth inequality follows from [3; Theorem 1.1] immediately.

(ii) Upper bounds. Let \( \varepsilon > 0 \). By definition, there exists an \( \tilde{f} \in C^1(p, x_0) \cap C[p, x_0] \) with \( \tilde{f}(p) = 0 \) and \( \pi_1(\tilde{f}^2) = 1 \) such that \( D_1(\tilde{f}) < \lambda_0[p, x_0] + \varepsilon \). If necessary, by modifying \( \tilde{f} \) properly on a sufficiently small neighborhood of \( x_0 \), one may construct an \( f \in C^1(p, x_0) \cap C[p, x_0] \) with \( f(p) = 0 \) and \( \pi_1(f^2) = 1 \) satisfying \( f'(x_0) = 0 \) and \( D_1(f) < \lambda_0[p, x_0] + \varepsilon \). Similarly, there exists a \( g \in C^1(x_0, q) \cap C[x_0, q] \) satisfying \( g(q) = 0 \), \( g'(x_0) = 0 \) and \( \pi_2(g^2) = 1 \) such that \( D_2(g) < \lambda_0[x_0, q] + \varepsilon \). Furthermore, we can assume that \( f(x_0) \neq 0 \). Otherwise, modify \( f \) as follows. Since \( f \in C[p, x_0] \), \( f \) takes its maximum and minimum at some point \( x_1 \) and \( x_2 \) respectively on \([p, x_0]\). Without loss of generality, assume that \( |f(x_1)| \geq |f(x_2)| \). Then \( f(x_1) \neq 0 \) (otherwise, \( f = 0 \) which contradicts with
\( \pi_1(f^2) = 1 \). Let \( \tilde{f} = fI_{[p,x_1]} + f(x_1)I_{[x_1,x_0]} \). Then \( \tilde{f} \in C^1(p, x_0) \cap C[p, x_0] \) and 
\[
\pi_1(\tilde{f}^2) = \pi_1(f^2I_{[p,x_1]}) + f(x_1)^2\pi_1[x_1, x_0] \geq \pi_1(f^2) = 1,
\]
\[
D_1(\tilde{f}) = \int_p^{x_1} af''^2d\pi_1 \leq D_1(f).
\]

Set \( \hat{f} = \pi_1(\tilde{f}^2)^{-1/2} \tilde{f} \). Now it follows that
\[
\hat{f}(p) = 0, \quad \hat{f}'(x_0) = 0, \quad \pi_1(\hat{f}^2) = 1, \quad \hat{f}(x_0) \neq 0
\]
and
\[
D_1(\hat{f}) = \pi_1(\hat{f}^2)^{-1}D_1(\hat{f}) \leq D_1(f) < \lambda_0[p, x_0] + \varepsilon.
\]

Hence, we can replace \( f \) by \( \hat{f} \) when \( f(x_0) = 0 \).

Let \( h = cfI_{[p,x_0]} + gI_{[x_0,q]} \), where \( c = g(x_0)/f(x_0) \). Then \( h \in C^1(p, q) \cap C[p, q] \), \( h(p) = h(q) = 0 \) and
\[
\pi(ah'^2) = c^2 \int_p^{x_0} af'^2d\pi + \int_0^q ag'^2d\pi \\
= c^2 D_1(f)\pi[p, x_0] + D_2(g)\pi[x_0, q] \\
< c^2(\lambda_0[p, x_0] + \varepsilon)\pi[p, x_0] + (\lambda_0[x_0, q] + \varepsilon)\pi[x_0, q] \\
\leq (\lambda_0[p, x_0] \vee \lambda_0[x_0, q]) + \varepsilon(c^2\pi[p, x_0] + \pi[x_0, q]),
\]
\[
\pi(h^2) = c^2\pi(\hat{f}^2)\pi[p, x_0] + \pi_2(g^2\pi[x_0, q]) \\
= c^2\pi_1(\hat{f}^2)\pi[p, x_0] + \pi_2(g^2\pi[x_0, q] \\
= c^2\pi[p, x_0] + \pi[x_0, q] - \varepsilon.
\]

Hence, it follows that \( \lambda_0 < \lambda_0[p, x_0] \vee \lambda_0[x_0, q] + \varepsilon \). Since \( \varepsilon \) is arbitrary, we get \( \lambda_0 \leq \lambda_0[p, x_0] \vee \lambda_0[x_0, q] \), which implies the second inequality in (1.1). The first inequality in (1.1) follows from [3; Theorem 1.1] directly.

(iii) To prove the equalities in (1.1) for continuous \( a \) and \( b \) on \([p, q]\), we need the following Proposition 1.3 that is the main credit of Theorem 1.1. Note that (6.1) and Lemma 6.3 in ref. [4] still hold. For convenience, we copy them as (1.2) and Lemma 1.2 below.

\[
(f'e^C)' = (a'' + bf')e^C/a = (Lf)e^C/a.
\]

Lemma 1.2. Let \( Lf = -\lambda f \) for some \( f \in C^2[p, q] \) and \( \lambda \geq 0 \). If there exist \( \alpha \) and \( \beta \) with \( p \leq \alpha < \beta \leq q \) such that \( f = 0 \) on \([\alpha, \beta]\), then \( f = 0 \) on \([p, q]\).

Proposition 1.3. Let \( f \geq 0 \) be a non-constant solution to the equation \( Lf = -\lambda_0 f \) with \( f \in C^2[p, q] \) and \( f(p) = f(q) = 0 \), then \( \lambda_0 > 0 \) and there exists an unique extreme point of \( f \) on \((p, q)\).

Proof. (i) First, assume that \( \lambda_0 = 0 \). Then we have
\[
\pi(af'^2) = -\int_p^q Lf d\pi = 0.
\]
Furthermore, from $a > 0$, it follows that $f' = 0$. By this and the fact that $f(p) = f(q) = 0$, we have $f = 0$ which means $f$ is a constant solution. This is a contradiction with the assumptions. Hence, we must have $\lambda_0 > 0$.

(ii) Next, it is obvious that there exist extreme points of $f$. We will prove that there exists an unique extreme point of $f$ on $(p, q)$. Assume that $x_1$ and $x_2$ both are extreme points of $f$ on $(p, q)$ with $x_1 < x_2$. From this, a conclusion contradicted with the minimum of $\lambda_0$ will be deduced.

(a) At first, we claim that $f \neq$ constant on $[p, x_1]$. Otherwise, we have $f = -\lambda_0^{-1}Lf = 0$ on $[p, x_1]$ which implies that $f = 0$ by Lemma 1.2.

(b) Next, we prove that $f(x_1) \neq 0$. To this end, let

$$g = fI_{[p, x_1]} + f(x_1)I_{(x_1, q]}.$$ 

If $f(x_1) = 0$, combining it with $f'(x_1) = 0$ and $a > 0$, from the equation, we derive that $f''(x_1) = 0$; furthermore, $g \in C^2[p, q]$ satisfies $Lg = -\lambda_0 g$ and $g = 0$ on $[x_1, q]$. By Lemma 1.2, we have $g = 0$ and in particular $f = 0$ on $[p, x_1]$. This implies that $f = 0$ by Lemma 1.2 again.

(c) Similarly, we can prove that $f \neq$ constant on $[x_2, q]$ and $f(x_2) \neq 0$. Finally, let

$$h = cfI_{[p, x_1]} + f(x_2)I_{(x_1, x_2]} + fI_{(x_2, q]};$$

where $c = f(x_2)/f(x_1)$. Then $h \neq$ constant and $h \in C^1(p, q) \cap C[p, q]$ with $h(p) = h(q) = 0$. From (1.2), it follows that

$$\pi(ah'^2) = c^2 \int_p^{x_1} a f'^2 d\pi + \int_{x_2}^q a f'^2 d\pi$$

$$= -c^2 \int_p^{x_1} Lf d\pi - \int_{x_2}^q Lf d\pi$$

$$= \lambda_0 \left( c^2 \pi \left( f^2I_{[p, x_1]} \right) + \pi \left( f^2I_{(x_2, q]} \right) \right)$$

$$\pi(h'^2) = c^2 \pi \left( f^2I_{[p, x_1]} \right) + f(x_2)^2 \pi \left[ x_1, x_2 \right] + \pi \left( f^2I_{(x_2, q]} \right).$$

Therefore,

$$\lambda_0 \leq \frac{\pi(ah'^2)}{\pi(h'^2)} = \frac{\lambda_0 \left( c^2 \pi \left( f^2I_{[p, x_1]} \right) + \pi \left( f^2I_{(x_2, q]} \right) \right)}{c^2 \pi \left( f^2I_{[p, x_1]} \right) + f(x_2)^2 \pi \left[ x_1, x_2 \right] + \pi \left( f^2I_{(x_2, q]} \right)} < \lambda_0.$$

This is a contradiction. $\square$

We now return the proof of the theorem. Let $a$, $b$ be continuous and $a > 0$. By the existence theorem of solution to the Sturm-Liouville eigenvalue problem, it follows that there is a non-trivial solution $f$ to the equation $Lf = -\lambda_0 f$ with $f(p) = f(q) = 0$. From Proposition 1.3, it follows that $\lambda_0 > 0$ and there exists an unique extreme point of $f$ on $(p, q)$. Let $x_0$ denote the unique extreme point. Then, $f_1 = fI_{[p, x_0]} \in F[p, x_0]$ and $f_2 = fI_{[x_0, q]} \in F[x_0, q]$. Noting that $f'(x_0) = 0$ and (1.2), we have

$$-\int_{x_0}^x \lambda_0 f e^c/a = (f'e^c)|_{x_0}^x = -(f'e^c)(x).$$
Hence, $\Pi_1(f_1)(x) = \lambda_0^{-1}(x \in (p, x_0))$ and $\Pi_2(f_2)(x) = \lambda_0^{-1}(x \in (x_0, q))$. From ref. [3; Theorem 1.1], it follows that
\[ \xi'_0[p, x_0] = \lambda_0[p, x_0] = \xi''_0[p, x_0]. \]
In a similar way, we get
\[ \xi'_0[x_0, q] = \lambda_0[x_0, q] = \xi''_0[x_0, q]. \]
Collecting up these facts together, we see that all four inequalities in (1.1) become equalities.

(iv) To prove the last assertion, we need the following proposition.

**Proposition 1.4.** Let $a$ be positive, continuous and $b$ be Lebesgue measurable on the finite interval $[p, q]$. Denote by $\lambda_0$ the first eigenvalue determined by $a$ and $b$. Then there exist two sequences $\{a_n\}$ and $\{b_n\}$ of continuous functions such that $b_n$ converges to $b$ pointwise, $a_n$ and $C_n$ converge respectively to $a$ and $C$ as $n \to \infty$, uniformly on $[p, q]$, and the corresponding first eigenvalue $\lambda_0^{(n)}$ converges to $\lambda_0$ as $n \to \infty$.

**Proof.** By assumptions, there exist two positive constants $\delta$ and $N$ such that $\delta \leq a \leq N$. We now adopt the smooth approximation. For convenience, we extend $a$ and $C$ to the full line $\mathbb{R}$: $\widetilde{C}(x) = C(x \vee p \wedge q)$ and $\widetilde{a}(x) = a(x \vee p \wedge q)$. For simplicity, omit the superscript $"\sim"$. As usual, let
\[ \eta(x) = \begin{cases} A \exp \left[ -((q - p)^2/4 - (x - (p + q)/2)^2)^{-1} \right], & \text{if } |x - (p + q)/2| < 1; \\ 0, & \text{if } |x - (p + q)/2| \geq 1, \end{cases} \]
where $A$ is the normalizing constant: $\int_{\mathbb{R}} \eta(x)dx = 1$. First, set $\eta_\varepsilon(x) = \varepsilon^{-1}\eta(x/\varepsilon)$, $C_\varepsilon = C * \eta_\varepsilon$ and $a_\varepsilon = a * \eta_\varepsilon$ (i.e. $C_\varepsilon(x) = \int_{\mathbb{R}} C(y)\eta_\varepsilon(x - y)dy$ and so on). Then, we have $C_\varepsilon, a_\varepsilon \in C^\infty(\mathbb{R})$ and
\[ C_\varepsilon \to C, \quad a_\varepsilon \to a \quad \text{and} \quad \delta \leq a_\varepsilon \leq N \quad \text{(1.3)} \]
as $\varepsilon \downarrow 0$, uniformly on compact sets. By (1.3), there exists a sequence $\varepsilon(n) \to 0$ such that
\[ C_{\varepsilon(n)} \to C \quad \text{and} \quad a_{\varepsilon(n)} \to a \quad \text{(1.4)} \]
as $n \to \infty$, uniformly on $[p, q]$. Next, let $b_\varepsilon = a_\varepsilon C'_\varepsilon$. Then we have $a_\varepsilon, b_\varepsilon \in C^\infty(\mathbb{R})$ and
\[ Z_\varepsilon = \int_p^q e^{C_\varepsilon}/a_\varepsilon \leq \int_p^q e^{C_\varepsilon}/\delta < \infty. \]
From (1.3), it follows that
\[ \int_p^q f^2 \frac{e^{C_{\varepsilon(n)}}}{a_{\varepsilon(n)}} \leq \frac{N}{\delta} \sup_{p \leq x \leq q} e^{C_{\varepsilon(n)}(x) - C(x)} \int_p^q f^2 \frac{e^{C}}{a}. \]
Hence, we have \( L^2(\pi) \subset L^2(\pi_{\varepsilon(n)}) \). Similarly, we have \( L^2(\pi) \supset L^2(\pi_{\varepsilon(n)}) \). Hence, \( L^2(\pi) = L^2(\pi_{\varepsilon(n)}) \). Note that

\[
\inf_{p \leq x \leq q} e^{C_{\varepsilon(n)}(x) - C(x)} \frac{a(x)}{a_{\varepsilon(n)}} \leq \frac{\int_p^q f^2 e^{C_{\varepsilon(n)}(x)}}{\int_p^q f^2} \frac{a(x)}{a_{\varepsilon(n)}} \leq \sup_{p \leq x \leq q} e^{C_{\varepsilon(n)}(x) - C(x)} \frac{a(x)}{a_{\varepsilon(n)}}
\]

and

\[
\inf_{p \leq x \leq q} e^{C_{\varepsilon(n)}(x) - C(x)} \leq \frac{\int_p^q f^2 e^{C_{\varepsilon(n)}(x)}}{\int_p^q f^2} \leq \sup_{p \leq x \leq q} e^{C_{\varepsilon(n)}(x) - C(x)}.
\]

By these facts, (1.3) and (1.4), it follows that

\[
\frac{\int_p^q f^2 e^{C_{\varepsilon(n)}(x)}}{\int_p^q f^2} \rightarrow 1 \quad \text{and} \quad \frac{\int_p^q f^2 \xi_{\varepsilon(n)}(x)}{\int_p^q f^2} \rightarrow 1
\]

as \( n \rightarrow \infty \), uniformly with respect to \( f \). Hence,

\[
\frac{D_{\varepsilon(n)}(f)}{\Pi_{\varepsilon(n)}(f^2)} \bigg/ \frac{D(f)}{\Pi(f^2)} = \frac{Z_{\varepsilon(n)}^{-1} \int_p^q f^2 e^{C_{\varepsilon(n)}(x)}}{Z_{\varepsilon(n)}^{-1} \int_p^q f^2} \frac{a(x)}{a_{\varepsilon(n)}} \frac{\int_p^q f^2 e^{C_{\varepsilon(n)}(x)}}{\int_p^q f^2} \rightarrow 1
\]

as \( n \rightarrow \infty \), uniformly with respect to \( f \). Having this in mind and noting that \( \{a_{\varepsilon(n)}\}, \{b_{\varepsilon(n)}\} \) are continuous functions, it is easy to prove that \( \lim_{n \rightarrow \infty} \lambda_{0}^{(n)} = \lambda_0 \). \( \square \)

It is the position to prove the last assertion of the theorem. Let \( a \) be positive, continuous and \( b \) be Lebesgue measurable on the finite interval \([p, q] \). By Proposition 1.4, there exist two sequences of continuous functions \( \{a_n\} \) and \( \{b_n\} \) such that \( a_n \rightarrow a, b_n \rightarrow b \) and the corresponding first eigenvalue \( \lambda_0^{(n)} \rightarrow \lambda_0 \) as \( n \rightarrow \infty \). Define \( \Pi^{(n)}_i(f), \xi_{0}^{(n)}(x) \) and \( \xi_{0}^{(n)}(x) \) correspondingly. By the continuity of \( a_n \) and \( b_n \), the equalities in the corresponding (1.1) hold, i.e.

\[
\inf_{x_0 \in (p, q)} (\xi_{0}^{(n)}(x_0) \vee \xi_{0}^{(n)}(x_0)) = \lambda_0^{(n)} = \sup_{x_0 \in (p, q)} (\xi_{0}^{(n)}(x_0) \wedge \xi_{0}^{(n)}(x_0)).
\]

Using (1.3), (1.4) and

\[
\inf_{x \in (p, q)} e^{C(x) - C_{n}(x)} \frac{a_n(x)}{a(x)} \inf_{x \in (p, q)} e^{C(x) - C_{n}(x)}
\]

\[
\leq \Pi_i^{(n)}(f)(x)^{-1} \Pi_i(f)(x)^{-1}
\]

\[
\leq \sup_{x \in (p, q)} e^{C(x) - C_{n}(x)} \frac{a_n(x)}{a(x)} \sup_{x \in (p, q)} e^{C(x) - C_{n}(x)},
\]

we obtain

\[
\frac{\Pi_i^{(n)}(f)(x)^{-1}}{\Pi_i(f)(x)^{-1}} \rightarrow 1, \quad i = 1, 2
\]
as \( n \to \infty \), uniformly with respect to \( x, f \) and \( x_0 \). From these facts and the following inequalities

\[
\inf_{f \in \mathcal{F}[p,x_0]} \inf_{x \in (p,x_0)} \frac{\Pi_1^{(n)}(f)(x)^{-1}}{\Pi_1(f)(x)^{-1}} \leq \frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \leq \sup_{f \in \mathcal{F}[p,x_0]} \sup_{x \in (p,x_0)} \frac{\Pi_1^{(n)}(f)(x)^{-1}}{\Pi_1(f)(x)^{-1}},
\]

\[
\inf_{f \in \mathcal{F}[x_0,q]} \inf_{x \in (x_0,q)} \frac{\Pi_1^{(n)}(f)(x)^{-1}}{\Pi_2(f)(x)^{-1}} \leq \frac{\xi_0^{(n)}[x_0,q]}{\xi_0^{(n)}[x_0,q]} \leq \sup_{f \in \mathcal{F}[x_0,q]} \sup_{x \in (x_0,q)} \frac{\Pi_1^{(n)}(f)(x)^{-1}}{\Pi_2(f)(x)^{-1}},
\]

it follows that

\[
\frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \to 1 \quad \text{and} \quad \frac{\xi_0^{(n)}[x_0,q]}{\xi_0^{(n)}[x_0,q]} \to 1
\]

as \( n \to \infty \), uniformly with respect to \( x_0 \). Note that

\[
\inf_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \wedge \frac{\xi_0^{(n)}[x_0,q]}{\xi_0^{(n)}[x_0,q]} \right) \leq \inf_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0] \vee \xi_0^{(n)}[x_0,q]}{\xi_0^{(n)}[p,x_0] \vee \xi_0^{(n)}[x_0,q]} \right)
\]

\[
\leq \sup_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0] \vee \xi_0^{(n)}[x_0,q]}{\xi_0^{(n)}[x_0,q]} \right).
\]

Collecting these facts together, we obtain

\[
\inf_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \vee \xi_0^{(n)}[x_0,q] \right) \to \inf_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \vee \xi_0^{(n)}[x_0,q] \right)
\]

as \( n \to \infty \). In a similar way, one shows that

\[
\sup_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \wedge \xi_0^{(n)}[x_0,q] \right) \to \sup_{x_0 \in (p,q)} \left( \frac{\xi_0^{(n)}[p,x_0]}{\xi_0^{(n)}[p,x_0]} \wedge \xi_0^{(n)}[x_0,q] \right).
\]

Now, the last assertion follows immediately from (1.5) and the fact that \( \lambda_0^{(n)} \to \lambda_0 \). \( \square \)

By examining the proof above, it is not difficult to see that the variational formulas with single integrals and explicit bounds in ref. [2], and the iteration method in ref. [3] can all be applied to the present situation. Here we discuss only the explicit bounds of \( \lambda_0 \). Define

\[
Q_1(x) = \int_p^x e^{-C(y)}dy \int_x^c [e^{C/a}(u)]du,
\]

\[
\delta_1(c) = \sup_{x \in (p,c)} Q_1(x), \quad \delta_1'(c) = 2 \sup_{x \in (p,c)} \int_p^x Q_1 du_1^{(x)},
\]

\[
Q_2(x) = \int_x^q e^{-C(y)}dy \int_x^c [e^{C/a}(u)]du,
\]

\[
\delta_2(c) = \sup_{x \in (c,q)} Q_2(x), \quad \delta_2'(c) = 2 \sup_{x \in (c,q)} \int_x^q Q_2 du_2^{(x)},
\]
where $\nu_1^{(x)}$ and $\nu_2^{(x)}$ are probability measures on $(p, x)$ and $(x, q)$ with density $e^{-C(y)}/Z^{(x)}$ respectively ($Z^{(x)}$ is the normalizing constant). Let

$$f_1(x) = \sqrt{\int_p^x e^{-C(y)} \, dy} \quad \text{and} \quad f_2(x) = \sqrt{\int_x^q e^{-C(y)} \, dy}.$$  

Replacing $x_0$ with $c$ in $\Pi_1(f)(x)$ and $\Pi_2(f)(x)$ defined at the beginning of this section and define

$$\delta_1''(c) = \sup_{x \in (p, c)} \Pi_1(f_1)(x) \quad \text{and} \quad \delta_2''(c) = \sup_{x \in (c, q)} \Pi_2(f_2)(x).$$

**Corollary 1.5.** The explicit bounds of $\lambda_0$ are given as follows.

$$\left( \sup_{c \in (p, q)} \delta_1(c) \wedge \delta_2(c) \right)^{-1} \geq \left( \sup_{c \in (p, q)} \delta_1'(c) \wedge \delta_2'(c) \right)^{-1} \geq \lambda_0,$$

$$\lambda_0 \geq \left( \inf_{c \in (p, q)} \delta_1''(c) \vee \delta_2''(c) \right)^{-1} \geq \left( \frac{4}{\inf_{c \in (p, q)} \delta_1(c) \vee \delta_2(c)} \right)^{-1}. \quad (1.6)$$

Furthermore,

$$\delta_1(c_0)^{-1} \geq \lambda_0 \geq (4\delta_1(c_0))^{-1}, \quad (1.7)$$

where $c_0$ is the unique solution of the equation $\delta_1(c) = \delta_2(c)$ on $(p, q)$.

**Proof.** From refs. [2; Theorem 1.1] and [3; Theorem 1.2], it follows that

$$\delta_1'(c)^{-1} \geq \lambda_0[p, c] \geq \delta_1''(c)^{-1} \geq (4\delta_1(c))^{-1}$$

and

$$\delta_1(c) \leq \delta_1'(c) \leq 2\delta_1(c).$$

Similarly, we have

$$\delta_2'(c)^{-1} \geq \lambda_0[c, q] \geq \delta_2''(c)^{-1} \geq (4\delta_2(c))^{-1}$$

and

$$\delta_2(c) \leq \delta_2'(c) \leq 2\delta_2(c).$$

Then (1.6) follows from Theorem 1.1 immediately.

To prove the last assertion, note that $\delta_1(c)$ and $\delta_2(c)$ are strictly increasing and strictly decreasing in $c$ respectively. Obviously, $\lim_{c \to p} \delta_1(c) = 0$, $\lim_{c \to q} \delta_2(c) = 0$, $\delta_1(c) > 0$ and $\delta_2(c) > 0$ for all $c \in (p, q)$. Moreover, when $c_1 < c_2$, we have

$$0 < \int_p^x e^{-C} \int_x^{c_2} e^{C} / a - \int_p^x e^{-C} \int_x^{c_1} e^{C} / a \leq \int_p^{c_2} e^{-C} \int_{c_1}^{c_2} e^{C} / a \to 0,$$

as $c_2 - c_1 \to 0$;

$$0 < \int_x^q e^{-C} \int_{c_1}^x e^{C} / a - \int_x^q e^{-C} \int_{c_2}^x e^{C} / a \leq \int_{c_1}^q e^{-C} \int_{c_1}^{c_2} e^{C} / a \to 0,$$

as $c_2 - c_1 \to 0$. 


So $\delta_1(c)$ and $\delta_2(c)$ are both continuous in $c$. Hence, there exists uniquely a solution to the equation $\delta_1(c) = \delta_2(c)$. Combining these with (1.6) and the monotonicity of $\delta_1(c)$ and $\delta_2(c)$, we obtain (1.7). \qed

**Remark 1.6.** P. Gurka’s explicit bounds of $\lambda_0$ are presented in ref [5; Page 93]

\[
2B^{-1} \geq \lambda_0 \geq (4B)^{-1},
\]

(1.8)

where

\[
B = \sup_{p < c < d < q} \gamma(c, d) \quad \text{and}
\]

\[
\gamma(c, d) = \left( \int_{p}^{c} e^{-C(y)} dy \right) \left( \int_{d}^{q} e^{-C(y)} dy \right) \int_{c}^{d} \left[ e^{C/a}(u) \right] du.
\]

(1.9)

We now show that the bounds in Corollary 1.5 are indeed sharper than those in (1.8). For this, it suffices to prove that $B/2 \leq \delta_1(c_0) \leq B$.

First, since $\delta_1(x)$ and $\delta_2(x)$ are strictly increasing and strictly decreasing in $x$ respectively, we see that

\[
\gamma(c, d) \leq \delta_1(d) \land \delta_2(c) \land \delta_1(c_0) = \delta_1(c_0) \quad \text{if} \quad c_0 < c < d < q,
\]

\[
\gamma(c, d) \leq \delta_1(d) \land \delta_2(c) \land \delta_1(c_0) \land \delta_2(c) = \delta_1(c_0) \quad \text{if} \quad p < c < d \leq c_0,
\]

and

\[
\frac{1}{2} \gamma(c, d) \leq \left( \int_{p}^{c} e^{-C(y)} dy \land \int_{d}^{q} e^{-C(y)} dy \right) \left( \int_{c}^{c_0} e^{C/a} dy \lor \int_{c_0}^{d} e^{C/a} dy \right)
\]

\[
\leq \left( \int_{p}^{c} e^{-C} \int_{c}^{c_0} e^{C/a} dy \lor \int_{d}^{q} e^{-C} \int_{c_0}^{d} e^{C/a} dy \right)
\]

\[
\leq \delta_1(c_0) \lor \delta_2(c_0) = \delta_1(c_0) \quad \text{if} \quad p < c < c_0 < d < q.
\]

Collecting these facts together, we obtain $B/2 \leq \delta_1(c_0)$.

Secondly, to prove the upper bound, we adopt the reductio ad absurdum proof. Suppose that $\delta_1(c_0) > B$. If $\int_{p}^{c_0} e^{-C} \leq \int_{c_0}^{q} e^{-C}$, then there exists $x_0 \in (p, c_0)$ such that $\int_{p}^{x_0} e^{-C} \int_{x_0}^{c_0} e^{C/a} > B$. However, this contradicts with

\[
B \geq \gamma(x_0, c_0) \geq \int_{p}^{x_0} e^{-C} \int_{x_0}^{c_0} e^{C/a}.
\]

If $\int_{p}^{c_0} e^{-C} > \int_{c_0}^{q} e^{-C}$, due to the assumption that $\delta_2(c_0) = \delta_1(c_0) > B$, then there exists $x_1 \in (c_0, q)$ such that $\int_{x_1}^{q} e^{-C} \int_{c_0}^{x_1} e^{C/a} > B$ which contradicts with

\[
B \geq \gamma(c_0, x_1) \geq \int_{x_1}^{q} e^{-C} \int_{c_0}^{x_1} e^{C/a}.
\]

\[1\text{There is a citation error in (1.8) and (1.10) below: } \lambda_0 \text{ should be replaced by } \sqrt{\lambda_0}. \text{ Hence (1.8) reads as } 4B^{-1} \geq \lambda_0 \geq (16B)^{-1}. \text{ The corresponding change is needed in Example 1.9.} \]
Hence, we always have $\delta_1(c_0) \leq B$. □

**Remark 1.7.** The estimates (1.8) presented in ref. [5] do not require condition (1.0) and work for general intervals $(p, q) \subset \mathbb{R}$. From analytic point of view, if the first condition in (1.0) is satisfied but the second one fails, noting that $p > -\infty$, then we have

$$B = \sup_{x \in (p, \infty)} \int_p^x e^{-C(y)} dy \int_x^\infty \frac{[e^{C / a}(u)]}{u} du,$$

which coincides with the constant $\delta$ introduced in ref. [2; Theorem 1.1]. So this belongs to the cases dealt in ref. [2]. If the first condition in (1.0) is not satisfied, we discuss only the situation that $p = -\infty$ and $q = +\infty$ since other situations can be dealt with analogically. If $M_+$ and $M_-$ both are infinite, then it follows that $B = \infty$ which is just the trivial case of $\lambda_0 = 0$.

If one of $M_+$ and $M_-$ is finite, $M_- < \infty$ for example, then this can be similarly included into ref. [2] as the case of $p > -\infty$; if both are infinite, then by (1.8), it follows that $B = \infty$ which is just the trivial case of $\lambda_0 = 0$.

Remark 1.8. In fact, ref. [5; Theorem 8.2] presents the more exact bounds than those in (1.8):

$$\sqrt{2}B^{-1} \geq \lambda_0 \geq 4\sqrt{2}(\sqrt{5} + 1)^{-5/2}B^{-1}(\approx (3.33B)^{-1}),$$

(1.10)

where $B$ is the same as in (1.9). It is regretted that we do not know how to compare (1.10) with (1.7) directly. Instead, we present the following example as an illustration.

As mentioned in the last footnote, the formula (1.10) becomes

$$2B^{-1} \geq \lambda_0 \geq \omega^{-5}B^{-1} \approx 0.09B^{-1},$$

where $\omega$ is the golden ratio ($\sqrt{5} + 1)/2$ and so $\omega^5 = 3 + 5\omega$. Based on a splitting technique as used here, a better result was given in [5; Theorem 8.8]:

$$2\tilde{B} \geq \lambda_0 \geq \tilde{B}/4$$

for some constant $\tilde{B} \leq \infty$. The comparison with this result should be clear.

Having the correction, it is clear that (1.7) improves (1.10).
Example 1.9. Let \( a(x) \equiv 1 \) and \( b(x) \equiv 0 \) on \([0, 1]\). This is the simplest case. By (1.8), (1.10), (1.7) and (1.6), we obtain respectively the bounds: \( 2 \leq \lambda_0 \leq 16 \), \( 2.4023 \leq \lambda_0 \leq 11.3137 \), \( 4 \leq \lambda_0 \leq 16 \) and \( 16/\sqrt{5} \approx 9.3569 \leq \lambda_0 \leq 32/3 \approx 10.6667 \). Given \( \lambda_0 = 1/2 \), set the test function \( f_1(x) = x \) if \( x \in [0, 1/2] \), \( f_1(x) = 1 - x \) if \( x \in [1/2, 1] \), then we have \( 8 \leq \lambda_0 \leq 12 \) by Theorem 1.1. Next, let

\[
\begin{align*}
f_n(x) &= \begin{cases} f_{n-1}(x)\Pi_1(f_{n-1})(x) & \text{if } x \in [0, 1/2], \\
f_{n}(x) = f_{n-1}(x)\Pi_2(f_{n-1})(x) & \text{if } x \in [1/2, 1].
\end{cases}
\end{align*}
\]

Then as \( n = 2, 3, 4 \), we obtain respectively the estimates: \( 9.6 \leq \lambda_0 \leq 10, 9.8361 \leq \lambda_0 \leq 9.9188 \) and \( 9.8657 \leq \lambda_0 \leq 9.8710 \). Here the choosing of test functions is just the iteration method stated in ref. [4]. The exact value is \( \lambda_0 = \pi^2 \approx 9.8696 \) with eigenfunction \( f(x) = \sin(\pi x) \).

Example 1.10. Let \( a(x) = x/2 \) and \( b(x) = -x \) on \([0, 1]\). This is non-trivial because of the variable coefficients. Given \( x_0 = 1/2 \), let the test function

\[
f(x) = \begin{cases} x(1-x)(n-1+x) & \text{if } x \in [0, 1/2], \\
x(1-x)(n-x) & \text{if } x \in [1/2, 1].
\end{cases}
\]

By Theorem 1.1, it follows that

\[
\frac{4n-4}{2n-4+e} \leq \lambda_0 \leq \frac{6n-e}{3n-e-3}.
\]

In particular, when \( n = 2, 10, 50, 100 \), we get respectively the bounds: \( 1.4715 \leq \lambda_0 \leq 2.3099 \), \( 1.9233 \leq \lambda_0 \leq 2.0433 \), \( 1.9855 \leq \lambda_0 \leq 2.0082 \) and \( 1.9928 \leq \lambda_0 \leq 2.0041 \). Here the test functions consist an approximation of the eigenfunction. The exact value of \( \lambda_0 \) equals 2 and the corresponding eigenfunction \( f(x) \) is \( x - x^2 \).

2. Discrete case.

Consider the birth-death processes on \( E = \{0, 1, 2, \cdots, N\} \) \((3 \leq N \leq \infty)\) (The case of \( N = 2 \) is trivial since it is easy to get \( \lambda_0 = a_1 + b_1 \)). Let \( b_i > 0 \) \((0 \leq i < N)\) and \( a_i > 0 \) \((0 < i \leq N)\) be the birth and death rates respectively. For convenience, let \( a_0 = 0 \) and \( b_N = 0 \). Define \( \mu_0 = 1 \),

\[
\mu_i = \frac{b_0 \cdots b_{i-1}}{a_1 \cdots a_i}, \quad 1 \leq i \leq N,
\]

\[
\mu = \sum_{i=0}^{N} \mu_i \text{ and } \pi_i = \frac{\mu_i}{\mu}. \text{ We adopt the convention } f_\infty = \lim_{n \to +\infty} f_n.
\]

Assume that\(^6\)

\[
\mu < \infty \quad \text{and} \quad \sum_{i=0}^{N} \frac{1}{\mu_i b_i} < \infty. \tag{2.0}
\]

\(^4\)Correction: \( 1/2 \leq \lambda_0 \leq 32 \).

\(^5\)Correction: \( 0.72 \leq \lambda_0 \leq 16 \).

\(^6\)Under hypothesis (2.0), it is essentially in the case with finite state space. Otherwise, the \( Q \)-processes are not unique. For infinite state space, since we are interested in the double Dirichlet boundaries, it follows naturally that \( \mu = \infty \). Then, much work is required as shown in a subsequent paper.
The operator \( \Omega \) is defined by
\[
\Omega f(i) = b_i(f_{i+1} - f_i) + a_i(f_{i-1} - f_i).
\]

The corresponding Dirichlet form is
\[
D(f) = \sum_{i=0}^{N-1} \pi_i b_i[f_{i+1} - f_i]^2 = -\sum_{i=0}^{N} \pi_i (f \Omega f)(i).
\]

Consider the principal eigenvalue of \( \Omega \):
\[
\lambda_0 = \inf \{ D(f) : f_0 = f_N = 0, \pi(f^2) = 1 \},
\]
where \( \pi(f^2) = \sum_{i=0}^{N} \pi_i f_i^2 \). Enlightened by the continuous case, it is hopeful to reduce the study of \( \lambda_0 \) to the mixed eigenvalue problem on sub-intervals, but in the discrete case, the corresponding eigenfunction \( g \) of \( \lambda_0 \) has some different modality (cf. Proposition 2.4), and then the final variational formulas are a little different from those in the continuous case. To state the results, we need some notations. First, define
\[
\Pi_i^{(1)}(f) = \frac{1}{f_i} \sum_{j=0}^{i-1} \frac{1}{\mu_j b_j} \left( \sum_{s=j+1}^{k-1} \mu_s f_s + \frac{1}{c} \mu_k f_k \right), \quad 0 < i \leq k,
\]
\[
\Pi_i^{(2)}(f) = \frac{1}{f_i} \sum_{j=i+1}^{N} \frac{1}{\mu_j a_j} \left( \sum_{s=k+1}^{i-1} \mu_s f_s + \frac{c-1}{c} \mu_k f_k \right), \quad k \leq i < N,
\]
where \( c > 1 \) is a new parameter added just for the discrete case. Next, define
\[
\mathcal{F}[0, k] = \{ f : 0 = f_0 < f_1 < \cdot \cdot \cdot < f_k \},
\]
\[
\mathcal{F}[k, N] = \{ f : f_k > f_{k+1} > \cdot \cdot \cdot > f_N = 0 \},
\]
\[
\zeta[0, k] = \inf_{f \in \mathcal{F}[0, k]} \max_{0 \leq i \leq k} \Pi_i^{(1)}(f)^{-1}, \quad \eta[0, k] = \sup_{f \in \mathcal{F}[0, k]} \min_{0 \leq i \leq k} \Pi_i^{(1)}(f)^{-1},
\]
\[
\zeta[k, N] = \inf_{f \in \mathcal{F}[k, N]} \max_{k \leq i < N} \Pi_i^{(2)}(f)^{-1}, \quad \eta[k, N] = \sup_{f \in \mathcal{F}[k, N]} \min_{k \leq i < N} \Pi_i^{(2)}(f)^{-1},
\]
where \( \zeta \) and \( \eta \) are used to estimate the upper and lower bounds respectively.

**Theorem 2.1.** The variational formulas of \( \lambda_0 \) are as follows.
\[
\inf_{1 \leq k < N} \inf_{c > 1} (\zeta[0, k] \lor \zeta[k, N]) = \lambda_0 = \sup_{1 \leq k < N} \sup_{c > 1} (\eta[0, k] \land \eta[k, N]). \quad (2.1)
\]

Before proving the theorem in detail, we present two lemmas and make some explanations for the ideas of the proof.

**Lemma 2.2.** Let \( \Omega g(i) = -\lambda g_i \) (0 < \( i < N \)) for some \( g \) and \( \lambda \geq 0 \). If there exist \( m \) and \( n \) with \( 0 \leq m < n \leq N \) such that \( g = 0 \) on \([m, n]\), then \( g = 0 \) on \([0, N]\).
Proof. Following the proof of ref. [2; Theorem 3.4], we obtain
\[ -\lambda \sum_{s=i}^{j} \pi_s g_s = \sum_{s=i}^{j} \pi_s \Omega g(s) \]
\[ = \sum_{s=i}^{j} [\pi_s a_s (g_{s-1} - g_s) + \pi_s b_s (g_{s+1} - g_s)] \]
\[ = \sum_{s=i}^{j} [-\pi_s a_s (g_s - g_{s-1}) + \pi_{s+1} a_{s+1} (g_{s+1} - g_s)] \]
\[ = \pi_{j+1} a_{j+1} (g_{j+1} - g_j) - \pi_i a_i (g_i - g_{i-1}), \]
\[ 0 < i \leq j < N. \quad (2.2) \]

Let \( i = n \) in (2.2), since \( g_{n-1} = g_n = 0 \), by induction, we have \( g_j = 0 \) \((n < j \leq N)\). Next, set \( j = m \) in (2.2), because of \( g_{m+1} = g_m = 0 \), by induction, it follows that \( g_i = 0 \) \((0 < i < m)\). Hence, we have \( g = 0 \). \( \square \)

**Lemma 2.3.** Let \( g \) be a non-constant solution to the equation \( \Omega g(i) = -\lambda_0 g_i \) \((0 < i < N)\) with \( g_0 = g_N = 0 \), then \( \lambda_0 > 0 \) and there is no zero-point of \( g \) on \((0, N)\). Moreover, \( g \) is strictly positive or strictly negative on \((0, N)\).

**Proof.** (i) Assume that \( \lambda_0 = 0 \). Then we have
\[ D(g) = \sum_{i=0}^{N-1} \pi_i b_i [g_{i+1} - g_i]^2 = -\sum_{i=0}^{N} \pi_i (g \Omega g)(i) = 0. \]
Hence, it follows that \( g = 0 \). This is a contradiction by the assumptions.

(ii) Assume that \( g_i = 0 \) for some \( i : 0 < i < N \). By Lemma 2.2, we know that \( g_{i-1} \neq 0 \) and \( g_{i+1} \neq 0 \). If \( g_{i-1} \) and \( g_{i+1} \) are positive or negative simultaneously, without loss of generality, assume that \( g_{i-1} \geq g_{i+1} > 0 \) and let
\[ \overline{g} = g I_{[j \neq i]} + g_{i+1} I_{[j = i]}. \]
Otherwise, without loss of generality, assume that \( g_{i-1} \geq -g_{i+1} > 0 \) and set
\[ \overline{g} = g I_{[0, i-1]} + (-g_{i+1}) I_{[j = i]} + (-g) I_{[i+1, N]}. \]
Then it always holds that \( \overline{g}_0 = \overline{g}_N = 0 \), \( \pi(\overline{g}^2) > \pi(g^2) \) and \( D(\overline{g}) < D(g) \). Hence, we get
\[ \lambda_0 \leq \frac{D(\overline{g})}{\pi(\overline{g}^2)} < \frac{D(g)}{\pi(g^2)} = \lambda_0. \]
This is a contradiction.

(iii) Assume that \( g \) is not strictly positive on \((0, N)\). By Lemma 2.2, we know that \( g_1 \neq 0 \). Without loss of generality, assume that \( g_1 > 0 \) and let \( m = \max\{i : g_i > 0\} \). By (ii), we have \( g_{m+1} < 0 \). Set \( \overline{g} = g I_{[0, m]} + (-g) I_{[m+1, N]} \). Then we get \( \overline{g}_0 = \overline{g}_N = 0 \), \( \pi(\overline{g}^2) = \pi(g^2) \) and \( D(\overline{g}) < D(g) \). This induces a contradiction, similarly in (ii). \( \square \)
The following result represents a character of the eigenfunction \( g \) of the principal eigenvalue \( \lambda_0 \): there maybe exist just two maximal points of \( g \), so it is different from the continuous case.

**Proposition 2.4.** Let \( g > 0 \) be a non-constant solution to the equation \( \Omega g(i) = -\lambda_0 g_i (0 < i < N) \) with \( g_0 = g_N = 0 \), then one of the following two statements for \( g \) must hold:

1. there exists a \( k \in (0, N - 1) \) such that \( 0 = g_0 < g_1 < \cdots < g_k = g_{k+1} > \cdots > g_{N-1} > g_N = 0 \);
2. there exists a \( k \in (0, N) \) such that \( 0 = g_0 < g_1 < \cdots < g_k > \cdots > g_{N-1} > g_N = 0 \).

**Proof.** Suppose that \( k \) and \( n (> k + 1) \) are two maximal points of \( g \) on \((0, N)\), i.e. \( g_{k-1} < g_k \geq g_{k+1} \) and \( g_{n-1} \leq g_n > g_{n+1} \). By Lemma 2.3, we have \( g_n > 0 \). Let

\[
\mathbf{g} = gI_{[0,k-1]} + g_k I_{[k,n]} + cgI_{[n+1,N]},
\]

where \( c = g_k / g_n \). Then we get \( \mathbf{g}_0 = \mathbf{g}_N = 0 \) and

\[
\pi(g^2) = \sum_{i=0}^{k-1} \pi_i g_i^2 + g_k^2 \sum_{i=k}^{n} \pi_i + c^2 \sum_{i=n+1}^{N} \pi_i g_i^2,
\]

\[
- \sum_{i=0}^{N} \pi_i (\mathbf{g} \Omega \mathbf{g})(i) = \lambda_0 \sum_{i=0}^{k-1} \pi_i g_i^2 + \pi_k g_k a_k (g_k - g_{k-1})
\]

\[
+ c^2 \pi_n g_n b_n (g_n - g_{n+1}) + \lambda_0 c^2 \sum_{i=n+1}^{N} \pi_i g_i^2.
\]

Note that

\[
\lambda_0 g_k = -\Omega g(k) \geq a_k (g_k - g_{k-1})
\]

and

\[
\lambda_0 g_n = -\Omega g(n) \geq b_n (g_n - g_{n+1}).
\]

Hence, it follows that

\[
\pi_k g_k a_k (g_k - g_{k-1}) + c^2 \pi_n g_n b_n (g_n - g_{n+1}) \leq \lambda_0 \pi_k g_k^2 + \lambda_0 c^2 \pi_n g_n^2 < \lambda_0 g_k^2 \sum_{i=k}^{n} \pi_i.
\]

Therefore, we obtain

\[
\lambda_0 \leq - \sum_{i=0}^{N} \frac{\pi_i (\mathbf{g} \Omega \mathbf{g})(i)}{\pi(g^2)} < \lambda_0.
\]

This is a contradiction. So either \( k + 1 = n \) which is just the first statement, or \( k = n \) which implies that there exists uniquely an extreme (maximal) point \( k \) and so the second statement holds. Hence, the required assertion follows. \( \square \)
We now study the principal eigenvalue $\lambda_0$ of $\Omega$. If imitating the continuous case completely, we can obtain the variational formulas similar to (1.1) in which the inequalities become equalities only for those eigenfunctions for which part (1) of Proposition 2.4 holds. To deal with the case of part (2) of Proposition 2.4, our idea goes as follows. First, insert a point behind $k$ and enlarge the state space to $E = \{0, 1, \ldots, N, N + 1\}$ (if $N = \infty$, then $E = \mathbb{E}$ and so there is no change). Next, construct a new birth-death chain $(\bar{\pi}_i, \bar{b}_i)$ on $E$ such that its eigenfunction $\bar{g}$ satisfies $\bar{g}_i = g_i (0 \leq i \leq k)$ and $\bar{g}_i = g_i-1 (k + 1 \leq i \leq N + 1)$ (note that $\bar{g}_k = \bar{g}_{k+1}$) and the eigenvalue $\bar{\lambda}_0 = \lambda_0$. In other words, by enlarging the state space, the second case in Proposition 2.4 can be reduced to the first one. Here, it is not difficult to show that

$$\frac{\lambda_0 g_k}{a_k} = 1 + \frac{b_k (g_k - g_{k+1})}{a_k (g_k - g_{k-1})} > 1$$

by the fact that $-\Omega \bar{g}_k = \lambda_0 \bar{g}_k = -\Omega g_k$.

This is just the derivation of the constant $c$. Based on the consideration above, construct the new birth-death chain as follows. Given $k \in [1, N)$, let

$$\bar{\pi}_i = \begin{cases} a_i, & 1 \leq i \leq k - 1; \\ ca_k, & i = k; \\ 1, & i = k + 1; \\ a_{i-1}, & k + 2 \leq i \leq N + 1, \end{cases} \quad \bar{b}_i = \begin{cases} b_i, & 0 \leq i \leq k - 1; \\ c - 1, & i = k; \\ cb_i/(c - 1), & i = k + 1; \\ b_{i-1}, & k + 2 \leq i \leq N, \end{cases}$$

where $c > 1$. Then, we get

$$\pi_i = \pi_i (0 \leq i \leq k - 1), \quad \pi_k = \frac{1}{c} \pi_k, \quad \pi_{k+1} = \frac{c - 1}{c} \pi_k, \quad \pi_i = \pi_{i-1} (k + 2 \leq i \leq N + 1).$$

Of course, there are same relations between $\bar{\pi}_i$ and $\mu_i$. By (2.0), we have

$$\bar{\mu} = \mu < \infty, \quad \sum_{i=0}^{N+1} \frac{1}{\bar{\mu}_i \bar{b}_i} = \sum_{i=0}^{N} \frac{1}{\mu_i \mu_i} + \frac{c}{(c - 1) \mu_k} < \infty. \quad (2.3)$$

The final result (Theorem 2.1) unifies the two cases of eigenfunctions. We now start the detail proof.

Proof of Theorem 2.1. (i) Given $k \in [1, N)$, $c > 1$ and two positive sequences $\{\ell_i\}_{i=0}^{k-1}$ and $\{r_i\}_{i=k+1}^{N}$. For every $h$ satisfying $h_0 = h_N = 0$ and $\pi(h^2) = 1$, define $h$ on $\mathbb{E}$: $\bar{h}_i = h_i (0 \leq i \leq k)$ and $\bar{h}_i = h_{i-1} (k + 1 \leq i \leq N + 1)$. Then we have
\( \pi(h^2) = 1 \) and \( D(h) = D(h) \). By Cauchy-Schwarz inequality, it follows that

\[
1 = \sum_{i=0}^{N+1} \pi_i h_i^2 = \sum_{i=1}^{k} \pi_i (h_i - h_0)^2 + \sum_{i=k+1}^{N} \pi_i (h_{N+1} - h_i)^2
\]

\[
= \sum_{i=1}^{k} \pi_i \left( \sum_{j=0}^{i-1} (h_{j+1} - h_j)^2 \right) + \sum_{i=k+1}^{N} \pi_i \left( \sum_{j=i}^{N} (h_{j+1} - h_j)^2 \right)
\]

\[
\leq \sum_{i=1}^{k} \pi_i \sum_{j=0}^{i-1} \frac{(h_{j+1} - h_j)^2 \pi_j b_j}{\ell_j} \sum_{s=0}^{i-1} \frac{\ell_s}{\pi_s b_s} + \sum_{i=k+1}^{N} \pi_i \sum_{j=i}^{N} \frac{(h_{j+1} - h_j)^2 \pi_j b_j}{r_j} \sum_{s=i}^{N} \frac{r_s}{\pi_s b_s} + \sum_{i=0}^{N+1} \frac{r_s}{\pi_s b_s}
\]

\[
\leq D(h) \left[ \max_{0 \leq j \leq k-1} \left( \frac{1}{\ell_j} \sum_{i=j+1}^{k} \pi_i \sum_{s=0}^{i-1} \frac{\ell_s}{\pi_s b_s} \right) \right] \sup_{k+1 \leq j \leq N} \left( \frac{1}{r_j} \sum_{i=k+1}^{j} \pi_i \sum_{s=i+1}^{N+1} \frac{r_s}{\pi_s b_s} \right)
\]

Let \( f \in \mathcal{F}[0,k], \ g \in \mathcal{F}[k,N] \) and set \( \ell_j = \sum_{i=j+1}^{k} \pi_i f_i \) and \( r_j = \sum_{i=k+1}^{j} \pi_i g_i \). Instead of Mean Value Theorem, we adopt the proportion property and get

\[
\max_{0 \leq j \leq k-1} T_j \leq \max_{1 \leq i \leq k} \frac{1}{f_i} \sum_{s=0}^{i-1} \frac{\ell_s}{\pi_s b_s} = \max_{0 < i \leq k} \Pi_i^{(1)}(f),
\]

\[
\sup_{k+1 \leq j \leq N} \frac{1}{g_{i-1}} \sum_{s=i+1}^{N+1} \frac{r_s}{\pi_s b_s} = \sup_{k \leq i \leq N} \Pi_i^{(2)}(g).
\]

Collecting these facts together, it follows that \( \lambda_0 \geq \eta[0,k] \wedge \eta[k,N] \). Therefore, we have

\[
\lambda_0 \geq \sup_{1 \leq k \leq N} \sup_{c \geq 1} \left( \eta[0,k] \wedge \eta[k,N] \right).
\] (2.4)

(ii) Given \( k \in [1,N] \), \( c > 1 \), let \( f \in \mathcal{F}[0,k], \ g \in \mathcal{F}[k,N] \) and set \( \alpha = f_k \Pi_k^{(1)}(f) / (g_k \Pi_k^{(2)}(g)) \). Define \( h_0 = h_N = 0 \), \( h_i = f_i \Pi_i^{(1)}(f) (1 \leq i \leq k) \) and \( h_i = \alpha g_i \Pi_i^{(2)}(g) (k \leq i \leq N - 1) \). Then we obtain

\[
D(h) = \sum_{i=0}^{k-1} \pi_i b_i (h_{i+1} - h_i)^2 + \sum_{i=k+1}^{N} \pi_i a_i (h_{i+1} - h_i)^2
\]

\[
= \sum_{i=0}^{k-1} (h_{i+1} - h_i) \left( \sum_{s=i+1}^{k-1} \pi_s f_s + \frac{1}{c} \pi_k f_k \right)
\]

\[
+ \alpha \sum_{i=k+1}^{N} (h_{i+1} - h_i) \left( \sum_{s=k+1}^{N} \pi_s g_s + \frac{c-1}{c} \pi_k g_k \right)
\]
\[
\begin{align*}
&= \sum_{s=1}^{k-1} \pi_s f_s \sum_{i=0}^{s-1} (h_{i+1} - h_i) + \frac{1}{c} \pi_k f_k h_k + \alpha \sum_{s=k+1}^{N-1} \pi_s g_s \sum_{i=s+1}^{N} (h_{i-1} - h_i) \\
&\quad + \frac{c-1}{c} \alpha \pi_k g_k h_k \\
&= \sum_{s=1}^{k-1} \pi_s f_s h_s + \frac{1}{c} \pi_k f_k h_k + \alpha \sum_{s=k+1}^{N-1} \pi_s g_s h_s + \frac{c-1}{c} \alpha \pi_k g_k h_k \\
&\leq \left( \sum_{s=1}^{k-1} \pi_s h_s^2 + \frac{\pi_k h_k^2}{c} \right) \max_{1 \leq i \leq k} \Pi_i^{(1)} (f)^{-1} \\
&\quad + \left( \sum_{s=k+1}^{N-1} \pi_s h_s^2 + \frac{c-1}{c} \pi_k h_k^2 \right) \sup_{k \leq i \leq N} \Pi_i^{(2)} (g)^{-1} \\
&\leq \pi (h^2) \left( \max_{1 \leq i \leq k} \Pi_i^{(1)} (f)^{-1} \vee \sup_{k \leq i \leq N} \Pi_i^{(2)} (g)^{-1} \right).
\end{align*}
\]

Hence, we have \( \lambda_0 \leq \zeta[0, k] \vee \zeta[k, N] \). Therefore, we have

\[
\lambda_0 \leq \inf_{1 \leq k < N \leq 1} \inf (\zeta[0, k] \vee \zeta[k, N]). \tag{2.5}
\]

(iii) No matter the eigenfunction \( g \) belongs to the case (1) or (2) of Proposition 2.4, we always set \( f_1 = g I_{[0, k]} \in \mathcal{F}[0, k] \) and \( f_2 = g I_{[k, N]} \in \mathcal{F}[k, N] \). By (2.2), it follows that

\[
\lambda_0 \sum_{s=j+1}^{k-1} \mu_s g_s = \mu_j b_j (g_{j+1} - g_j) - \mu_k a_k (g_k - g_{k-1}) \quad (0 \leq j \leq i - 1)
\]

and

\[
\lambda_0 \sum_{s=k+1}^{j-1} \mu_s g_s = \mu_j a_j (g_{j-1} - g_j) - \mu_k b_k (g_{k+1} - g_k) \quad (i + 1 \leq j \leq N)
\]

If \( g \) belongs to the case (2) of Proposition 2.4, set \( c = \lambda_0 g_k / (a_k (g_k - g_{k-1})) \), then \( \Pi_i^{(1)} (f_1) = \lambda_0^{-1} \quad (0 < i \leq k) \), \( \Pi_i^{(2)} (f_2) = \lambda_0^{-1} \quad (k \leq i < N) \). Hence, the equalities in (2.4) and (2.5) hold.

If \( g \) belongs to the case (1) of Proposition 2.4, then we have

\[
\Pi_i^{(1)} (f_1) = \frac{1}{\lambda_0} - \left( 1 - \frac{1}{c} \right) \mu_k g_k \frac{1}{g_i} \sum_{j=0}^{i-1} \frac{1}{\mu_j b_j}, \quad 0 < i \leq k,
\]

\[
\Pi_i^{(2)} (f_2) = \frac{1}{\lambda_0} + \left( 1 - \frac{1}{c} \right) \mu_k g_k \frac{1}{g_i} \sum_{j=i+1}^{N} \frac{1}{\mu_j a_j}, \quad k \leq i < N.
\]
By these equalities, it is easy to get that
\[
\inf_{c > 1} \left( \max_{0 < i \leq k} \Pi_i^{(1)}(f_1)^{-1} \bigvee_{k < i \leq N} \sup_{k < i \leq N} \Pi_i^{(2)}(f_2)^{-1} \right) = \lambda_0,
\]
\[
\sup_{c > 1} \left( \min_{0 < i \leq k} \Pi_i^{(1)}(f_1)^{-1} \bigwedge_{k < i \leq N} \inf_{k < i \leq N} \Pi_i^{(2)}(f_2)^{-1} \right) = \lambda_0.
\]

So the right-hand side of (2.4) \( \geq \lambda_0 \) and the right-hand side of (2.5) \( \leq \lambda_0 \). Hence, the formulas in (2.1) hold.

We have thus proved the required assertion. □

We now study the explicit bounds of \( \lambda_0 \). In the proof of Theorem 2.1, we construct a new birth-death chain \((\vec{\pi}_i, \vec{b}_i)\) on \( E = \{0, 1, \cdots, N, N+1\} \). The mixed eigenvalues on \([0, k]\) and \([k+1, N+1]\) are denoted by \( \lambda_0^{(c)}[0, k] \) and \( \lambda_0^{(c)}[k+1, N+1] \) respectively. It is easy to see that
\[
\Pi_i^{(1)}(f) = \frac{1}{f_i} \sum_{j=0}^{i-1} \frac{1}{\mu_j \bar{b}_j} \sum_{s=j+1}^{k} \bar{\pi}_s f_s, \quad 0 < i \leq k.
\]

Let \( \vec{f}_i = f_{i-1}(k+1 < i \leq N+1) \). Then we easily know that
\[
\Pi_i^{(2)}(f) = \frac{1}{f_{i+1}} \sum_{j=i+2}^{N+1} \frac{1}{\mu_j \bar{b}_j} \sum_{s=j+1}^{k} \bar{\pi}_s \vec{f}_s, \quad k < i < N.
\]

Hence, from ref. [3; Theorem 2.1], it follows that \( \zeta[0, k] = \lambda_0^{(c)}[0, k] = \eta[0, k] \) and \( \zeta[k, N] = \lambda_0^{(c)}[k + 1, N + 1] = \eta[k, N] \). So (2.1) can be rewritten as
\[
\inf_{1 \leq k < N < c > 1} (\lambda_0^{(c)}[0, k] \sqcup \lambda_0^{(c)}[k+1, N+1]) = \lambda_0 = \sup_{1 \leq k < N < c > 1} (\lambda_0^{(c)}[0, k] \sqcap \lambda_0^{(c)}[k+1, N+1]).
\]

Let
\[
\delta'(k, c) = \max_{1 \leq i \leq k} \frac{1}{\mu_j \bar{b}_j} \left( \sum_{j=0}^{k-1} \mu_j + \frac{1}{c} \mu_k \right),
\]
\[
\delta''(k, c) = \sup_{k+1 \leq i \leq N} \frac{1}{\mu_j \bar{a}_j} \left( \sum_{j=k+1}^{i-1} \mu_j + \frac{c-1}{c} \mu_k \right),
\]
Then, by ref. [2; Theorem 3.4], it follows that
\[
\delta'(k, c)^{-1} \geq \lambda_0^{(c)}[0, k] \geq (4\delta'(k, c))^{-1}
\]
and
\[
\delta''(k, c)^{-1} \geq \lambda_0^{(c)}[k + 1, N + 1] \geq (4\delta''(k, c))^{-1}.
\]
From (2.6), the following corollary follows immediately.

**Corollary 2.5.**

\[ \inf_{1 \leq k < N} \inf_{c > 1} (\delta'(k, c) \wedge \delta''(k, c))^{-1} \geq \lambda_0 \geq \sup_{1 \leq k < N} \sup_{c > 1} (4(\delta'(k, c) \vee \delta''(k, c)))^{-1}. \]

Three examples are illustrated as follows.

**Example 2.6.** Let \( N = 3 \), \( a_i = 1 \) \((i = 1, 2, 3)\) and \( b_i = 1 \) \((i = 0, 1, 2)\). Then \( \mu_i = 1 \) \((i = 0, 1, 2, 3)\). Given \( k = 1 \), we have

\[
\Pi_1^{(1)}(f) = \frac{1}{c}, \\
\Pi_1^{(2)}(f) = 2 - \frac{2}{c} + \frac{f_2}{f_1}, \\
\Pi_2^{(2)}(f) = 1 + \left(1 - \frac{1}{c}\right)\frac{f_1}{f_2}.
\]

Set \( f_1 = f_2 \). We get \( \Pi_1^{(2)}(f) = 3 - 2/c \) and \( \Pi_2^{(2)}(f) = 2 - 1/c \). By (2.1) plus some computation, one gets the exact estimate \( \lambda_0 = 1 \). In fact, the eigenfunction \( g \) here satisfies \( g_1 = g_2 \). By Corollary 2.5, we have \( 1 \geq \lambda_0 \geq 1/4 \).

**Example 2.7.** Let \( N = 3 \), \( a_1 = a_2 = 1 \), \( a_3 = 3 \) and \( b_i = i + 1 \) \((i = 0, 1, 2)\). Then \( \mu_0 = \mu_1 = 1 \) and \( \mu_2 = \mu_3 = 2 \). Given \( k = 1 \), we have

\[
\Pi_1^{(1)}(f) = \frac{1}{c}, \\
\Pi_1^{(2)}(f) = \frac{2}{3}(1 - 1/c) + \frac{f_2}{3f_1}, \\
\Pi_2^{(2)}(f) = \frac{1}{3} + (1 - 1/c)\frac{f_1}{6f_2}.
\]

Set \( f_1 = 2f_2 \). We have

\[
\Pi_1^{(2)}(f) = \frac{5}{6} - \frac{2}{3c}, \\
\Pi_2^{(2)}(f) = \frac{2}{3} - \frac{1}{3c}.
\]

Let \( c = 2 \). The exact estimate \( \lambda_0 = 2 \) is provided by (2.1). The eigenfunction \( g \) here satisfies \( g_1 = 2g_2 \) (so \( g_1 \neq g_2 \)). Corollary 2.5 gives us \( 7/3 \geq \lambda_0 \geq 7/12 \).

**Example 2.8.** Let \( N = 3 \), \( a_1 = (2 - \varepsilon^2)/(1 + \varepsilon) \), \( a_2 = a_3 = 1 \), \( b_0 = b_1 = 1 \) and \( b_2 = 2 \), where \( \varepsilon \in [0, \sqrt{2}) \). Then \( \mu_0 = 1 \) and

\[
\mu_1 = \mu_2 = \mu_3/2 = (1 + \varepsilon)/(2 - \varepsilon^2).
\]

Here the eigenfunction \( g \) satisfies \( g_1 = (1 + \varepsilon)g_2 \) and \( \lambda_0 = 2 - \varepsilon \). Given \( k = 1 \), for each \( f \), we have

\[
\Pi_1^{(1)}(f) = \frac{1 + \varepsilon}{c(2 - \varepsilon^2)}, \\
\Pi_1^{(2)}(f) = \frac{3}{2}(1 - 1/c) + \frac{f_2}{2f_1}, \\
\Pi_2^{(2)}(f) = \frac{1}{2} + (1 - 1/c)\frac{f_1}{2f_2}.
\]
In particular, let \( f_1 = (1 + \varepsilon)f_2 \). We see that

\[
\Pi^{(2)}_1(f) = \frac{3}{2}(1 - 1/c) + \frac{1}{2(1 + \varepsilon)} \quad \text{and} \quad \Pi^{(2)}_2(f) = \frac{1}{2} + (1 - 1/c)\frac{1 + \varepsilon}{2}.
\]

If \( \varepsilon = 0 \), then by (2.1), it follows that

\[
sup \frac{2}{c+1} \leq \lambda_0 \leq \inf \frac{2}{c+1},
\]

i.e. we get the exact estimate \( \lambda_0 = 2 \) (by letting \( c \to 1 \)). At the same time, by Corollary 2.5, we have \( 2 \geq \lambda_0 \geq 1/2 \). If \( \varepsilon > 0 \), set \( c = (2 - \varepsilon)(1 + \varepsilon)/(2 - \varepsilon^2) \), then we get the exact estimate \( \lambda_0 = 2 - \varepsilon \) by (2.1) plus some computation. If \( \varepsilon = 1 \), from Corollary 2.5, it follows that \( 7/6 \geq \lambda_0 \geq 7/24 \).

3. Higher-order eigenvalues in continuous case.

Consider the higher-order Dirichlet eigenvalues of the differential operator \( L \) on the finite interval \((p, q)\):

\[
\lambda_n = \inf \{ D(f) : f \in C^1(p, q) \cap C[p, q], f(p) = f(q) = 0, \pi(f^2) = 1, \pi(fg_i) = 0, i = 0, 1, \ldots, n - 1 \},
\]

where \( g_i \) is the corresponding eigenfunction of \( \lambda_i \) on \((p, q)\), i.e. \( Lg_i = -\lambda_i g_i \). The idea is that since there exist exactly number \( n \) of zero-points of the corresponding eigenfunction \( g_n \) of \( \lambda_n \) on \((p, q)\) (cf. ref. [5; Theorem 19 of Chapter 5]), we divided the interval \((p, q)\) into \( n + 1 \) sub-intervals according to the zero-points of \( g_n \). Then reduce the study of \( \lambda_n \) to the first Dirichlet eigenvalue problem in sub-intervals. In detail, given \( n \) points on \((p, q)\), denoted by \( x_1, \ldots, x_n \), with \( x_1 < \cdots < x_n \). Let \( x_0 = p \) and \( x_{n+1} = q \). Consider the differential operator \( L \) on \((x_i, x_{i+1})\) with Dirichlet boundary. Denote by \( \lambda_0(x_i, x_{i+1}) \) the first Dirichlet eigenvalue on \((x_i, x_{i+1})\).

**Theorem 3.1.** Let \( a \) and \( b \) are continuous on the finite interval \([p, q]\) and \( a > 0 \). Then

\[
\inf_{p < x_1 < \cdots < x_n < q} \max_{0 \leq i \leq n} \lambda_0(x_i, x_{i+1}) = \lambda_n = \sup_{p < x_1 < \cdots < x_n < q} \min_{0 \leq i \leq n} \lambda_0(x_i, x_{i+1})
\]

**Proof.** Applying ref. [5; Theorem 19 of Chapter 5] to the functions \( p(x) = e^{C(x)} \), \( q(x) ≡ 0 \) and \( ρ(x) = p(x)/α(x) \), we know that there exist number \( n \) of zeros-
points on \((p, q)\) of the eigenfunction \( g_n \) corresponding to \( \lambda_n \). Denoted them by \( x'_1, \ldots, x'_n \). Let \( x'_0 = p \) and \( x'_{n+1} = q \). Then there must exist \( i \) and \( j \) such that \( x_i \leq x'_i < x'_{i+1} \leq x_{i+1} \) and \( x_j \leq x_j < x_{j+1} \leq x'_{j+1} \), i.e. \( (x'_i, x'_{i+1}) \subseteq (x_i, x_{i+1}) \) and \( (x_j, x_{j+1}) \subseteq (x'_j, x'_{j+1}) \). On the one hand, by the monotonicity of the first Dirichlet eigenvalue with respect to intervals, we have \( \lambda_0(x'_i, x'_{i+1}) \geq \lambda_0(x_i, x_{i+1}) \) and \( \lambda_0(x_j, x_{j+1}) \geq \lambda_0(x'_j, x'_{j+1}) \). On the other hand, note that we have \( Lg_n = -\lambda_n g_n \), but there is no zero-point of \( g_n \) on every sub-interval \((x'_k, x'_{k+1})\) for \( k = 0, \cdots, n \). This implies that \( g_n \) is just the eigenfunction corresponding to the first
Dirichlet eigenvalue on the sub-interval and \( \lambda_n = \lambda_0(x'_i, x'_{i+1}) \). Hence, we obtain \( \lambda_0(x_j, x_{j+1}) \geq \lambda_n \geq \lambda_0(x_i, x_{i+1}) \). Furthermore, since \( x_1 < \cdots < x_n \) are arbitrary, we get
\[
\inf_{p<x_1<\cdots<x_n<q} \max_{0 \leq i \leq n} \lambda_0(x_i, x_{i+1}) \geq \lambda_n \geq \sup_{p<x_1<\cdots<x_n<q} \min_{0 \leq i \leq n} \lambda_0(x_i, x_{i+1}).
\]
In particular, if \( x_i = x'_i (i = 1, 2, \cdots, n) \), then the inequalities above all become equalities and so the required assertion holds. \( \square \)

The next explicit bounds of \( \lambda_n \) follow from Theorem 3.1 and Corollary 1.5 immediately.

**Corollary 3.2.** Let
\[
\delta'_i(c) = \sup_{x \in (x_i, c)} \int_{x_i}^x e^{-C(y)}dy \int_x^c \frac{e^C(u)}{a(u)} du \quad \text{and}
\]
\[
\delta''_i(c) = \sup_{x \in (c, x_{i+1})} \int_{x_i}^{x+1} e^{-C(y)}dy \int_c^x \frac{e^C(u)}{a(u)} du.
\]
Then under the assumptions of Theorem 3.1, the following conclusion holds
\[
\inf_{p<x_1<\cdots<x_n<q} \max_{0 \leq i \leq n} \delta'_i(c_i)^{-1} \geq \lambda_n \geq \sup_{p<x_1<\cdots<x_n<q} \min_{0 \leq i \leq n} \left( 4 \delta''_i(c_i) \right)^{-1},
\]
where \( c_i \) is the unique solution to the equation \( \delta'_i(c) = \delta''_i(c) \) on \( (x_i, x_{i+1}) \) \( (i = 0, 1, \cdots, n) \).

**Example 3.3.** Let \( a(x) \equiv 1 \) and \( b(x) \equiv 0 \). Set \( x_i = i/(n+1) (i = 1, 2, \cdots, n) \). Then
\[
c_i = \frac{x_i + x_{i+1}}{2} = \frac{2i + 1}{2(n+1)} \quad \text{and} \quad \delta'_i(c_i) = \frac{1}{16(n+1)^2}, \quad i = 0, 1, \cdots, n.
\]
By Corollary 3.2, it follows that \( 4(n+1)^2 \leq \lambda_n \leq 16(n+1)^2 \). The exact value is \( \lambda_n = (n+1)^2 \pi^2 \approx 9.8696(n+1)^2 \) and the corresponding eigenfunction is \( f(x) = \sin \left( (n+1)\pi x \right) \).
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Appendix [unpublished]. We show a result about an approximating procedure.

**Proposition.** Fix $\varepsilon > 0$. Let $C$ be bounded on the interval $[0, \varepsilon]$. Given $\delta \neq 0$, then for every absolutely continuous function $g$ with $g(0) = 0$ and $g(\varepsilon) = \delta$, we have

$$
\int_0^\varepsilon g'^2 e^{C} \geq \frac{1}{\varepsilon} \delta^2 \exp \left[ \inf_{x \in [0, \varepsilon]} C(x) \right].
$$

If moreover $g$ is increasing, then

$$
\int_0^\varepsilon g^2 e^{C} \leq \varepsilon \delta^2 \exp \left[ \sup_{x \in [0, \varepsilon]} C(x) \right].
$$

In particular, if $\delta = \delta(\varepsilon) \not\to 0$ as $\varepsilon \to 0$, then

$$
\lim_{\varepsilon \to 0} \int_0^\varepsilon g'^2 e^{C} = \infty.
$$

**Proof.** Represent $g$ by

$$
g(x) = \delta \int_0^x h/\int_0^x h, \quad x \leq \varepsilon.
$$

Then $g' = \delta h/\int_0^x h$. By the Cauchy-Schwarz inequality, we have

$$
\left( \int_0^\varepsilon h \right)^2 = \left( \int_0^\varepsilon e^{-C/2} h e^{C/2} \right)^2 \leq \int_0^\varepsilon e^{-C} \int_0^\varepsilon h^2 e^{C}.
$$

Hence

$$
\int_0^\varepsilon g'^2 e^{C} = \frac{\delta^2 \int_0^\varepsilon h^2 e^{C}}{\left( \int_0^\varepsilon h \right)^2} \geq \frac{\delta^2 \int_0^\varepsilon e^{-C}}{\int_0^\varepsilon e^{-C}} \geq \frac{1}{\varepsilon} \delta^2 \exp \left[ \inf_{x \in [0, \varepsilon]} C(x) \right].
$$

In the case that $g$ is increasing, we can assume that $h \geq 0$. Then

$$
\int_0^\varepsilon g^2 e^{C} = \delta^2 \int_0^\varepsilon \left( \int_0^x h/\int_0^x h \right)^2 e^{C} \leq \delta^2 \int_0^\varepsilon e^{C} \leq \varepsilon \delta^2 \exp \left[ \sup_{x \in [0, \varepsilon]} C(x) \right]. \quad \square
$$

**Corollary.** If $\varepsilon \to 0$ but $\delta = \delta(\varepsilon) \not\to 0$, then $\lim_{\varepsilon \to 0} \int_0^\varepsilon g'^2 e^{C} = \infty.$
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Abstract
This paper consists of four parts. In the first part, we explain what eigenvalues we are interested in and show the difficulties of the study on the first (non-trivial) eigenvalue through examples. In the second part, we present some (dual) variational formulas and explicit bounds for the first eigenvalue of Laplacian on Riemannian manifolds or Jacobi matrices (Markov chains). Here, a probabilistic approach—the coupling methods is adopted. In the third part, we introduce recent lower bounds of several basic inequalities; these are based on a generalization of Cheeger’s approach which comes from Riemannian geometry. In the last part, a diagram of nine different types of ergodicity and a table of explicit criteria for them are presented. These criteria are motivated by the weighted Hardy inequality which comes from Harmonic analysis.
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Part I. Introduction
We will start by explaining what eigenvalues we are interested in.

1.1 Definition. Consider a birth-death process with a state space

\[ E = \{0, 1, 2, \cdots, n\} \quad (n \leq \infty) \]

and an intensity matrix \( Q = (q_{ij}) \): \( q_{k,k-1} = a_k > 0 \) \((1 \leq k \leq n)\), \( q_{k,k+1} = b_k > 0 \) \((0 \leq k \leq n-1)\), \( q_{k,k} = -(a_k + b_k) \), and \( q_{ij} = 0 \) for other \( i \neq j \). Since the sum of each row equals 0, we have \( Q1 = 0 = 0 \cdot 1 \). This means that the \( Q \)-matrix has an eigenvalue 0 with an eigenvector 1. Next, consider the finite case of \( n < \infty \). Then, the eigenvalues of \(-Q\) are discrete: \( 0 = \lambda_0 < \lambda_1 \leq \cdots \leq \lambda_n \). We are interested in the first (non-trivial) eigenvalue \( \lambda_1 = \lambda_1 - \lambda_0 \) (also called spectral gap of \( Q \)).
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the infinite case \( (n = \infty) \), \( \lambda_1 \) can be 0. Certainly, one can consider a self-adjoint elliptic operator in \( \mathbb{R}^d \), the Laplacian \( \Delta \) on manifolds, or an infinite-dimensional operator as in the study of interacting particle systems.

1.2 Difficulties. To get a concrete feeling about the difficulties of this topic, let us first look at the following examples with a finite state space. When \( E = \{0, 1\} \), it is trivial that \( \lambda_1 = a_1 + b_0 \). The result is nice because when either \( a_1 \) or \( b_0 \) increases, so does \( \lambda_1 \). When \( E = \{0, 1, 2\} \), we have four parameters \( b_0, b_1, a_1, a_2 \) and

\[
\lambda_1 = 2^{-1} \left[ a_1 + a_2 + b_0 + b_1 - \sqrt{(a_1 - a_2 + b_0 - b_1)^2 + 4a_1 b_1} \right].
\]

When \( E = \{0, 1, 2, 3\} \), we have six parameters: \( b_0, b_1, b_2, a_1, a_2, a_3 \). In this case, the expression for \( \lambda_1 \) is too lengthy to write. The roles of the parameters are inter-related in a complicated manner. Clearly, it is impossible to compute \( \lambda_1 \) explicitly when the size of the matrix is greater than five.

Next, consider the infinite state space \( E = \{0, 1, 2, \cdots\} \). Denote the eigenfunction of \( \lambda_1 \) by \( g \) and the degree of \( g \) by \( D(g) \) when \( g \) is polynomial. Three examples of the perturbation of \( \lambda_1 \) and \( D(g) \) are listed in Table 1.1.

<table>
<thead>
<tr>
<th>( b_i ) (( i \geq 0 ))</th>
<th>( a_i ) (( i \geq 1 ))</th>
<th>( \lambda_1 )</th>
<th>( D(g) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i + c ) (( c &gt; 0 ))</td>
<td>( 2i )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( i + 1 )</td>
<td>( 2i + 3 )</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( i + 1 )</td>
<td>( 2i + (4 + \sqrt{2}) )</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1.1 Three examples of the perturbation of \( \lambda_1 \) and \( D(g) \)

The first line is the well known linear model for which \( \lambda_1 = 1 \), independent of the constant \( c > 0 \), and \( g \) is linear. Keeping the same birth rate, \( b_i = i + 1 \), changes the death rate \( a_i \) from \( 2i \) to \( 2i + 3 \) (resp. \( 2i + 4 + \sqrt{2} \)), which leads to the change of \( \lambda_1 \) from one to two (resp. three). More surprisingly, the eigenfunction \( g \) is changed from linear to quadratic (resp. triple). For the other values of \( a_i \) between \( 2i, 2i + 3 \) and \( 2i + 4 + \sqrt{2} \), \( \lambda_1 \) is unknown since \( g \) is non-polynomial. As seen from these examples, the first eigenvalue is very sensitive. Hence, in general, it is very hard to estimate \( \lambda_1 \).

In the next section, we find that this topic is studied extensively in Riemannian geometry.

II. New variational formula for the first eigenvalue

2.1 Story of estimating \( \lambda_1 \) in geometry. At first, we recall the study of \( \lambda_1 \) in geometry.

Consider Laplacian \( \Delta \) on a compact Riemannian manifold \((M, g)\), where \( g \) is the Riemannian metric. The spectrum of \( \Delta \) is discrete:

\[
\cdots \leq -\lambda_2 \leq -\lambda_1 < -\lambda_0 = 0
\]
Estimating these eigenvalues $\lambda_k$ (especially $\lambda_1$) is very important in modern geometry. As far as we know, five books, excluding those books on general spectral theory, have been devoted to this topic: Chavel (1984), Bérard (1986), Schoen and Yau (1988), Li (1993) and Ma (1993). For a manifold $M$, denote its dimension, diameter and the lower bound of Ricci curvature by $d$, $D$, and $K$ (Ricci$_M \geq Kg$), respectively. We are interested in estimating $\lambda_1$ in terms of these three geometric quantities. It is relatively easy to obtain an upper bound $K$ and the original starting point is to learn from the geometers and to study their methods, now very complete, due to the efforts of many geometers in the past 40 years. Our seventh are all sharp for the unit circle. As seen from this table, the picture is or higher dimensions but fail for the unit circle; the fourth, the sixth, and the (2.6) and (2.7) are sharp. The first two are sharp for the unit sphere in two and $x$.

$$\lambda_1 = \inf \left\{ \int_M \|\nabla f\|^2 dx : f \in C^1(M), \int f dx = 0, \int f^2 dx = 1 \right\}, \quad (2.0)$$

where “$dx$” is the Riemannian volume element. To obtain the lower bound, however, is much harder. In Table 2.1, we list eight of the strongest lower bounds that have been derived in the past, using various sophisticated methods.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Lichnerowicz (1958)</td>
<td>$\frac{d}{d-1} K, \quad K \geq 0. \quad (2.1)$</td>
</tr>
<tr>
<td>P. H. Bérard, G. Besson &amp; S. Gallot (1985)</td>
<td>$d \left{ \int_0^{\pi/2} \cos^{d-1} t dt \right}^{2/d}, \quad K = d - 1 &gt; 0. \quad (2.2)$</td>
</tr>
<tr>
<td>P. Li &amp; S. T. Yau (1980)</td>
<td>$\frac{\pi^2}{2D^2}, \quad K \geq 0. \quad (2.3)$</td>
</tr>
<tr>
<td>J. Q. Zhong &amp; H. C. Yang (1984)</td>
<td>$\frac{\pi^2}{D^2}, \quad K \geq 0. \quad (2.4)$</td>
</tr>
<tr>
<td>P. Li &amp; S. T. Yau (1980)</td>
<td>$\frac{1}{D^2(d-1) \exp \left[ 1 + \sqrt{1 + 16\alpha^2} \right]}, \quad K \leq 0. \quad (2.5)$</td>
</tr>
<tr>
<td>K. R. Cai (1991)</td>
<td>$\frac{\pi^2}{D^2} + K, \quad K \leq 0. \quad (2.6)$</td>
</tr>
<tr>
<td>H. C. Yang (1989) &amp; F. Jia (1991)</td>
<td>$\frac{\pi^2}{D^2} e^{-\alpha}, \quad \text{if } d \geq 5, \quad K \leq 0. \quad (2.7)$</td>
</tr>
<tr>
<td>H. C. Yang (1989) &amp; F. Jia (1991)</td>
<td>$\frac{\pi^2}{2D^2} e^{-\alpha'}, \quad \text{if } 2 \leq d \leq 4, \quad K \leq 0, \quad (2.8)$</td>
</tr>
</tbody>
</table>

Table 2.1  Ten lower bounds of $\lambda_1$

In Table 2.1, the two parameters $\alpha$ and $\alpha'$ are defined as $\alpha = D \sqrt{|K|(d-1)/2}$ and $\alpha' = D \sqrt{|K|(d-1 \sqrt{2})/2}$. Among these estimates, five ((2.1), (2.2), (2.4), (2.6) and (2.7)) are sharp. The first two are sharp for the unit sphere in two or higher dimensions but fail for the unit circle; the fourth, the sixth, and the seventh are all sharp for the unit circle. As seen from this table, the picture is now very complete, due to the efforts of many geometers in the past 40 years. Our original starting point is to learn from the geometers and to study their methods,
especially the recent new developments. In the next section, we will show that one can go in the opposite direction, i.e., studying the first eigenvalue by using probabilistic methods. Exceeding our expectations, we find a general formula for the lower bound.

### 2.2 New variational formula.

Before stating our new variational formula, we introduce two notations:

\[ C(r) = \cosh^{d-1}\left[ \frac{r}{2} \sqrt{\frac{-K}{d-1}} \right], \quad r \in (0, D). \]

\[ \mathcal{F} = \{ f \in C[0, D] : f > 0 \text{ on } (0, D) \}. \]

Here, we have used all the three quantities: the dimension \( d \), the diameter \( D \), and the lower bound \( K \) of Ricci curvature.

**Theorem 2.1 [General formula] (Chen & Wang (1997a)).**

\[
\lambda_1 \geq \sup_{f \in \mathcal{F}} \inf_{r \in (0, D)} \frac{4f(r)}{\int_{0}^{r} C(s)^{-1}ds \int_{s}^{D} C(u)f(u)du} =: \xi_1. \tag{2.9}
\]

The new variational formula has its essential value in estimating the lower bound. It is a dual of the classical variational formula in the sense that “inf” in (2.0) is replaced by “sup” in (2.9). The classical formula can be traced to Lord S. J. W. Rayleigh (1877) and E. Fischer (1905). Noticing that these two formulas (2.0) and (2.9) look very different, which explains why such a formula (2.9) has never appeared before. This formula can produce many new lower bounds. For instance, the one corresponding to the trivial function \( f \equiv 1 \) is non-trivial in geometry. Applying the general formula to the test functions \( \sin(\alpha r) \) and \( \cosh^{1-d}(\alpha r)\sin(\beta r) \) with \( \alpha = 2^{-1}\sqrt{|K|/(d-1)} \) and \( \beta = \pi/(2D) \), we obtain the following:

**Corollary 2.2** (Chen & Wang (1997a)).

\[
\lambda_1 \geq \frac{dK}{d-1} \left\{ 1 - \cos^d \left[ \frac{D}{2} \sqrt{\frac{K}{d-1}} \right] \right\}^{-1}, \quad d > 1, \quad K \geq 0 \tag{2.10}
\]

\[
\lambda_1 \geq \frac{\pi^2}{D^2} \sqrt{1 - \frac{2D^2K}{\pi^4}} \cosh^{1-d} \left[ \frac{D}{2} \sqrt{\frac{-K}{d-1}} \right], \quad d > 1, \quad K \leq 0. \tag{2.11}
\]

Applying this formula to some very complicated test functions, we can prove the following result:

**Corollary 2.3** (Chen, Scacciatelli and Yao (2002)).

\[
\lambda_1 \geq \frac{\pi^2}{D^2} + K/2, \quad K \in \mathbb{R}. \tag{2.12}
\]

The corollaries improve all the estimates (2.1)—(2.8). Especially, (2.10) improves (2.1) and (2.2), (2.11) improves (2.7) and (2.8), and (2.12) improves...
(2.3) and (2.6). Moreover, the linear approximation in (2.12) is optimal in the sense that the coefficient $1/2$ of $K$ is exact.

A test function is indeed a mimic of the eigenfunction, so it should be chosen appropriately in order to obtain good estimates. A question arises naturally: does there exist a single representative test function such that we can avoid the task of choosing a different test function each time? The answer is seemingly negative since we have already seen that the eigenvalue and the eigenfunction are both very sensitive. Surprisingly, the answer is affirmative. The representative test function, though very tricky to find, has a rather simple form: $f(r) = \sqrt{\int_0^r C(s)^{-1} ds}$. This is motivated from the study of the weighted Hardy inequality, a powerful tool in harmonic analysis (cf. Muckenhoupt (1972), Opic and Kufner (1990)).

**Corollary 2.4** (Chen (2000)). For the lower bound $\xi_1$ of $\lambda_1$ given in Theorem 2.1, we have $4\delta^{-1} \geq \xi_1 \geq \delta^{-1}$, where

$$\delta = \sup_{r \in (0,D)} \left( \int_0^r C(s)^{-1} ds \right) \left( \int_D^r C(s) ds \right),$$

$$C(s) = \cosh^d (s \sqrt{-K} / (d - 1)).$$

Theorem 2.1 and its corollaries are also valid for manifolds with a convex boundary endowed with the Neumann boundary condition. In this case, the estimates (2.1)—(2.8) are conjectured by the geometers to be correct. However, only the Lichnerowicz’s estimate (2.1) was proven by J. F. Escobar in 1990. The others in (2.2)—(2.8) and furthermore in (2.10)—(2.13) are all new in geometry.

On the one hand, the proof of this theorem is quite straightforward, based on the coupling introduced by Kendall (1986) and Cranston (1991). On the other hand, the derivation of this general formula requires much effort. The key point is to find a way to mimic the eigenfunctions. For more details, refer to Chen (1997).

Applying similar proof techniques to general Markov processes, we also obtain variational formulas for non-compact manifolds, elliptic operators in $\mathbb{R}^d$ (Chen and Wang (1997b)), and Markov chains (Chen (1996)). It is more difficult to derive the variational formulas for the elliptic operators and Markov chains due to the presence of infinite parameters in these cases. In contrast, there are only three parameters ($d$, $D$, and $K$) in the geometric case. In fact, formula (2.9) is a particular example of our general formula (which is complete in dimensional one) for elliptic operators.

To conclude this part, we return to the matrix case introduced at the beginning of the paper.

### 2.3 Birth-death processes

Let $b_i > 0 (i \geq 0)$ and $a_i > 0 (i \geq 1)$ be the birth and death rates, respectively. Define

$$\mu_0 = 1, \quad \mu_i = \frac{b_0 \cdots b_{i-1}}{a_1 \cdots a_i} (i \geq 1).$$
Assume that the process is non-explosive:
\[ \sum_{k=0}^{\infty} (b_k \mu_k)^{-1} \sum_{i=0}^{k} \mu_i = \infty \quad \text{and moreover} \quad \mu = \sum_i \mu_i < \infty. \quad (2.14) \]

The corresponding Dirichlet form is
\[ D(f) = \sum_i \pi_i b_i (f_{i+1} - f_i)^2, \quad \mathcal{D}(D) = \{ f \in L^2(\pi) : D(f) < \infty \}. \]

Here and in what follows, only the diagonal elements \( D(f) \) are written, but the non-diagonal elements can be computed from the diagonal ones by using the quadrilateral role. We then have the classical formula
\[ \lambda_1 = \{ D(f) : \pi(f) = 0, \pi(f^2) = 1 \}. \]

Define
\[ \mathcal{F}' = \{ f : f_0 = 0, \text{there exists } k : 1 \leq k \leq \infty \text{ so that } f_i = f_{i+k} \text{ and } f \text{ is strictly increasing in } [0, k] \}, \]
\[ \mathcal{F}'' = \{ f : f_0 = 0, \text{ } f \text{ is strictly increasing} \}, \]
and
\[ I_i(f) = \frac{1}{\mu_i b_i (f_{i+1} - f_i)} \sum_{j \geq i+1} \mu_j f_j. \]

Let \( \tilde{f} = f - \pi(f) \). Then we have the following results:

**Theorem 2.5 (Chen (1996, 2000, 2001))**. Under (2.14), we have

1. **Dual variational formula.**
   \[ \inf_{f \in \mathcal{F}'} \sup_{i \geq 1} I_i(\tilde{f})^{-1} = \lambda_1 = \sup_{f \in \mathcal{F}''} \inf_{i \geq 0} I_i(\tilde{f})^{-1}. \]

2. **Explicit estimate.** \( \mu \delta^{-1} \geq \lambda_1 \geq (4\delta)^{-1} \), where
   \[ \delta = \sup_{i \geq 1} \sum_{j \leq i-1} (\mu_j b_j)^{-1} \sum_{j \geq i} \mu_j. \]

3. **Approximation procedure.** There exist explicit sequences \( \eta_n' \) and \( \eta_n'' \) such that
   \[ \eta_n'^{-1} \geq \lambda_1 \geq \eta_n''^{-1} \geq (4\delta)^{-1}. \]

Here the word “dual” means that the upper and lower bounds are interchangeable if one exchanges “sup” and “inf”. With slight modifications, this result is also valid for finite matrices, refer to Chen (1999).

---

1Due to the limitation of the space, the most of the author’s papers during 1993–2001 are not listed in References, the readers are urged to refer to [11].
III. Basic inequalities and new forms of Cheeger’s constants

3.1 Basic inequalities. We now go to a more general setup. Let \((E, \mathcal{E}, \pi)\) be a probability space satisfying \(\{(x, x) : x \in E\} \in \mathcal{E} \times \mathcal{E}\). Denote by \(L^p(\pi)\) the usual real \(L^p\)-space with norm \(\| \cdot \|_p\). Write \(\| \cdot \| = \| \cdot \|_2\).

For a given Dirichlet form \((D, D(D))\), the classical variational formula for the first eigenvalue \(\lambda_1\) can be rewritten in the form of (3.1) below with an optimal constant \(C = \lambda_1^{-1}\). From this point of view, it is natural to study other inequalities. Two additional basic inequalities appear in (3.2) and (3.3) below.

**Poincaré inequality:** \(\text{Var}(f) \leq CD(f), \quad f \in L^2(\pi),\) (3.1)

**Logarithmic Sobolev inequality:** \(\int f^2 \log \frac{f^2}{\|f\|^2} d\pi \leq CD(f), \quad f \in L^2(\pi),\) (3.2)

**Nash inequality:** \(\text{Var}(f) \leq CD(f)^{1/p}\|f\|^{2/q}_1, \quad f \in L^2(\pi),\) (3.3)

where \(\text{Var}(f) = \pi(f^2) - \pi(f)^2, \quad \pi(f) = \int f d\pi,\) \(p \in (1, \infty)\) and \(1/p + 1/q = 1\). The last two inequalities are due to Gross (1976) and Nath (1958), respectively.

Our main object is a symmetric (not necessarily Dirichlet) form \((D, D(D))\) on \(L^2(\pi)\), corresponding to an integral operator (or symmetric kernel) on \((E, \mathcal{E})\):

\[
D(f) = \frac{1}{2} \int_{E \times E} J(dx, dy)[f(y) - f(x)]^2, \quad D(D) = \{f \in L^2(\pi) : D(f) < \infty\},
\] (3.4)

where \(J\) is a non-negative, symmetric measure having no charge on the diagonal set \(\{(x, x) : x \in E\}\). A typical example is the reversible jump process with a \(q\)-pair \((q(x), q(x, dy))\) and a reversible measure \(\pi\). Then \(J(dx, dy) = \pi(dx)q(x, dy)\).

For the remainder of this part, we restrict our discussions to the symmetric form of (3.4).

3.2 Status of the research. An important topic in this research area is to study under what conditions on the symmetric measure \(J\) do the above inequalities hold. In contrast with the probabilistic method used in Part (II), here we adopt a generalization of Cheeger’s method (1970), which comes from Riemannian geometry. Naturally, we define

\[
\lambda_1 := \inf \{D(f) : \pi(f) = 0, \|f\| = 1\}.
\]

For bounded jump processes, the fundamental known result is the following:

**Theorem 3.1** (Lawler & Sokal (1988)).

\[
\lambda_1 \geq \frac{k^2}{2M},
\]

where
\[
    k = \inf_{\pi(A) \in (0,1)} \frac{\int_A \pi(dx) q(x, A^c)}{\pi(A) \land \pi(A^c)} \quad \text{and} \quad M = \sup_{x \in E} q(x).
\]

In the past years, the theorem has been collected into six books: Chen (1992), Sinclair (1993), Chung (1997), Saloff-Coste (1997), Colin de Verdière (1998), Aldous, D. G. & Fill, J. A. (1994–). From the titles of the books, one can see a wide range of the applications. However, this result fails for the unbounded operator. Thus, it has been a challenging open problem in the past ten years to handle the unbounded case.

As for the logarithmic Sobolev inequality, there have been a large number of publications in the past twenty years for differential operators. (For a survey, see Bakry (1992) or Gross (1993)). Still, there are very limited results for integral operators.

3.3 New results. Since the symmetric measure can be unbounded, we choose a symmetric, non-negative function \( r(x, y) \) such that

\[
    J^{(\alpha)}(\pi(dx, dy)) := I_{\{r(x, y) > 0\}} r(x, y)^\alpha \quad (\alpha > 0) \quad \text{satisfies} \quad \frac{J^{(1)}(dx, E)}{\pi(dx)} \leq 1, \quad \pi\text{-a.s.}
\]

For convenience, we use the convention \( J^{(0)} = J \). Corresponding to the three inequalities above, we introduce the following new forms of Cheeger’s constants.

<table>
<thead>
<tr>
<th>Inequality</th>
<th>( \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \land \pi(A^c)} )</th>
<th>( (\alpha &gt; 0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poincaré</td>
<td>( J^{(\alpha)}(A \times A^c) )</td>
<td>(Chen and Wang(1998))</td>
</tr>
<tr>
<td>Log. Sobolev</td>
<td>( \lim_{\delta \to 0} \inf_{\pi(A) \in (0,\delta]} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A)\sqrt{\log(\pi(A) + 1)} - \pi(A)} )</td>
<td>(Wang (2001a))</td>
</tr>
<tr>
<td>Log. Sobolev</td>
<td>( \lim_{\delta \to 0} \inf_{\pi(A) &gt; 0} \frac{J^{(\alpha)}(A \times A^c) + \delta \pi(A)}{\pi(A)\sqrt{1 - \log \pi(A)}} )</td>
<td>(Chen (2000b))</td>
</tr>
<tr>
<td>Nash</td>
<td>( \inf_{\pi(A) \in (0,1)} \frac{J^{(\alpha)}(A \times A^c)}{\pi(A) \land \pi(A^c)^{(2q-3)/(2q-2)}} )</td>
<td>(Chen (1999b))</td>
</tr>
</tbody>
</table>

Table 3.1 New forms of Cheeger’s constants

Our main result can be easily stated as follows.

Theorem 3.2. \( k^{(1/2)} > 0 \implies \text{the corresponding inequality holds.} \)

In other words, we use \( J^{(1/2)} \) and \( J^{(1)} \) to handle the unbounded \( J \). The first two kernels come from the use of Schwarz inequality. This result is proven in four papers quoted in Table (3.1). In these papers, some estimates which are sharp or qualitatively sharp for the upper or lower bounds are also presented.

IV. New picture of ergodic theory and explicit criteria

4.1 Importance of the inequalities. Let \( (P_t)_{t \geq 0} \) be the semigroup determined by a Dirichlet form \( (D, \mathcal{D}(D)) \). Then, various applications of the inequalities are based on the following results:
Theorem 4.1 (Liggett (1989), Gross (1976) and Chen (1999)).
(1) Poincaré inequality

\[ \iff \|Pt f - \pi(f)\|^2 = \text{Var}(Pt f) \leq \text{Var}(f) \exp[-2\lambda_1 t]. \]

(2) Logarithmic Sobolev inequality \implies exponential convergence in entropy:

\[ \text{Ent}(Pt f) \leq \text{Ent}(f) \exp[-2\sigma t], \]

where

\[ \text{Ent}(f) = \pi(f \log f) - \pi(f) \log \|f\|_1. \]

(3) Nash inequality \iff \text{Var}(Pt f) \leq C\|f\|_1/t^{1-q}.\

In the context of diffusions, one can replace ”\implies” by ”\iff” in part (2). Therefore, the above inequalities describe some type of \(L^2\)-ergodicity for the semigroup \((Pt)_{t \geq 0}\). These inequalities have become powerful tools in the study on infinite-dimensional mathematics (phase transitions, for instance) and the effectiveness of random algorithms.

4.2 Three traditional types of ergodicity. The following three types of ergodicity are well known for Markov processes.

Ordinary ergodicity : \[ \lim_{t \to \infty} \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0 \]

Exponential ergodicity : \[ \|p_t(x, \cdot) - \pi\|_{\text{Var}} \leq C(x)e^{-\alpha t} \text{ for some } \alpha > 0 \]

Strong ergodicity : \[ \lim_{t \to \infty} \sup_x \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0 \]

\[ \iff \lim_{t \to \infty} e^{\beta t} \sup_x \|p_t(x, \cdot) - \pi\|_{\text{Var}} = 0 \text{ for some } \beta > 0 \]

where \(p_t(x, dy)\) is the transition function of the Markov process and \(\|\cdot\|_{\text{Var}}\) is the total variation norm. They obey the following implications:

Strong ergodicity \implies Exponential ergodicity \implies Ordinary ergodicity.

It is natural to ask the following question. does there exist any relation between the above inequalities and the three traditional types of ergodicity?

4.3 New picture of ergodic theory.

Theorem 4.2 (Chen (1999), \ldots). For reversible Markov processes with densities, we have the diagram shown in Figure 4.1. In Figure 4.1, \(L^2\)-algebraic ergodicity means that

\[ \text{Var}(Pt f) \leq CV(f)t^{1-q} \text{ (t > 0)} \]

holds for some \(V\) having the properties (cf. Liggett (1991)): \(V\) is homogeneous of degree two (in the sense that

\[ V(cf + d) = c^2 V(f) \]
for any constants \( c \) and \( d \) and \( V(f) < \infty \) for all functions \( f \) with finite support.

\[
\begin{align*}
\text{Nash inequality} & \quad \Leftrightarrow \quad \text{Logarithmic Sobolev inequality} \\
\text{Exponential convergence in entropy} & \quad \Downarrow \quad \text{Strong ergodicity} \\
\text{Poincaré inequality} & \quad \Leftrightarrow \quad \text{Exponential ergodicity} \\
\text{L}^2\text{-algebraic ergodicity} & \quad \Downarrow \\
\text{Ordinary ergodicity}
\end{align*}
\]

Figure 4.1  Diagram of nine types of ergodicity

In Figure 4.1, \( L^2\text{-algebraic ergodicity} \) means that

\[
\text{Var}(P_t f) \leq CV(f)t^{1-q} \quad (t > 0)
\]

holds for some \( V \) having the properties (cf. Liggett (1991)): \( V \) is homogeneous of degree two (in the sense that \( V(cf + d) = c^2 V(f) \) for any constants \( c \) and \( d \)), \( V(f) < \infty \) for all functions \( f \) with finite support. The \( L^1\text{-exponential convergence} \) means that

\[
\|P_t f - \pi(f)\|_1 \leq C\|f - \pi(f)\|_1 e^{-\varepsilon t}
\]

for some constants \( \varepsilon > 0 \) and \( C (\geq 1) \) and for all \( t \geq 0 \).

The diagram is complete in the following sense: each single-side implication can not be replaced by double-sides one. Moreover, strong ergodicity and logarithmic Sobolev inequality (resp. exponential convergence in entropy) are not comparable. With exception of the equivalences, all the implications in the diagram are suitable for more general Markov processes. Clearly, the diagram extends the ergodic theory of Markov processes.

The diagram was presented in Chen (1999), originally for Markov chains only. Recently, the equivalence of \( L^1\text{-exponential convergence} \) and strong ergodicity was mainly proven by Y. H. Mao. A counter-example of diffusion was constructed by Wang (2001b) to show that strong ergodicity does not imply exponential convergence in entropy. For other references and a detailed proof of the diagram, refer to Chen (1999).

4.4 Explicit criteria for several types of ergodicity. As an application of the diagram in Figure 4.1, we obtain a criterion for the exponential ergodicity of birth-death processes, as listed in Table 4.2. To achieve this, we use the equivalence of exponential ergodicity and Poincaré inequality, as well as the explicit criterion for Poincaré inequality given in part (3) of Theorem 2.5. This solves a long standing open problem in the study of Markov chains (cf. Anderson (1991), §6.6 and Chen (1992), §4.4).
Next, it is natural to look for some criteria for other types of ergodicity. To do so, we consider only the one-dimensional case. Here we focus on the birth-death processes since the one-dimensional diffusion processes are in parallel. The criterion for strong ergodicity was obtained recently by Zhang, Lin and Hou (2000), and extended by Zhang (2001), using a different approach, to a larger class of Markov chains. The criteria for logarithmic Sobolev, Nash inequalities, and the discrete spectrum (no continuous spectrum and all eigenvalues have finite multiplicity) were obtained by Bobkov and Götze (1999) and Mao (2000, 2002a,b), respectively, based on the weighted Hardy inequality (see also Miclo (1999), Wang (2000), Gong and Wang (2002)). It is understood now the results can also be deduced from generalizations of the variational formulas discussed in this paper (cf. Chen (2001b)). Finally, we summarize these results in Theorem 4.3 and Table 4.2. The table is arranged in such an order that the property in the latter line is stronger than the property in the former line. The only exception is that even though the strong ergodicity is often stronger than the logarithmic Sobolev inequality, they are not comparable in general, as mentioned in Part III.

**Theorem 4.3** (Chen (2001a)). For birth-death processes with birth rates $b_i (i \geq 0)$ and death rates $a_i (i \geq 1)$, ten criteria are listed in Table 4.2. Recall the sequence $(\mu_i)$ defined in Part II and set $\mu[i, k] = \sum_{i \leq j \leq k} \mu_j$. The notion "(*) & ..." appeared in Table 4.2 means that one requires the uniqueness condition in the first line plus the condition "...".

<table>
<thead>
<tr>
<th>Property</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniqueness</td>
<td>$\sum_{n \geq 0} \frac{1}{\mu_n b_n} \mu[0, n] = \infty$ (*)&amp;</td>
</tr>
<tr>
<td>Recurrence</td>
<td>$\sum_{n \geq 0} \frac{1}{\mu_n b_n} = \infty$</td>
</tr>
<tr>
<td>Ergodicity</td>
<td>$(*) &amp; \mu(0, \infty) &lt; \infty$</td>
</tr>
<tr>
<td>Exponential ergodicity</td>
<td>$(*) &amp; \sup_{n \geq 1} \mu[n, \infty] \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>L^2-exp. convergence</td>
<td>$(*) &amp; \lim_{n \to \infty} \mu[n, \infty] \sum_{0 \leq j \leq n-1} \frac{1}{\mu_j b_j} = 0$</td>
</tr>
<tr>
<td>Discrete spectrum</td>
<td>$(*) &amp; \lim_{n \to \infty} \mu[n, \infty] \log[\mu[n, \infty]^{-1}] \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>Log. Sobolev inequality</td>
<td>$(*) &amp; \sup_{n \geq 1} \mu[n, \infty] (q-2)/(q-1) \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>Strong ergodicity</td>
<td>$(*) &amp; \sum_{n \geq 0} \frac{1}{\mu_n b_n} \mu[n+1, \infty] = \sum_{n \geq 1} \mu_n \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>L^1-exp. convergence</td>
<td>$(*) &amp; \sum_{n \geq 0} \mu[n, \infty]^{q-2}/(q-1) \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>Nash inequality</td>
<td>$(*) &amp; \sup_{n \geq 1} \mu[n, \infty]^{q-2}/(q-1) \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
</tbody>
</table>

Table 4.2 Ten criteria for birth-death processes
Added in Proof. We remark that in the original paper, for the Nash inequality there is an extra condition which is removed by the following paper:
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ABSTRACT. Motivated from the study on the logarithmic Sobolev, Nash and other functional inequalities, the variational formulas for Poincaré inequalities are extended to a large class of Banach (Orlicz) spaces of functions on the line. Explicit criteria for the inequalities to hold and explicit estimates for the optimal constants in the inequalities are presented. As a typical application, the logarithmic Sobolev constant is carefully examined.

1. Introduction. In this section, we explain the background of the study and prove one of the main results in the paper to illustrate the ideas.

Let

\[ L = a(x) \frac{d^2}{dx^2} + b(x) \frac{d}{dx} \]

be an elliptic operator on an interval \((0, D) (D \leq \infty)\) with Dirichlet boundary at 0 and Neumann boundary at \(D\) when \(D < \infty\), where \(a\) and \(b\) are Borel measurable functions and \(a\) is positive everywhere. Set \(C(x) = \int_0^x b/a\), where the Lebesgue measure \(dx\) is often omitted. Throughout the paper, assume that

\[ Z := \int_0^D e^{C}/a < \infty. \]
Hence, \( d\mu := a^{-1}e^{C}dx \) is a finite measure, which is crucial in the paper. It is well known that the first Dirichlet eigenvalue \( \lambda_0 \) of \( L \) is equal to the reciprocal of the optimal constant \( A \) in Poincaré inequality

\[
\int_0^D f^2 d\mu \leq A \int_0^D f'^2 e^{C}, \quad f \in \mathbb{C}_d[0, D], \quad f(0) = 0,
\]

where \( \mathbb{C}_d \) is the set of all continuous functions, differentiable almost everywhere and having compact supports. When \( D = \infty \), one should replace \([0, D]\) by \([0, D)\) but we will not mention again in what follows. The starting point of the paper is the following variational (or min-max) formulas proved in [1; Theorem 1.1] (see also [2] and [3]).

\[
A \leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} I(f)(x)
\]

(1.2)

\[
A \geq \sup_{f \in \mathcal{F}'} \inf_{x \in (0, D)} I(f)(x)
\]

(1.3)

where

\[
I(f)(x) = (f'(x)e^{C(x)})^{-1} \int_x^D f d\mu,
\]

\( \mathcal{F} = \{ f \in C[0, D] \cap C^1(0, D) : f(0) = 0, f'|_{(0, D)} > 0 \} \)

and \( \mathcal{F}' \) is a suitable modification of \( \mathcal{F} \) (see [1] for more details). Moreover, when \( a \) and \( b \) are both continuous on \([0, D]\), the inequalities in (1.2) and (1.3) all become equalities. Note that the same notation \( f \) is used in (1.1) and \( \mathcal{F} \), but this should yield no confusion.

Next, consider a Banach space \((\mathbb{B}, \| \cdot \|_{\mathbb{B}}, d\mu)\) of Borel measurable functions \( f : [0, D] \to \mathbb{R} \) with norm

\[
\| f \|_{\mathbb{B}} = \sup_{g \in \mathcal{G}} \int |f| g d\mu,
\]

(1.4)

for a fixed set \( \mathcal{G} \), to be specified case by case later, of non-negative Borel measurable functions on \([0, D]\). Throughout the paper, assume that \( 1 \in \mathbb{B} \) and \( \mathbb{B} \) is ideal: If \( h \in \mathbb{B} \) and \( |f| \leq |h|, \mu\text{-a.e.} \), then \( f \in \mathbb{B} \) and \( \| f \|_{\mathbb{B}} \leq \| h \|_{\mathbb{B}} \). Then \( \mathbb{C}_d[0, D] \subset L^\infty(\mu) \subset \mathbb{B} \). Note that if a Banach space \((\mathbb{B}, \| \cdot \|_{\mathbb{B}}, \mu)\) is ideal and normal \((f_1, f_2 \in \mathbb{B} \text{ and } |f_1| \leq |f_2| \implies \| f_1 \|_{\mathbb{B}} \leq \| f_2 \|_{\mathbb{B}}\)\), then by Nakano-Amemiya-Mori theorem, the dual representation (1.4) is equivalent to the order semicontinuous of the norm:

\[
0 \leq f_n \uparrow f \in \mathbb{B} \implies \| f_n \|_{\mathbb{B}} \to \| f \|_{\mathbb{B}}
\]

(cf. [4; page 190]). The main goal of the study is to replace the \( L^2 \)-norm on the left-hand side of (1.1) with the norm \( \| \cdot \|_{\mathbb{B}} \). That is, extending (1.1) into the Banach form:

\[
\| f^2 \|_{\mathbb{B}} \leq A' \int_0^D f'^2 e^{C} =: A'D(f), \quad f \in \mathbb{C}_d[0, D], \quad f(0) = 0,
\]

(1.5)
where $A'$ is a constant. The meaning of the extension is, as did in [5] and [6], that one can establish a criterion for the logarithmic Sobolev inequality

$$\int_0^D f^2 \log \left( \frac{f^2}{\pi(f^2)} \right) \, d\mu \leq A'' D(f), \quad f \in C_d[0, D],$$

where

$$\pi(f) = \int f \, d\pi = \mu(f)/Z$$

and $A''$ is a constant, by choosing a suitable Banach (Orlicz) space $\mathcal{B}$. Along this line, other criteria are also obtained in [7–9] for the Nash inequality, empty essential spectrum and super-contractivity of Markov semigroups. Readers are urged to refer to [10] for a survey of the study on these topics. Certainly, the idea should be meaningful for other inequalities, for instance for $F$-Sobolev inequalities (i.e., replacing the logarithmic factor in the above inequality by $F\left( \frac{f^2}{\pi(f^2)} \right)$ for a suitable functional $F$), or equivalently, the functional inequalities introduced in [11] (see also [12]). These facts lead us to study the general form (1.5), and furthermore to estimate the optimal constant $A_B$ in (1.5):

$$A_B = \sup \left\{ \|f^2\|_{\mathcal{B}} / D(f) : f \in C_d[0, D], f(0) = 0, D(f) \neq 0 \right\}. \tag{1.6}$$

The expression (1.6) is an analog of the classical variational formula for the first Dirichlet eigenvalue, and is especially powerful for the lower bounds of $A_B$. The next result (1.7) is a variational formula for the upper bounds of $A_B$. In practice, upper bounds are more useful but much harder to handle. The formulas (1.2) and (1.3) are originally based on the eigenequation

$$Lf = -\lambda_0 f,$$

which has no meaning in the present setup. Thus, it is not obvious at all that (1.2) can be generalized to (1.7) but a generalization of (1.3) fails. The explicit bounds are presented in (1.8) and (1.9) below, they lead to the main criterion.

**Theorem 1.1.** Let $\mathcal{G} \ni g_0$ with $\inf g_0 > 0$. Then, we have

$$A_B \leq \inf_{f \in \mathcal{G}} \sup_{x \in (0, D)} \left[ f'(x)e^{C(x)} \right]^{-1} \|fI(x, D)\|_{\mathcal{B}}. \tag{1.7}$$

In particular,

$$A_B \leq 4 \sup_{x \in (0, D)} \varphi(x)\|I(x, D)\|_{\mathcal{B}} =: 4B_B, \tag{1.8}$$

$$A_B \geq \sup_{x \in (0, D)} \varphi(x)^{-1} \|\varphi(x \wedge \cdot)^2\|_{\mathcal{B}} =: C_B, \tag{1.9}$$

where $\varphi(x) = \int_0^x e^{-C}$. Moreover,

$$B_B \leq C_B \leq 2B_B. \tag{1.10}$$
Hence $A_B < \infty$ iff $B_B < \infty$.

The idea of extending (1.1) into (1.5) is due to [5], where the estimates $B_B \leq A_B \leq 4B_B$ were presented. The last result is based on Muckenhoupt’s estimates for weighted Hardy inequality given in [13] (see also [14] and [15] for various generalizations including the $L^p(\mu)$-cases). However, this paper adopts a completely different tool: the variational formulas (1.2) and (2.1) below which have been known only recently. Thus, the most important credit of Theorem 1.1 is (1.7) which provides a new variational formula for a large class of Banach spaces but can not be deduced from the known results on the weighted Hardy inequality. The variational formulas (1.7) and (2.2) below give us not only new explicit bounds ((1.9) and (2.3)) but also sharper estimates, as illustrated by Example 3.4 below.

In brief, this paper is an extension of [1] and [16] to the setup of Banach spaces. The remainder of the paper is organized as follows. In the next section, some refinements and extensions of Theorem 1.1 are presented (Theorems 2.1 and 2.2). In section 3, the results developed in previous sections are specified to the Orlicz spaces (Theorems 3.1 and 3.2). The application of these results to the logarithmic Sobolev inequality with rather good bounds is presented in the last section (Theorem 4.3). We now conclude this section with the following proof.

**Proof of Theorem 1.1.** First, we remark that the condition “with compact supports” of functions used in (1.1) (resp. (1.5)) can be replaced by “contained in $L^2(\mu)$ (resp. $f^2 \in \mathbb{B}$)”. To see this, let $f$ be a continuous, a.e. differentiable function such that $f^2 \in \mathbb{B}$ and let $D = \infty$. Set $f_N = f[0,N]$ for $N < \infty$. Then, it is immediately to see that

$$\infty > D(f_N) \uparrow D(f) \leq \infty \quad \text{as} \quad N \uparrow \infty.$$  

Moreover, since $0 \leq f_N^2 \uparrow f^2 \in \mathbb{B}$, we have

$$\|f_N^2\|_B \rightarrow \|f^2\|_B < \infty \quad \text{as} \quad N \rightarrow \infty.$$  

This proves the required assertion. Furthermore, when $\inf a > 0$, one may replace $C_d$ in (1.1) by smooth functions with compact supports since $f_N$ can be approximated in the $H^{1/2}$-sense by those functions on $[0, N + 1]$ and

$$0 < e^{C}/a \leq (\inf a)^{-1}e^{C}$$

is locally bounded.

(a) Note that $1 \in \mathbb{B}$ and so

$$\sup_{g \in \mathcal{G}} \int_0^D g d\mu = \|1\|_B < \infty.$$  

Hence $\mathcal{G} \subset L^1(\mu)$. Let $g_0 \in \mathcal{G}$ satisfy $\inf g_0 =: \varepsilon > 0$. Since

$$\varepsilon \mu(|f|) \leq \mu(|f| g_0) \leq \|f\|_a,$$
we have \( B \subset L^1(\mu) \). To prove (1.7), one may assume that the right-hand side of (1.7) is finite. Otherwise, there is nothing to do. Then, for \( g_0 \) given above, we have
\[
\varepsilon \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f d\mu \leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g_0 d\mu \\
\leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \|f I(x, D)\|_B < \infty.
\]
Hence
\[
A \leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} I(f)(x) < \infty.
\]
Let \( g \in \mathcal{G} \) and set \( g_n = g + 1/n \). At the moment, we do not require that \( g_n \in \mathcal{G} \).
Note that if we replace \( a \) and \( b \) by \( a/g_n \) and \( b/g_n \) respectively, then the function \( C \) remains the same and \( a/g_n \) is also positive everywhere. Because \( g \in L^1(\mu) \), we have \( \int_0^D g_n d\mu < \infty \). The corresponding functional \( I(f) \) becomes
\[
\frac{e^{-C(x)}}{f'(x)} \int_x^D f \frac{e^{-C(x)}}{a/g_n} = \frac{e^{-C(x)}}{f'(x)} \int_x^D f g_n d\mu.
\]
Next, since
\[
\sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g d\mu \leq \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g_n d\mu \\
\leq \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g d\mu + \frac{1}{n} \sup_{x \in (0, D)} I(f)(x),
\]
for each \( f \in \mathcal{F} \) with \( \sup_{x \in (0, D)} I(f)(x) < \infty \), we have
\[
\lim_{n \to \infty} \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g_n d\mu = \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g d\mu.
\]
Denote by \( A(g_n) \) the correspondent optimal constant in (1.1):
\[
A(g_n) = \sup_{f \in \mathcal{D}} \int_0^D f^2 g_n d\mu / D(f),
\]
where
\[
\mathcal{D} = \{ f \in C_0[0, D] : f(0) = 0 \text{ and } D(f) \neq 0 \}.
\]
Note that \( \mathcal{D} \) is independent of \( a \) and \( \mathcal{G} \). Similarly, we have \( A(g) \). Clearly, \( A(g) \leq A(g_n) \). Next,
\[
A(g_n) \leq A(g) + n^{-1} \sup_{f \in \mathcal{D}} \int_0^D f^2 d\mu / D(f) = A(g) + A/n.
\]
Therefore, \( A(g_n) \downarrow A(g) \) as \( n \rightarrow \infty \). By (1.2), we have

\[
A(g) = \lim_{n \rightarrow \infty} A(g_n) \leq \lim_{n \rightarrow \infty} \sup_{x \in (0, D)} e^{-C(x)} \int_x^D f g_n \, d\mu = \sup_{x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g \, d\mu.
\]

Making infimum with respect to \( f \in \mathcal{F} \), it follows that

\[
A(g) \leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} [f'(x)e^{C(x)}]^{-1} \int_x^D f g \, d\mu.
\]

for all \( g \in \mathcal{G} \).

It is now easy to complete the proof of (1.7). By definition, we have

\[
A_B = \sup_{f \in \mathcal{F}} \left\| f^2 \right\|_{\mathcal{B}} / D(f)
= \sup_{g \in \mathcal{G}} \sup_{f \in \mathcal{F}} \int f^2 g \, d\mu / D(f)
= \sup_{g \in \mathcal{G}} \int f^2 g \, d\mu / D(f)
= \sup_{g \in \mathcal{G}} A(g).
\]

Hence

\[
A_B \leq \sup_{g \in \mathcal{G}} \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} e^{-C(x)} \int_x^D f g \, d\mu
\]

\[
\leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} e^{-C(x)} \int_x^D f g \, d\mu
\]

\[
= \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} e^{-C(x)} \int_x^D f g \, d\mu
\]

\[
= \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} e^{-C(x)} \left\| f I_{(x, D)} \right\|_{\mathcal{B}}.
\]

This proves (1.7). One key point here is that “sup inf \( \leq \) inf sup”, which is the main argument in the proof, is where one may lose a lot in the estimation. Fortunately, it is not our case as guaranteed by (1.8)–(1.10) and (2.3) below.

(b) For the explicit bounds, by [16], we have

\[
B_1 \leq A \leq 4B_2, \quad B_2 \leq B_1 \leq 2B_2
\]

(1.11)

where

\[
B_2 = \sup_{x \in (0, D)} \varphi(x) \int_x^D d\mu, \quad B_1 = 2 \sup_{x \in (0, D)} \int_0^x \varphi(y) \int_y^D d\mu \nu^{(x)}(dy),
\]
and
\[ \nu^{(x)}(dy) = \frac{e^{-C(y)}dy}{\varphi(x)} \]
is a probability measure on \([0, x]\). Note that \(\nu^{(x)}\) is invariant under the transform \((a, b) \to (a/g, b/g)\) used above.

If \(B_2 = \infty\), equivalently, \(B_1 = \infty\) by (1.11), take \(g_0 \in \mathcal{G}\) so that \(\inf g_0 = \varepsilon > 0\), then
\[
\begin{align*}
B_\mathcal{B} &= \sup_{x \in (0, D)} \varphi(x) \| I_{(x,D)} \|_\mathcal{B} \\
\geq& \sup_{x \in (0, D)} \varphi(x) \int_x^D g_0 d\mu \\
\geq& \varepsilon \sup_{x \in (0, D)} \varphi(x) \int_x^D d\mu \\
= & \varepsilon B_2 = \infty.
\end{align*}
\]
Similarly,
\[
C_\mathcal{B} = \sup_{x \in (0, D)} \varphi(x)^{-1} \| \varphi(x \wedge \cdot)^2 \|_\mathcal{B} = \infty.
\]
Hence (1.8) and (1.10) are all trivial. We will prove later that (1.9) is also trivial in this case.

Unless otherwise stated, we assume that \(B_2 < \infty\) and \(B_1 < \infty\). Again, set \(g_n = g + 1/n\) for \(g \in \mathcal{G}\). Then
\[
\lim_{n \to \infty} B_2(g_n) = \lim_{n \to \infty} \sup_{x \in (0, D)} \varphi(x) \int_x^D g_n d\mu = \sup_{x \in (0, D)} \varphi(x) \int_x^D g d\mu = B_2(g).
\]
At the same time, \(\lim_{n \to \infty} B_1(g_n) = B_1(g)\). Thus, for each \(g \in \mathcal{G}\), replacing \(B_i\) with \(B_i(g)\) \((i = 1, 2)\) and \(A\) with \(A(g)\) in (1.11), the conclusions still hold. Now, the proof of (1.8) is easy:
\[
\sup_{g \in \mathcal{G}} B_2(g) = \sup_{x \in (0, D)} \varphi(x) \sup_{g \in \mathcal{G}} \int_x^D g d\mu = \sup_{x \in (0, D)} \varphi(x) \| I_{(x,D)} \|_\mathcal{B} = B_\mathcal{B}
\]
and
\[
A_\mathcal{B} = \sup_{g \in \mathcal{G}} A(g) \leq 4 \sup_{g \in \mathcal{G}} B_2(g) = 4B_\mathcal{B}.
\]
An alternative proof for the upper estimate goes as follows. First, applying (1.7) to \(f = \sqrt{\varphi}\), we obtain
\[
A_\mathcal{B} \leq 2 \sup_{x \in (0, D)} \sqrt{\varphi(x)} \| \sqrt{\varphi} I_{(x,D)} \|_\mathcal{B}.
\]
Then the right is bounded above by \(4B_\mathcal{B}\) as an application of [16; Lemma 1.2].
For the lower bound, the first step is also easy:

\[
\sup_{g \in \mathcal{G}} B_1(g) = 2 \sup_{g \in \mathcal{G}} \sup_{x \in (0, D)} \int_0^x \varphi(y) \int_y^D g \, d\mu(x') \, (dy) \\
= 2 \sup_{x \in (0, D)} \sup_{g \in \mathcal{G}} \int_0^x \varphi(y) \int_y^D g \, d\mu(x') \, (dy).
\]

However, one cannot exchange the order of “sup \(g\)” and “\(\int_0^x\)” here. Alternatively, we use the Fubini theorem,

\[
\int_0^x \varphi(y) \int_y^D g \, d\mu(x') \, (dy) = \int_0^D \mu(dx) \int_0^{\varphi(x)} \varphi(y) \nu(x) \, (dy).
\]

Hence

\[
\sup_{g \in \mathcal{G}} B_1(g) = 2 \sup_{x \in (0, D)} \sup_{g \in \mathcal{G}} \int_0^{\varphi(x)} \varphi(y) \nu(x) \, (dy) \]

\[
= \sup_{x \in (0, D)} \varphi(x)^{-1} \| \varphi(x \wedge \cdot)^2 \|_B
\]

\[
= C_B.
\]

Here in the last step, we have used the identity:

\[
\int_0^{\varphi(x)} \varphi(y) \nu(x) \, (dy) = \frac{1}{\varphi(x)} \int_0^{\varphi(x)} \left( e^{-\varphi(x)} \int_0^y e^{-C(y)} \, (dy) \right) \, (dy)
\]

\[
= \frac{1}{2\varphi(x)} \int_0^{\varphi(x)} d \left( \int_0^y e^{-C} \right)^2
\]

\[
= \frac{1}{2\varphi(x)} \varphi(x \wedge z)^2.
\]

Since the sign of equality holds at each step in the above proof when making supremum with respect to \(g \in \mathcal{G}\), by (1.11), we obtain (1.10).

We now prove (1.9). Fix \(x \in (0, D)\) and let \(f = \varphi(x \wedge \cdot)\). Then \(f \in L^\infty(\mu) \subset B\). The function \(f\) is clearly absolutely continuous and so (1.5) is meaningful by the remark at the beginning of the proof. Then some simple computation shows that

\[
D(f) = \varphi(x) \quad \text{and} \quad \| f^2 \|_B = \| \varphi(x \wedge \cdot)^2 \|_B.
\]

Therefore,

\[
A_B \geq \| f^2 \|_B / D(f) = \varphi(x)^{-1} \| \varphi(x \wedge \cdot)^2 \|_B.
\]

Making supremum with respect to \(x \in (0, D)\), we get (1.9) (and then also \(C_B \geq B_B\)). Here, \(C_B = \infty\) is allowed and in particular

\[
A_B \geq C_B \geq B_B = \infty
\]

when \(B_2 = \infty\). This proves the promised assertion.

(c) The last assertion follows from (1.8)–(1.10). \(\Box\)
Recall that the formula (1.7) is an extension of (1.2). However, the extension of (1.3) to Banach spaces $B$ is still unclear since the similar proof does not work: the inequality $\inf_x \sup_{g} \leq \inf_x \sup_{g} \to \inf_x \sup_{g}$ goes to the opposite direction than what we need, even though we do have the nice expression $A_B = \sup_{g \in \mathcal{G}} A(g)$ and both (1.2) and (1.3) are meaningful for $A(g)$. This fact and the proof of Theorem 1.1 indicate the limitation of the approach: In order to obtain some bounds in terms of $\| \cdot \|_B$, one needs a good enough representation of the constant $A$ in (1.1), as shown in Theorem 1.1. In particular, the multidimensional analogue of Theorem 1.1 is still unknown at the moment. Nevertheless, the one-dimensional situation often plays a critical role in the study on higher- or even infinite-dimensional cases.

2. Extension. Neumann Case. This section consists of three parts. The first one is an alternative formula of (1.7) and an iterative procedure for estimating upper bounds of $A_B$. The second one is an extension of Theorem 1.1 to the case where the Dirichlet boundary at 0 is replaced by the Neumann one. The last one is about a variant of (1.5) and some comparisons of the corresponding norms.

Instead of $I(f)$, define $II(f(x)) = f(x) - \frac{1}{C(y)} \int_y^D f \cdot \varphi(x, \cdot) d\mu$, where $f \in \mathcal{F}'' := \{f \in C[0, D], f(0) = 0, f|_{(0, D)} > 0\}$.

It is proved in [1; Theorem 1.1] that

$$A \leq \inf_{f \in \mathcal{F}''} \sup_{x \in (0, D)} II(f(x)). \quad (2.1)$$

Using (2.1) instead of (1.2) and following the proof of Theorem 1.1, we obtain (2.2) below.

**Theorem 2.1.** Let $\mathcal{G} \ni g_0$ with $\inf g_0 > 0$. Then, we have

$$A_B \leq \inf_{f \in \mathcal{F}''} \sup_{x \in (0, D)} f(x)^{-1} \| f \varphi(x, \cdot) \|_B. \quad (2.2)$$

Next, let $B_B < \infty$. Define $f_0 = \sqrt{\varphi}$, $f_n(x) = \| f_{n-1} \varphi(x, \cdot) \|_B$ and set $D_B(n) = \sup_{x \in (0, D)} f_n / f_{n-1}$ for $n \geq 1$. Then, we have

$$4B_B \geq D_B(n) \downarrow \lim_{n \to \infty} D_B(n) \geq A_B. \quad (2.3)$$

**Proof.** For a fixed test function $f \in \mathcal{F} \subset \mathcal{F}''$ (independent of $g \in \mathcal{G}$), by the Mean Value Theorem, we always have $\sup_{x \in (0, D)} II(f(x)) \leq \sup_{x \in (0, D)} I(f(x))$. The same inequality holds if $d\mu$ is replaced by $d\mu_g := gd\mu$ and so

$$\sup_{x \in (0, D)} f(x)^{-1} \| f \varphi(x, \cdot) \|_B \leq \sup_{x \in (0, D)} (f'(x)e^{C(x)})^{-1} \| f I(x, D) \|_B.$$
Applying this inequality to the test function $f = \sqrt{\varphi}$, we obtain $D_B(1) \leq 4B_2$ since the original upper bound $4B_2$ comes also from the same specific test function (cf. Proof of [16; Theorem 1.1]). The monotonicity of $D_B(n)$ is simple: By definition, $f_n \preceq D_B(n)f_{n-1}$. Hence
\[ D_B(n+1) = \sup_{x \in (0,D)} \|f_n \varphi(x \land \cdot)\|_B/f_n(x) \]
\[ \leq D_B(n) \sup_{x \in (0,D)} \|f_{n-1} \varphi(x \land \cdot)\|_B/f_n(x) \]
\[ = D_B(n) \]
for all $n \geq 1$. On the other hand, by assumption,
\[ D_B(1) \leq 4B_B < \infty, \]
we have $f_0 \varphi(x \land \cdot) \in B$. Clearly, $f_1 ||(0,D) > 0$ by the assumption on $G$. Moreover, it is easy to see that $f_1 \in C[0,D]$ by triangle inequality of the norm and the locally uniform continuity of $\varphi$. Therefore, $f_1 \in \mathcal{F}''$. Furthermore, by induction, we have $f_n \in \mathcal{F}''$ for all $n \geq 1$. This gives us, by (2.2), that $D_B(n) \geq A_B$ and then $\lim_{n \to \infty} D_B(n) \geq A_B$. □

The estimate (2.2) can be stronger than (1.7), as shown in Part (c) of Example 3.4 below, it says that (2.2), but not (1.7), is applicable for a specific test function. The iterative procedure in Theorem 2.1 is a modification of those introduced in [1]. As a dual of the iterative procedure, one may define $f_0 = \varphi$, $f_n(x) = \|f_{n-1} \varphi(x \land \cdot)\|_B$ (with some localizing procedure if necessary) and set $C_B(n) = \inf_{x \in (0,D)} f_n/f_{n-1}$ for $n \geq 1$. Then we have $C_B(n) \uparrow$ as $n \uparrow$. However, we do not have $A_B \geq C_B(n)$, due to the reason explained at the end of the last section, and so this procedure does not work in general. Fortunately, lower bounds can be obtained from (1.6) easily. As illustrated in Examples 3.4 and 4.4 below, the estimates $D_B := D_B(1)$ and $C_B$ are already quite satisfactory. Thus, in what follows, we will usually write down the related definition of $D_B$, and then the successive procedure should be automatic. Besides, as we mentioned before, for continuous $a$ and $b$ (on $[0,D]$), (1.2) and (2.1) are all equalities. Thus, there are some chances for which the variational formulas (1.7) and (2.2) may be exact and then we do have complete variational formulas for $A_B$.

Next, consider the Neumann case. Replace the interval $(0,D)$ by a general one $(p,q)$ ($-\infty \leq p < q \leq \infty$). When $p$ (resp., $q$) is finite, at which we adopt Neumann boundary condition. Then the Poincaré inequality becomes
\[ \int_p^q (f - \pi(f))^2 d\mu \leq A \int_p^q f^2 e^C, \quad f \in \mathcal{C}_{[p,q]}, \]
where $\pi(f) = \int f d\pi$ and $d\pi = d\mu/Z$. Since it is in the ergodic situation, we assume the non-explosive condition
\[ \int_p^c e^{-C(s)} ds \int_s^c e^C/a = \infty \quad \text{if } p = -\infty \quad \text{and} \]
\[ \int_q^c e^{-C(s)} ds \int_c^s e^C/a = \infty \quad \text{if } q = \infty \]
(2.5)
for some (equivalently, all) \( c \in (p, q) \). Similar to the last section, we are looking for the extension of (2.4):

\[
\|(f - \pi(f))^2\|_B \leq \overline{A}_B \int_p^q f'^2 e^C =: \overline{A}_B D(f), \quad f \in C_d[p, q].
\]  

(2.6)

For a fixed point \( c \in (p, q) \), according to the last section, one may consider the similar inequalities as (1.5) on \((p, c)\) and \((c, q)\), respectively, with Dirichlet boundary at \( c \). Let \( A_{B_1c} \) and \( A_{B_2c} \) denote the corresponding optimal constants, respectively. Our goal is to estimate \( \overline{A}_B \) in terms of \( A_{B_1c} \) and \( A_{B_2c} \). More precisely, let

\[
\mathbb{B}_{1c} = \{ f I_{(p,c)} : f \in \mathbb{B} \}.
\]

Then \( 1 \in \mathbb{B}_{1c} \subset \mathbb{B} \) since \( 1 \in \mathbb{B} \) and \( \mathbb{B} \) is ideal. Next, let

\[
\mathcal{G}_{1c} = \{ g I_{(p,c)} : g \in \mathcal{G} \}, \quad \mu_{1c} = \mu|_{(p,c)}
\]

and define

\[
\|f\|_{\mathbb{B}_{1c}} = \sup_{g \in \mathcal{G}_{1c}} \int_p^c |f| g d\mu_{1c}.
\]

Suppose that \( \mathcal{G}_{1c} \subset \mathcal{G} \). Then \( (\mathbb{B}_{1c}, \| \cdot \|_{\mathbb{B}_{1c}}) \) is complete since so is \( (\mathbb{B}, \| \cdot \|_{\mathbb{B}}) \). Therefore, \( (\mathbb{B}_{1c}, \| \cdot \|_{\mathbb{B}_{1c}}, \mu_{1c}) \) is an ideal Banach space containing \( 1 \), and furthermore the optimal constant \( A_{B_{1c}} \) in (1.5) (or (1.6)) (using the same notation \( D(f) \)) is well defined. Similarly, one has \( (\mathbb{B}_{2c}, \| \cdot \|_{\mathbb{B}_{2c}}, \mu_{2c}) \) and \( A_{B_{2c}} \) corresponding to the interval \((c, q)\). In terms of (1.7) and (2.7) below, it is a simple matter to write down a variational formula for the upper estimate of \( \overline{A}_B \), but we will often omit this in what follows to save notations.

**Theorem 2.2.** Let \( \mathcal{G} \ni g_0 \) with \( \inf g_0 > 0 \).

(1) In general, we have

\[
\overline{A}_B \leq \inf_{c \in (p, q)} A_{B_1c} \vee A_{B_2c} \leq \inf_{c \in (p, q)} D_{B_1c} \vee D_{B_2c} \leq 4 \inf_{c \in (p, q)} B_{B_1c} \vee B_{B_2c},
\]

(2.7)

where the constants \( B_{B} \) and \( D_{B} \)'s are defined in terms of \( \varphi_{1c}(x) = \int_x^c e^{c-x} \) and \( \varphi_{2c}(x) = \int_x^c e^{-c-x} \):

\[
B_{B_{1c}} = \sup_{x \in (p,c)} \varphi_{1c}(x)\|I_{(p,x)}\|_{\mathbb{B}_{1c}},
\]

\[
B_{B_{2c}} = \sup_{x \in (c,q)} \varphi_{2c}(x)\|I_{(x,q)}\|_{\mathbb{B}_{2c}},
\]

\[
D_{B_{1c}} = \sup_{x \in (p,c)} \varphi_{1c}(x)^{-1/2}\|\sqrt{\varphi_{1c}} \varphi_{1c}^{-1/2}(x \vee \cdot)\|_{\mathbb{B}_{1c}},
\]

\[
D_{B_{2c}} = \sup_{x \in (c,q)} \varphi_{2c}(x)^{-1/2}\|\sqrt{\varphi_{2c}} \varphi_{2c}^{-1/2}(x \wedge \cdot)\|_{\mathbb{B}_{2c}}.
\]

(2) Assume additionally that \((g_1 + g_2)/2 \in \mathcal{G}\) for every \( g_1 \in \mathcal{G}_{1c} \) and \( g_2 \in \mathcal{G}_{2c} \). Then, we have

\[
\overline{A}_B \geq \frac{1}{2} \sup_{c \in (p, q)} A_{B_{1c}} \wedge A_{B_{2c}} \geq \frac{1}{2} \sup_{c \in (p, q)} C_{B_{1c}} \wedge C_{B_{2c}} \geq \frac{1}{2} \sup_{c \in (p, q)} B_{B_{1c}} \wedge B_{B_{2c}},
\]

(2.8)
where

\[ C_{B^{1c}} = \sup_{x \in (p,c)} \phi^{1c}(x)^{-1}\|\phi^{1c}(x \vee \cdot)\|_{B^{1c}}, \quad C_{B^{2c}} = \sup_{x \in (c,q)} \phi^{2c}(x)^{-1}\|\phi^{2c}(x \wedge \cdot)\|_{B^{2c}}. \]

(3) Let \( c(A) = \sup_{f \in B} \|f|_{IA}\|/\|f|_{A}\| \). Under the above assumption on \( \mathcal{G}^{1c} \), \( \mathcal{G}^{2c} \), and \( \mathcal{G} \), if \( c(A) < \infty \) for all \( A \) with \( \pi(A) \ll 1 \) (i.e., \( \pi(A) \) is sufficient small), then \( \overline{A}_B < \infty \) iff \( B_{B^{1c}} \vee B_{B^{2c}} < \infty \) for some (equivalent, for all) \( c \in (p,q) \). If so,

\[ B_{B^{1c}}/2 \leq C_{B^{1c}}/2 \leq \overline{A}_B \leq D_{B^{1c}} \leq 4B_{B^{1c}}, \]

where \( c_0 \) is the unique solution to the equation \( B_{B^{1c}} = B_{B^{2c}}, c \in (p,q) \).

\[ \text{Proof.} \quad (a) \quad \text{First, we prove (2.7). Let } c \in (p,q) \text{ and } g \in \mathcal{G} \text{ with } g > 0. \text{ Define } g_1 = gI_{(p,c)} \text{ and } g_2 = gI_{(c,q)}. \text{ Then } g_1 \in \mathcal{G}^{1c} \text{ and } g_2 \in \mathcal{G}^{2c}, \text{ by assumption. It is proved in [16: Theorem 3.3] that the optimal constant } \overline{A}(g) \text{ in (2.4), replacing } a \text{ with } a/g, \text{ satisfies } \overline{A}(g) \leq \inf_{c \in (p,q)} A^{1c}(g_1) \lor A^{2c}(g_2), \text{ where } A^{1c}(g_1) \text{ and } A^{2c}(g_2) \text{ are the corresponding optimal constants in (1.1) with respect to the intervals } (p,c) \text{ and } (c,q), \text{ respectively. As we did in the proof of Theorem 1.1, by a suitable approximation, one may ignore the condition "}g > 0\text{". Then,}

\[ \overline{A}_B \leq \sup_{g \in \mathcal{G}} \inf_{c \in (p,q)} A^{1c}(g_1) \lor A^{2c}(g_2) \]

\[ \leq \inf_{c \in (p,q)} \left( \sup_{g \in \mathcal{G}^{1c}} A^{1c}(g) \right) \lor \left( \sup_{g \in \mathcal{G}^{2c}} A^{2c}(g) \right) \]

\[ = \inf_{c \in (p,q)} A^{1c} \lor A^{2c}. \]

Combining this with Theorem 2.1, we obtain (2.7).

(b) Next, we prove (2.8). Note that for (2.4), there is a dual result

\[ \overline{A}(g) \geq \sup_{c \in (p,q)} A^{1c}(g_1) \land A^{2c}(g_2) \]

([16: Theorem 3.2]). However, one cannot use this to prove (2.8) since the orders of "sup" and "min" are not exchangeable. Here we follow the original proof with some modification. The price for the general \( \mathcal{B} \) is a new factor 1/2 and so is less sharp than the original one. Fix \( c \in (p,q) \) and \( \varepsilon > 0 \). Choose \( f_1, f_2 \geq 0 \) such that \( f_1|_{(c,q)} = 0, f_2|_{(p,c)} = 0, \|f_1\|_{B^{1c}} = \|f_1\|_{B^{2c}} = 1 \) and \( D(f_1) \leq A^{1c}_{B^{1c}} + \varepsilon, D(f_2) \leq A^{1c}_{B^{2c}} + \varepsilon \). Next, choose \( g_1 \in \mathcal{G}^{1c} \) and \( g_2 \in \mathcal{G}^{2c} \) such that \( \int_{c}^{q} f_2^2 g_1 d\mu \geq 1 - \varepsilon \) and \( \int_{c}^{q} f_2^2 g_2 d\mu \geq 1 - \varepsilon \). Set \( f = -\sqrt{\lambda} f_1 + \sqrt{1 - \lambda} f_2 \), where \( \lambda = \pi(f_2)^2/\pi(f_1)^2 + 1 - \varepsilon \).
\[ \pi(f_2^2) \] is the constant so that \( \pi(f) = 0 \). Then
\[
D(f) = \lambda D(f_1) + (1 - \lambda) D(f_2)
\]
\[
\leq \lambda (A_{B_1}^{-1} + \varepsilon) + (1 - \lambda) (A_{B_2}^{-1} + \varepsilon)
\]
\[
\leq (A_{B_1}^{-1} \vee A_{B_2}^{-1} + \varepsilon) (\lambda + (1 - \lambda))
\]
\[
= (A_{B_1}^{-1} \vee A_{B_2}^{-1} + \varepsilon) \left( \int_{p}^{q} f_1^2 g_1 d\mu + (1 - \lambda) \int_{c}^{q} f_2^2 g_2 d\mu + \varepsilon \right)
\]
\[
= 2 (A_{B_1}^{-1} \vee A_{B_2}^{-1} + \varepsilon) \left( \int_{p}^{q} f^2 (g_1/2 + g_2/2) d\mu + \varepsilon/2 \right)
\]
\[
\leq 2 (A_{B_1}^{-1} \vee A_{B_2}^{-1} + \varepsilon) \left( \| f^2 \|_{B} + \varepsilon/2 \right).
\]

Here in the last step, we have used the fact that \( (g_1 + g_2)/2 \in \mathcal{G} \). Letting \( \varepsilon \to 0 \) and then making infimum with respect to \( c \), we obtain the first inequality in (2.8). Then, the second and the third ones follow from Theorem 1.1.

(c) The proof of part (3) of the theorem is similar to [16; proof of Theorem 3.7]. Here, we sketch the ideas only.

Note that \( I_{(p, x)} I_{(x, q)} \in B \) and so \( B_{B_1, B_2 < \infty} \) when \( p \) and \( q \) are both finite. We now assume that \( B_{B_1, B_2 < \infty} \) but allow \( p \) and \( q \) to be infinite. Then, it is not difficult to show that \( B_{B_1} \) and \( B_{B_2} \) are both continuous in \( c \) with different values at \( c = p, q \). Noting that when \( c' \geq c \),
\[
\sup_{g \in \mathcal{G}^{1c}} \int_{p}^{q} g d\mu^{1c} = \sup_{g \in \mathcal{G}^{1c'}} \int_{p}^{q} g d\mu^{1c'} \leq \sup_{g \in \mathcal{G}} \int_{p}^{q} g d\mu^{1c'} = \sup_{g \in \mathcal{G}^{1c'}} \int_{p}^{q} g d\mu^{1c'}
\]
for all \( x \in (p, c) \), we have \( \| I_{(p, x)} \|_{B_1} \leq \| I_{(p, x)} \|_{B_2} \) for all \( x \in (p, c) \). Hence, \( B_{B_1} \uparrow \) and \( B_{B_2} \downarrow \) strictly as \( c \uparrow \). Thus, as \( c \) varies, the two curves \( B_{B_1} \) and \( B_{B_2} \) must intersect at a point \( c_0 \in (p, q) \) uniquely, and then the required estimates follows from (2.7) and (2.8).

Next, assume that \( p > -\infty \) and \( q = \infty \). We need to consider only the case where \( B_{B_2} = \infty \) since \( B_{B_1} < \infty \). Following the proof of [16; Theorem 3.7] (or the ideas in the last paragraph), by condition (2.5), the two curves \( B_{B_1} \) and \( B_{B_2} \) must intersect at \( c_0 = q = \infty \). Moreover, the lower bound given in (2.8) equals \( \infty \). Therefore, the required assertions all hold. The case of \( p = -\infty \) and \( q < \infty \) is symmetric and so can be proved in a similar way.

It remains to consider only the case that \( (p, q) = \mathbb{R} \) and one of \( B_{B_1} \) and \( B_{B_2} \) is infinite. We will come back to the proof soon.

Roughly speaking, Theorem 2.2 is a comparison of \( \| f^2 \|_{B} \) and \( \| (f - \pi(f))^2 \|_{B} \). Alternatively, one may compare \( \| f \|_{B} \) with \( \| f - \pi(f) \|_{B} \) (If we replace \( \| f^2 \|_{B} \) with \( \| f \|_{B} \) in (1.5), then by the Cauchy-Schwarz inequality, \( \| f \|_{B} \leq \| f^2 \|_{B} \|1\|_{B} \), hence the resulting inequality is weaker than (1.5). However, they are equivalent each other in the context of the Orlicz spaces studied in the subsequent sections). This is also used in the study of the logarithmic Sobolev and the Nash inequalities (cf. [5], [6], [7] and §4 below). The key of the comparison is as follows.
Proposition 2.3. Let \((E, \mathcal{E}, \pi)\) be a probability space and \((\mathbb{B}, \|\cdot\|_\mathbb{B})\) be an arbitrary Banach space of Borel measurable functions on \((E, \mathcal{E}, \pi)\), containing the constant function 1.

1. Assume that there is a constant \(c_1\) such that \(\sqrt{\pi(f^2)} \leq c_1\|f\|_\mathbb{B}\) for all \(f \in \mathbb{B}\).

Then
\[
\|f - \pi(f)\|_\mathbb{B} \leq (1 + c_1\|1\|_\mathbb{B})\|f\|_\mathbb{B}. \tag{2.9}
\]

2. Next, for a given \(A \in \mathcal{E}\), let \(c_2(A)\) be the constant such that \(\sqrt{\pi(f^2 I_A)} \leq c_2(A)\|f I_A\|_\mathbb{B}\) for all \(f \in \mathbb{B}\). If \(c_2(A)\sqrt{\|\pi(A)\|_\mathbb{B}} < 1\), then for every \(f\) with \(f|_{A^c} = 0\) we have
\[
\|f\|_\mathbb{B} \leq \|f - \pi(f)\|_\mathbb{B}/[1 - c_2(A)\|\pi(A)\|_\mathbb{B}] . \tag{2.10}
\]

Proof. The proof is quite easy. We follow the above quoted papers with a slight modification. First, we have
\[
\|f - \pi(f)\|_\mathbb{B} \leq \|f\|_\mathbb{B} + |\pi(f)|\|1\|_\mathbb{B} \leq \|f\|_\mathbb{B} + \sqrt{\pi(f^2)} \|1\|_\mathbb{B}
\]
by the Cauchy-Schwarz inequality. This proves (2.9).

Next, by using the Cauchy-Schwarz inequality again, for every \(f\) with \(f|_{A^c} = 0\), we have \(\pi(f)^2 \leq \pi(A)\pi(f^2)\). Therefore, by triangle inequality, we have
\[
\|f\|_\mathbb{B} \leq \|f - \pi(f)\|_\mathbb{B} + |\pi(f)|\|1\|_\mathbb{B} \leq \|f - \pi(f)\|_\mathbb{B} + c_2(A)\|\pi(A)\|_\mathbb{B} \|f\|_\mathbb{B}.
\]
Collecting the terms of \(\|f\|_\mathbb{B}\), we obtain (2.10).

Similarly, we have the following result.

Proposition 2.4. Everything in the premise is the same as in Proposition 2.3.

1. Assume that there is a constant \(c_1\) such that \(\pi(|f|) \leq c_1\|f\|_\mathbb{B}\) for all \(f \in \mathbb{B}\).

Then
\[
\|(f - \pi(f))^2\|_\mathbb{B} \leq (1 + \sqrt{c_1\|1\|_\mathbb{B}})^2\|f^2\|_\mathbb{B}. \tag{2.11}
\]

2. Next, for a given \(A \in \mathcal{E}\), let \(c_2(A)\) be the constant such that \(\pi(|f| I_A) \leq c_2(A)\|f I_A\|_\mathbb{B}\) for all \(f \in \mathbb{B}\). If \(c_2(A)\pi(A) < 1\) and for every \(f\) with \(f|_{A^c} = 0\) we have
\[
\|f^2\|_\mathbb{B} \leq \|(f - \pi(f))^2\|_\mathbb{B}/[1 - \sqrt{c_2(A)\|\pi(A)\|_\mathbb{B}}]^2 . \tag{2.12}
\]

Proof of Theorem 2.2 (continued). Let \((p, q) = \mathbb{R}\). We need to prove that \(A < \infty\) if \(B_{2c} \land B_{2e} < \infty\). By assumption, for sufficiently small \(c\), condition (2) of Proposition 2.4 is satisfied with \(A = (-\infty, c)\). Let (2.6) hold. Then we have for every \(f\) with \(f|_{A^c} = 0\), that \(\|f^2\|_{1c} \leq c^2\|(f - \pi(f))^2\|_{1c}\) for some \(c^2 < \infty\). Thus, once (2.6) holds, we must have \(B_{2c} \leq A_{2c} < \infty\) first for sufficiently small \(c\), and then for all \(c \in \mathbb{R}\), since \(B_{2c}\) is continuous in \(c \in \mathbb{R}\). By symmetry, the same conclusion holds for \(B_{2e}\) and so \(B_{2c} \lor B_{2e} < \infty\) for all \(c \in \mathbb{R}\). This proves the necessity of the condition \(B_{2c} \lor B_{2e} < \infty\) for \(A < \infty\). The sufficiency comes from (2.7). If the equation \(B_{2c} = B_{2e} = \infty\) holds for some \(c \in \mathbb{R}\), then it also holds for all \(c \in \mathbb{R}\). Otherwise, the solution \(c_0 \in [p, q]\) must be unique as shown before. Of course, the case that \(c_0 = \pm \infty\) is useless for us.
3. Orlicz form. In this section, the above results are specialized to the Orlicz spaces. To do so, we recall some basic notions and facts. A function $\Phi : \mathbb{R} \to \mathbb{R}$ is called an $N$-function if it is non-negative, continuous, convex, even (i.e., $\Phi(-x) = \Phi(x)$) and satisfies the following conditions:

$$\Phi(x) = 0 \text{ iff } x = 0, \quad \lim_{x \to 0} \Phi(x)/x = 0, \quad \lim_{x \to \infty} \Phi(x)/x = \infty.$$ 

We will often assume the following growth condition (or $\Delta_2$-condition) for $\Phi$:

$$\sup_{x \gg 1} \Phi(2x)/\Phi(x) < \infty \iff \sup_{x \gg 1} x\Phi'_-(x)/\Phi(x) < \infty,$$

where $\Phi'_-$ is the left derivative of $\Phi$. It is interesting that this condition is also essential in the study of $F$-Sobolev inequalities by Cheeger's method (cf. [17; condition (2.3)], see also [18]).

Corresponding to each $N$-function, we have a complementary $N$-function:

$$\Phi_c(y) := \sup\{x|y| - \Phi(x) : x \geq 0\}, \quad y \in \mathbb{R}.$$ 

Alternatively, let $\varphi_c$ be the inverse function of $\Phi'_-$, then $\Phi_c(y) = \int_0 \varphi_c$. The two typical examples of pairs of $N$-functions are as follows. First, $\Phi(x) = |x|^p/p$ and $\Phi_c(y) = |y|^{q/q} - |y|/q$, $1/p + 1/q = 1$. This corresponds to the standard $L^p$-spaces. Next, $\Phi(x) = (1 + |x|) \log(1 + |x|) - |x|$ and $\Phi_c(y) = e^{|y|} - |y| - 1$. This is related to the logarithmic Sobolev inequality mentioned before. Very often, $\Phi_c$ is not explicitly known for a given $\Phi$, for instance when $\Phi(x) = |x| \log(1 + |x|)$.

Given an $N$-function and a finite measure $\mu$ on $E := (p, q) \subset \mathbb{R}$, we define an Orlicz space as follows:

$$L^\Phi(\mu) = \left\{ f : E \to \mathbb{R} : \int_E \Phi(f)d\mu < \infty \right\}, \quad \|f\|_\Phi = \sup_{g \in \mathcal{G}} \int_E |f|g d\mu, \quad (3.1)$$

where

$$\mathcal{G} = \left\{ g \geq 0 : \int_E \Phi_c(g)d\mu \leq 1 \right\}.$$ 

Under $\Delta_2$-condition, $(L^\Phi(\mu), \|\cdot\|_\Phi, \mu)$ is a Banach space. For this, the $\Delta_2$-condition is indeed necessary. Clearly, $L^\Phi(\mu) \ni 1$ and is ideal.

Having these preparations in mind, it is rather simple to state our first result in this section.

**Theorem 3.1.** For every $N$-function $\Phi$ satisfying $\Delta_2$-condition, the conclusions of Theorems 1.1 and 2.1 hold with $B = L^\Phi(\mu)$. Moreover,

$$\|I(x, D)\|_\Phi = \mu(x, D)\Phi_c^{-1}(\mu(x, D)^{-1}) = \inf_{\alpha > 0} \frac{(1 + \mu(x, D)\Phi(\alpha))}{\alpha},$$

where $\Phi_c^{-1}$ is the inverse function of $\Phi_c$.

**Proof.** Clearly, $L^\Phi(\mu)$ is an ideal Banach space. Since $\lim_{x \to 0} \Phi_c(x)/x = 0$ and $\mu$ is a finite measure, $\mathcal{G}$ contains all sufficiently small constants and furthermore
\( L^\Phi(\mu) \subset L^1(\mu) \). Next, for an indicator function \( I_B \) of \( B \), by [19; §3.4, Corollary 7], we have
\[
\|I_B\|_\Phi = \mu(B)\Phi^{-1}_c(\mu(B)^{-1}) < \infty.
\]
(3.2)

This gives us again \( 1 \in L^\Phi(\mu) \) and then \( \mathcal{G} \subset L^1(\mu) \). Combining (3.2) with (3.4) below, we obtain the last assertion. □

The next result is a consequence of Theorem 2.2 and Proposition 2.4. We will use the notations introduced there. For simplicity, we write \( c_2(A) = c_2(p,c) \) and \( \pi(A) = \pi(p,c) \) when \( A = (p,c) \).

**Theorem 3.2.** For every \( N \)-function \( \Phi \) satisfying \( \Delta_2 \)-condition, the conclusions of Theorem 2.2 hold with \( B = L^\Phi(\mu) \). Additionally, if
\[
[c_2(p,c)\pi(p,c)] \vee [c_2(c,q)\pi(c,q)] \|1\|_B < 1,
\]
then we have
\[
\overline{A}_B \geq \sup_{c \in (p,q)} \left( 1 - \sqrt{\|1\|_B \left[ [c_2(p,c)\pi(p,c)] \vee [c_2(c,q)\pi(c,q)] \right]} \right)^{1/2} (A_{B_{1c}} \vee A_{B_{2c}}).
\]

To prove this theorem and also for the later use, we recall some known facts about the norm \( \| \cdot \|_\Phi \). The next result is taken from [19; §3.3, Theorem 13 and Proposition 14].

**Proposition 3.3.** We have
\[
\|f\|_\Phi = \inf_{\alpha > 0} \frac{1}{\alpha} \left( 1 + \int_E \Phi(\alpha f) d\mu \right).
\]
(3.3)

In particular,
\[
\|I_B\|_\Phi = \inf_{\alpha > 0} \frac{1}{\alpha} (1 + \mu(B)\Phi(\alpha)).
\]
(3.4)

Furthermore, if there is \( \alpha^* = \alpha^*(f) > 0 \) such that
\[
\int_E \left[ \alpha^*|f|\Phi'_-(\alpha^*|f|) - \Phi(\alpha^*f) \right] d\mu = 1,
\]
(3.5)

where \( \Phi'_- \) is the left derivative of \( \Phi \) as usual, then
\[
\|f\|_\Phi = \frac{1}{\alpha^*} \left( 1 + \int_E \Phi(\alpha^* f) d\mu \right) = \int_E |f|\Phi'_-(\alpha^*|f|) d\mu,
\]
(3.6)

Next, a more practical but equivalent norm is as follows:
\[
\|f\|_{(\Phi)} = \inf \left\{ \alpha > 0 : \int_E \Phi(f/\alpha) d\mu \leq 1 \right\}.
\]
(3.7)

In particular,
\[
\|I_B\|_{(\Phi)} = 1/\Phi^{-1}(\mu(B)^{-1})
\]
(3.8)
A definition of holds indeed for all $x$ such that $\sup G_{\pi}$ that $c$ is satisfied. It remains to check that $c(A) < \infty$ for all $A$ with $\pi(A) \ll 1$. Let $f \in L^\Phi(\mu)$ with $f \geq 0$. By convexity of $\Phi$, we have
\[ \Phi\left( \alpha \frac{\mu(A)}{\int_A f \, d\mu} \right) \leq \frac{1}{\mu(A)} \int_A \Phi(\alpha f) \, d\mu. \]
Recall $Z = \mu(p, q) := \int_\mathbb{R}^d \, d\mu$. By (3.3), we obtain
\[ \|f_{IA}\|_{\Phi} = \inf_{\alpha > 0} \frac{1}{\alpha} \left( 1 + \int_A \Phi(\alpha f) \, d\mu \right) \geq \inf_{\alpha > 0} \left[ \frac{1}{\alpha} + \frac{\mu(A)}{\alpha} \Phi\left( \frac{\alpha Z(f_{IA})}{\mu(A)} \right) \right]. \] (3.10)
Next, because of $\lim_{x \to +\infty} \Phi(x)/x = \infty$ and the continuity of $\Phi$, there exists $c' > 0$ such that $\sup_{x \geq 1} \Phi(x)/x \geq c'$. Thus,
\[ \frac{1}{\alpha} + \frac{\mu(A)}{\alpha} \Phi\left( \frac{\alpha Z(f_{IA})}{\mu(A)} \right) \geq \begin{cases} \frac{1}{\alpha} \geq \frac{Z(f_{IA})}{\mu(A)}, & \text{if } \frac{\alpha Z(f_{IA})}{\mu(A)} \leq 1 \\ \frac{\mu(A)}{\alpha}, & \frac{\alpha Z(f_{IA})}{\mu(A)} \geq 1. \end{cases} \]
Therefore $\|f_{IA}\|_{\Psi} \geq \min\{Z/\mu(A), c'Z\} \pi(f_{IA})$. Hence the required assertion holds indeed for all $A$.

To prove the last assertion of Theorem 3.2, fix $c \in (p, q)$. Applying (2.6) to the function $f_1$ with $f_1|_{(c, q)} = 0$, we have $\overline{A}_B D(f_1) \cong \|(f_1 - \pi(f_1))^2\|_B$. On the other hand, by Part (2) of Proposition 2.4, we get $\|f_1^2\|_{B_1} \leq K_1 \|(f_1 - \pi(f_1))^2\|_B$, where
\[ K_1 = \left[ 1 - \sqrt{c_2(p, c)\pi(p, c)} \|1\|_B \right]^{-2}. \]
Therefore, $K_1 \overline{A}_B D(f) \geq \|f_1^2\|_{B_1}$. From definition of $A_{B_1}$, it follows that $\overline{A}_B \geq K_2^{-1} A_{B_1}$. Symmetrically, $\overline{A}_B \geq K_3^{-1} A_{B_2}$. Thus,
\[ \overline{A}_B \geq (K_1^{-1} A_{B_1}) \vee (K_2^{-1} A_{B_2}) \]
\[ \geq (K_1^{-1} \wedge K_2^{-1}) (A_{B_1} \vee A_{B_2}) \]
\[ = \left[ (1 - \sqrt{c_2(p, c)\pi(p, c)} \|1\|_B) \wedge (1 - \sqrt{c_2(c, q)\pi(c, q)} \|1\|_B) \right]^2 (A_{B_1} \vee A_{B_2}). \]
Making supremum with respect to $c$, we obtain the required assertion. \qed

To have a feeling about the above results, we now consider a very simple example.
Example 3.4. Let $D = 1$, $a = 1$ and $b = 0$. Then the operator $L$ has the first Dirichlet eigenvalue $\lambda_0 = \pi^2/4$ with eigenfunction $g(x) = \sin(\pi x/2)$, and so the optimal constant in (1.1) is $A = 4/\pi^2 \approx 0.4053$.

Consider the extension from $B = L^1(\mu)$ to $B = L^p(\mu)$ for all $p > 1$ in the form of (1.5). That is, taking $\Phi(x) = |x|^p/p$ and then $\Phi_c(y) = |y|^{q/q}$, $1/p + 1/q = 1$. The case of $p = 1$ is nothing but the original (1.1) and the case of $p > 1$ corresponds to the Nash inequalities (cf. [7]). We are going to compute the bounds provided by Theorems 3.1 and 3.2.

(a) Upper bound. Since $\Phi_1^{-1}(y) = (qy)^{1/q}$ for $y \geq 0$, we have

$$
\mu(x, 1)\Phi_1^{-1}(\mu(x, 1)^{-1}) = (1 - x)\Phi_1^{-1}((1 - x)^{-1}) = q^{1/q}(1 - x)^{1/p}.
$$

Next, $\varphi(x) = x$. Thus, by (1.8), we have

$$
A_\Phi \leq 4^{1/q} \sup_{x \in (0, 1)} x(1 - x)^{1/p} = \frac{4pq^{1/q}}{(p + 1)^{1+1/p}} < \infty. \quad (3.11)
$$

Thus, the Orlicz form of the inequality holds for all $p > 1$.

(b) Lower bounds. In view of (1.9) and (1.10), we already have a lower bound:

$$
A_\Phi \geq \frac{pq^{1/q}}{(p + 1)^{1+1/p}}. \quad (3.12)
$$

We are going to compute another one by using (1.9). For this, we need to compute the norm $\|f_{[x, 1]}\|_\Phi$.

The equation (3.5):

$$
1 = \int_x^1 [\alpha |f| \Phi_1' (\alpha |f|) - \Phi(\alpha f)] d\mu = \frac{1}{q} \int_x^1 (\alpha |f|)^p d\mu,
$$

has a solution

$$
\alpha^* = \alpha^*(x) = q^{1/p}/\|f_{[x, 1]}\|_p,
$$

where $\| \cdot \|_p$ is the usual $L^p(\mu)$-norm. Thus, by (3.6), we have

$$
\|f_{[x, 1]}\|_\Phi = \frac{1}{\alpha^*} + \frac{1}{\alpha^*} \int_x^1 (\alpha^* |f|)^p/p = \frac{1}{\alpha^*} (1 + q/p) = \frac{q}{\alpha^*} = q^{1/q} \|f_{[x, 1]}\|_p. \quad (3.13)
$$

Fix $x \in (0, 1)$ and take $f(y) = (x \land y)^2$. Then

$$
\|f_{[x, 1]}\|_p^p = \int_0^x y^{2p} + x^{2p}(1 - x) = \frac{1}{2p + 1} x^{2p} (2p + 1 - 2px).
$$

Combining this with (1.9) and (3.13), we get

$$
A_\Phi \geq q^{1/q} \frac{1}{(2p + 1)^{1/p}} \sup_{x \in (0, 1)} x(2p + 1 - 2px)^{1/p} = \frac{(2p + 1)q^{1/q}}{2(p + 1)^{1+1/p}}. \quad (3.14)
$$
Clearly, this lower bound is bigger than (3.12).

(c) Improvement of the bounds. For upper bound, one may use (1.7). The first candidate of test function should be \( f(x) = \sin(\pi x/2) \) since it is the eigenfunction of the original inequality. Surprisingly, since

\[
\lim_{x \to 1} \|fI(x,1)\|_p/f'(x) = \infty,
\]

by (3.13), it leads to the trivial upper bound

\[
A_\Phi \leq \sup_{x \in (0,1)} \|fI(x,1)\|_p/f'(x) = \infty.
\]

The reason is that even though

\[
\frac{4}{\pi^2} \equiv I(f) \leq \sup_{x \in (0,1)} I(\sqrt{\varphi})(x) \quad (\leq 4B_2),
\]

this inequality is no longer true when \( d\mu \) in \( I(f) \) is replaced with \( d\mu_g \). This shows that on the one hand the constant \( A_\Phi \) is quite sensitive to test functions, and on the other hand we are lucky to have the same representative test functions (\( f = \varphi^\gamma \) for \( \gamma = 1 \) or \( 1/2 \), independent of \( a \)) which deduce the explicit bounds for all \( B \) (cf. the last paragraph of proof (b) of Theorem 1.1 and the proof of Theorem 2.1).

However, Theorem 2.1 is applicable for this test function \( f(x) = \sin(\pi x/2) \). First, by (3.13), we have

\[
\|f\varphi(x,\cdot)\|_p = q^{1/q}\|f\varphi(x,\cdot)\|_p = q^{1/q}\left[ \int_0^x \left( y \sin \left( \frac{\pi y}{2} \right) \right)^p + x^p \int_x^1 \left( \sin \left( \frac{\pi y}{2} \right) \right)^p \right]^{1/p}.
\]

By Theorem 2.1,

\[
A_\Phi \leq \sup_{x \in (0,1)} f(x)^{-1} \|f\varphi(x,\cdot)\|_p.
\]

Numerical computation shows that the supremum is attained at \( x = 1 \). Therefore,

\[
A_\Phi \leq \|f\varphi\|_p = q^{1/q}\left[ \int_0^1 \left( x \sin \left( \frac{\pi x}{2} \right) \right)^p \right]^{1/p}.
\]

On the other hand, since \( D(f) = \pi^2/8 \), by (1.6) and (3.3), we have

\[
A_\Phi \geq \frac{q^{1/q}\|f\|_p}{D(f)} = \frac{8q^{1/q}}{\pi^2} \left[ \int_0^1 \left( \sin \left( \frac{\pi x}{2} \right) \right)^p \right]^{1/p}.
\]

Combining these facts together, we obtain

\[
\frac{8q^{1/q}}{\pi^2} \left[ \int_0^1 \left( \sin \left( \frac{\pi x}{2} \right) \right)^p \right]^{1/p} \leq A_\Phi \leq q^{1/q} \left[ \int_0^1 \left( x \sin \left( \frac{\pi x}{2} \right) \right)^p \right]^{1/p}. \quad (3.15)
\]
The estimates in (3.15) are quite good for smaller $p > 1$ and are indeed exact when $p \to 1$.

Finally, we compute the upper bound $D_\Phi$. Since

$$
\left\| \sqrt{\varphi} \varphi(x \cdot) \right\|_p^p = \frac{2xp}{p+2} \left[ 1 - \frac{2pxp/2+1}{3p+2} \right],
$$

by (2.3) and (3.13), we have

$$
A_\Phi \leq q^{1/q} \left( \frac{2}{p+2} \right)^{1/p} \sup_{x \in (0,1)} \sqrt{x} \left[ 1 - \frac{2pxp/2+1}{3p+2} \right]^{1/p}
$$

$$
= q^{1/q} \left( \frac{3p+2}{4(p+1)} \right)^{1/(p+2)}. \quad (3.16)
$$

This bound is much better than (3.11), which can still be improved by using $D_\Phi(2) = D_B(2)$ given in Theorem 2.1:

$$
D_\Phi(2) = q^{1/q}[(7p+4)/(10p^2 + 13p + 4)]^{1/p}.
$$

Note that the ratio of the upper bound in (3.16) (resp. $D_\Phi(2)$) and the lower bound in (3.14) is bounded above by $2 \cdot 5^{1/3}/3 \approx 1.13998$ (resp. $88/80 \approx 1.08642$) and decreases to 1 as $p \to \infty$. Moreover, when $p$ varies from 1 to $\infty$, $D_\Phi/D_\Phi(2)$ starts at $27 \cdot 5^{1/3}/44 \approx 1.0493$ and decreases to 1 rapidly. In the worst case of $p = 1$, applying (1.6) to the same test function

$$
x \left[ 1 - \frac{2pxp/2+1}{(3p+2)} \right]^{1/p}
$$

with $p = 1$, we obtain the lower bound $162/405 > 3/8$. Therefore, we have

$$
162/405 \approx 0.4049 < A_\Phi = 4/\pi^2 \approx 0.4053 < D_\Phi(2) = 11/27 \approx 0.4075
$$

and so there is not much room for further improvement. Actually, in this case, the iterative procedure works well as shown in [1; Example 1.5]. We have thus illustrated the power of the variational formulas.

4. Logarithmic Sobolev inequality. As a typical application of the above general setup, this section studies the Orlicz spaces with $N$-functions $\Phi(x) = |x| \log(1 + |x|)$ and $\Psi(x) = x^2 \log(1 + x^2)$, and apply to the logarithmic Sobolev inequality on $\mathbb{R}$ (or subintervals of $\mathbb{R}$ with obvious modification). The starting point is the following observation which is a slight improvement of [5; Proposition 4.1].

Lemma 4.1. For every $f \in L^\Phi(\mathbb{R}, \mu)$, we have

$$
\frac{4}{5} \left\| f - \pi(f) \right\|_\varphi^2 \leq \mathcal{L}(f) \leq \frac{51}{20} \left\| f - \pi(f) \right\|_\varphi^2,
$$
where \( \mathcal{L}(f) = \sup_{c \in \mathbb{R}} \text{Ent}((f + c)^2) \) and

\[
\text{Ent}(f) = \int_{\mathbb{R}} f \log \left( \frac{f}{\|f\|_{L^1(\pi)}} \right) d\mu
\]

for \( f \geq 0 \).

**Proof.** Note that if we replace \( \mu \) with \( \pi \) in definitions of \( \mathcal{L}(f) \), \( \text{Ent}(f) \) and \( \| \cdot \|_{\Psi} \) used here, then the conclusion is the same and we return to the context of [5] (the \( \mu \) used in [5] is the \( \pi \) used here).

Let \( \|f\|_{\Psi} = 1 \) and \( \pi(f) = 0 \). By a result essentially due to [20; Lemma 9], we have \( \mathcal{L}(f) \leq \text{Ent}(f^2) + 2\pi(f^2) \). Express the right as

\[
\int f^2(\delta + \log f^2) d\pi + \pi(f^2) [2 - \delta - \log \pi(f^2)]
\]

for some \( \delta \in [0, 2] \). Note that \( x(2 - \delta - \log x) \leq e^{1-\delta} \) for all \( x > 0 \). Let \( c(\delta) \) be the bound so that \( \delta + \log x \leq c(\delta) \log(1 + x) \) for all \( x > 0 \). Then, we have

\[
\mathcal{L}(f) \leq c(\delta) \int f^2 \log (1 + f^2) d\pi + e^{1-\delta} \leq c(\delta) + e^{1-\delta}.
\]

Minimizing the right in \( \delta \) and noting that \( c(\delta) \) satisfies the equation

\[
c \log c - (c - 1) \log(c - 1) = \delta \quad (c > 1)
\]

(which comes from the equation \( c'(\delta) = 0 \)), we obtain \( \delta \approx 1.02118 \), \( c(\delta) \approx 1.56271 \) and then obtain the required upper bound.

For the lower bound, the idea is to find the smallest constant \( \delta \approx 0.4408 \) so that \( x \log (1 + x/(2 + \delta)) \leq \delta + x \log x \) for all \( x > 0 \). Then

\[
\int \left( \frac{f^2}{(2 + \delta)} \right) \log (1 + f^2/(2 + \delta)) d\pi \leq (\delta + \int f^2 \log f^2 d\pi)/(2 + \delta) \leq 1,
\]

since

\[
\int f^2 \log f^2 d\pi \leq 2 = \mathcal{L}(f)
\]

by assumption, and the remainder of the proof is the same as the original one given in [5]. \( \square \)

Lemma 4.1 leads to the use of \( \Psi \). Next, since \( \|f\|^2_{\Psi} = \|f^2\|_{\Psi} \) (the similar relation \( \|f\|^2_{\Phi} = \|f^2\|_{\Phi} \) seems not to be true), it is also natural to use \( \Phi \). Note that the use of the norm \( \| \cdot \|_{\Phi} \) is necessary because of the representation (3.1). This point was missed in the previous papers and so it is worthy to re-examine the estimates of the optimal constants. Actually, we will produce a new and much precise result (Theorem 4.3).

According to Lemma 4.1, it suffices to estimate the constant \( \overline{A}_\Phi \) in (2.6). To do so, we first study \( A_\Phi \) on the interval \((0, D)\). Again, we concentrate on explicit bounds without examining the variational formulas (1.7) and (2.2).
Theorem 4.2. Consider the interval $(0, D)$. For $\Phi(x) = |x| \log(1 + |x|)$, we have

$$B_\Phi \leq C_\Phi \leq A_\Phi \leq D_\Phi \leq 4B_\Phi,$$  \hspace{1cm} (4.1)

where

$$B_\Phi = \sup_{x \in (0, D)} \varphi(x)M(\mu(x, D)),$$

$$M(x) := x \left[ \frac{2}{1 + \sqrt{1 + 4x}} + \log \left( 1 + \frac{1 + \sqrt{1 + 4x}}{2x} \right) \right],$$

$$C_\Phi = \sup_{x \in (0, D)} \varphi(x)^{-1} \| \varphi(x \wedge \cdot) \|_\Phi,$$

$$D_\Phi = \sup_{x \in (0, D)} \varphi(x)^{-1/2} \| \sqrt{\varphi(x \wedge \cdot)} \|_\Phi.$$

(4.2)

In particular, the Poincaré-type inequality (1.5) in the Orlicz space $L^\Phi(\mu)$ holds iff

$$\sup_{x \in (0, D)} \varphi(x) \mu(x, D) \log(1/\mu(x, D)) < \infty.$$

(4.3)

Proof. First, we compute $\|I_B\|_\Phi$. The equation (3.5) with $f = I_B$ becomes

$$\int_B \alpha^2 / (1 + \alpha) d\mu = 1,$$

from which we obtain the solution $\alpha^* = (1 + \sqrt{1 + 4\mu(0, D)}/(2\mu(B))$. Inserting this into (3.6), we obtain

$$\|I_B\|_\Phi = M(\mu(B)) = \frac{1}{2} \left( \sqrt{1 + 4\mu(B)} - 1 \right) + \mu(B) \log \left( 1 + \frac{1 + \sqrt{1 + 4\mu(B)}}{2\mu(B)} \right).$$

Combining this with Theorem 3.1, we obtain (4.1). Obviously, we have the following simpler estimates:

$$\mu(B) \log(1 + 1/\mu(B)) \leq \|I_B\|_\Phi \leq \mu(B) \left[ 1 + \log \left( 1 + \omega/\mu(B) \right) \right],$$

where $\omega = (\sqrt{1 + 4\mu(0, D)} + 1)/2$. Then, the last assertion follows from (4.1).

The computations of $C_\Phi$ and $D_\Phi$ are usually non-trivial. For this, we introduce some approximation procedures of $\|f\|_\Phi$ for general $f \in L^\Phi(\mu)$. Replacing $f$ by $|f|$ if necessary, assume that $f \geq 0$. Again, let $E$ be an open subinterval of $\mathbb{R}$. Then, by (3.3), we have

$$\|f\|_\Phi = \inf_{\alpha > 0} \left[ \frac{1}{\alpha} + \int_E f \log(1 + \alpha f) d\mu \right] =: \inf_{\alpha > 0} H(\alpha).$$

Then $H'(\alpha) \geq 0$ iff

$$\alpha^{-2} \leq \int_E f^2 / (1 + \alpha f) d\mu.$$
That is,
\[ \alpha \geq \left[ 1 + \mu(E) - \mu((1 + \alpha f)^{-1}) \right] / \mu(f) =: J(\alpha) / \mu(f). \]

Clearly, \( H(\alpha) \) attains its infimum (i.e., \( \alpha \mu(f) = J(\alpha) \)) at some \( \alpha^* \):
\[ 0 < \alpha_1 \equiv \mu(f)^{-1} \leq \alpha^* \leq (1 + \mu(E)) / \mu(f) =: \bar{\alpha}_1. \]

Define \( \alpha_n = J(\alpha_{n-1}) / \mu(f) \) and \( \bar{\alpha}_n = J(\bar{\alpha}_{n-1}) / \mu(f) \). Then, we have \( \alpha_n \uparrow \alpha^* \downarrow \bar{\alpha}_n \).

Therefore,
\[ \alpha_n \leq J(\alpha_n) / \mu(f) \leq J(\bar{\alpha}_n) / \mu(f) \leq \bar{\alpha}_n \]

since \( J(\alpha) \) is increasing in \( \alpha \). Then, \( H'(\alpha_n) \leq 0 \leq H'(... \text{and so} \|f\|_\phi \leq H(\alpha_n) \wedge H(\bar{\alpha}_n) \text{for all } n \geq 1 \text{ and } \|f\|_\phi = \lim_{n \to \infty} H(\alpha_n). \)

This leads to our first approximation procedure:
\[ \|f\|_\phi \leq H((\alpha_n + \alpha_{n+1})/2), \quad \|f\|_\phi = \lim_{n \to \infty} H((\alpha_n + \alpha_{n+1})/2). \quad (4.4) \]

Here, “\( \leq \)” means that “\( \leq \)” and “\( \approx \)”. In practice, the second approximation procedure below, called Bolzano’s method, is even more effective: Set \( \alpha_1 = \mu(f)^{-1} \) and \( \alpha_2 = (1 + \mu(E)) / \mu(f) \). Noting that \( \alpha \mu(f) - J(\alpha) \), as well as \( H'(\alpha) \), has different sign at \( \alpha_1 \) and \( \alpha_2 \), we make a test at the middle: \( \alpha_3 := (\alpha_1 + \alpha_2)/2 \).

Next, if \( \alpha \mu(f) - J(\alpha) \) have different sign at \( \alpha_1 \) and \( \alpha_3 \) for instance, eliminating the subinterval \((\alpha_3, \alpha_2)\) and choose the middle of \((\alpha_1, \alpha_3)\): \( \alpha_4 := (\alpha_1 + \alpha_3)/2 \) as the new test point, and so on. At the \( n \)-th step, we have a smaller subinterval left with endpoints \( \alpha_n \) and \( \alpha_{n+1} \) at which \( \alpha \mu(f) - J(\alpha) \) has different sign, then we may stop here by choosing \((\alpha_n + \alpha_{n+1})/2 \) as an approximation of \( \alpha^* \), and furthermore:
\[ \|f\|_\phi \leq H((\alpha_n + \alpha_{n+1})/2), \quad \|f\|_\phi = \lim_{n \to \infty} H((\alpha_n + \alpha_{n+1})/2). \quad (4.5) \]

When \( n = 1 \), the two approximations in (4.4) and (4.5) coincide with each other. Having (4.4) and (4.5) at hand, it is not difficult to estimate \( C_\Phi \) and \( D_\Phi \). Actually, even for \( n \leq 2 \), both (4.4) and (4.5) often produce good enough estimates. In these cases, it is not difficult to write down the analytic estimates for \( C_\Phi \) and \( D_\Phi \). One may wonder about the accuracy of the upper bound of \( C_\Phi \). For this, we mention an analytic but rough lower bound of \( C_\Phi \). By (3.10), we have
\[ \|\varphi(x \land \cdot)^2\|_\phi \geq \inf_{\alpha > 0} \left[ \alpha^{-1} + \mu(\varphi(x \land \cdot)^2) \log [1 + \alpha \pi(\varphi(x \land \cdot)^2)] \right]. \]

Finding the infimum on the right, we obtain the following estimate.
\[ C_\Phi \geq \sup_{x \in (0,D)} \varphi(x)^{-1} \left[ \frac{1}{\alpha^*} + \mu(\varphi(x \land \cdot)^2) \log [1 + \alpha^* \pi(\varphi(x \land \cdot)^2)] \right], \]
\[ \alpha^* = \frac{1 + \sqrt{1 + \mu(0,D)}}{2 \mu(\varphi(x \land \cdot)^2)}. \quad (4.6) \]
The next step is splitting $\mathbb{R}$ into the half lines $\mathbb{R}_1 := (-\infty, 0)$ and $\mathbb{R}_2 := (0, \infty)$. For this, we need some notations. Denote by $\| \cdot \|_{1, \Phi}$ and $\| \cdot \|_{2, \Phi}$ the norms in $L^\Phi(\mathbb{R}_1, \mu)$ and $L^\Phi(\mathbb{R}_2, \mu)$, respectively. Actually, $\| f \|_{1, \Phi} = \| f I_{\mathbb{R}_1} \|_\Phi$ and $\| f \|_{2, \Phi} = \| f I_{\mathbb{R}_2} \|_\Phi$. The corresponding constants in inequality (1.5) are denoted by $A^1_{\Phi}$ and $A^2_{\Phi}$, respectively. Similarly, we have $A^{1}_{(\Phi)}$, $A^{2}_{(\Phi)}$ when the norm $\| \cdot \|_\Phi$ is replaced by $\| \cdot \|_{(\Phi)}$, and so on. Recall that $\| \cdot \|_\Phi$ and $\mathcal{A}_\Phi$ are used for the whole line, i.e., for the space $L^\Phi(\mathbb{R}, \mu)$.

Let $B^k_\Phi$ and $C^k_\Phi (k = 1, 2)$ be given by Theorem 4.2 in terms of $\varphi_1(x) = \int_x^0 e^{-C}$ and $\varphi_2(x) = \int_0^x e^{-C}$:

\begin{align*}
B^1_\Phi &= \sup_{x \in (-\infty, 0)} \varphi_1(x) M(\mu(-\infty, x)), \\
B^2_\Phi &= \sup_{x \in (0, \infty)} \varphi_2(x) M(\mu(x, \infty)), \\
C^1_\Phi &= \sup_{x \in (-\infty, 0)} \varphi_1(x)^{-1} \| \varphi_1(x \lor \cdot)^2 \|_{1, \Phi}, \\
C^2_\Phi &= \sup_{x \in (0, \infty)} \varphi_2(x)^{-1} \| \varphi_2(x \land \cdot)^2 \|_{2, \Phi}, \\
D^1_\Phi &= \sup_{x \in (-\infty, 0)} \varphi_1(x)^{-1/2} \| \sqrt{\varphi_1} \varphi_1(x \lor \cdot) \|_{1, \Phi}, \\
D^2_\Phi &= \sup_{x \in (0, \infty)} \varphi_2(x)^{-1/2} \| \sqrt{\varphi_2} \varphi_2(x \land \cdot) \|_{2, \Phi}. \\
\end{align*}

Then, by Lemma 4.1, Theorems 4.2 and 3.2, (3.9), and choosing $c = 0$ in (2.7) and (2.8), we obtain the following result, which solves the main problem of this section.

**Theorem 4.3.** Let $\Phi(x) = |x| \log(1 + |x|)$.

1. The inequality

$$
\| f^2 \|_{(\Phi)} \leq A_{(\Phi)} D(f), \quad f \in \mathcal{C}_d[0, D], \quad f(0) = 0
$$

holds iff $B_\Phi < \infty$. The optimal constant $A_{(\Phi)}$ satisfies

$$
B_\Phi \leq C_\Phi \leq A_\Phi \leq 2A_{(\Phi)} \leq 2A_\Phi \leq 2D_\Phi \leq 8B_\Phi. \tag{4.9}
$$

2. The inequality

$$
\| (f - \pi(f))^2 \|_{(\Phi)} \leq \mathcal{A}_{(\Phi)} D(f), \quad f \in \mathcal{C}_d(\mathbb{R}) \tag{4.10}
$$

holds iff $B^1_\Phi \lor B^2_\Phi < \infty$. The optimal constant $\mathcal{A}_{(\Phi)}$ satisfies

$$
\frac{1}{2} (B^1_\Phi \land B^2_\Phi) \leq \frac{1}{2} (C^1_\Phi \land C^2_\Phi) \leq \mathcal{A}_\Phi \leq 2\mathcal{A}_{(\Phi)} \leq 2\mathcal{A}_\Phi \leq 2(D^1_\Phi \lor D^2_\Phi) \leq 8(B^1_\Phi \lor B^2_\Phi). \tag{4.11}
$$

\footnote{Some corrections on the coefficients are made in (4.9), (4.11)–(4.13) and Theorem 4.5.}
Furthermore,

\[ \frac{1}{4} B_{\mathbb{R}^1_{\phi}} \leq \frac{1}{4} C_{\mathbb{R}^1_{\phi}} \leq A_{(\phi)} \leq D_{\mathbb{R}^1_{\phi}} \leq 4B_{\mathbb{R}^1_{\phi}}, \]

(4.12)

where \( B_{\mathbb{R}^1_{\phi}} \) is given by Theorem 2.2 with \( (p,q) = \mathbb{R} \). In particular, the optimal constant \( A'' \) in the logarithmic Sobolev inequality satisfies

\[ \frac{1}{5} B_{\mathbb{R}^1_{\phi}} \leq \frac{1}{5} C_{\mathbb{R}^1_{\phi}} \leq A'' \leq \frac{51}{20} D_{\mathbb{R}^1_{\phi}} \leq \frac{51}{5} B_{\mathbb{R}^1_{\phi}}. \]

(4.13)

**Example 4.4.** Everything is the same as in Example 3.4 except that the interval \([0,1]\) is replaced by \([-1/2,1/2]\). We now study the inequality \((2.6)\) with \( B = L^p(\mu), \Phi = |x| \log(1 + |x|) \). By Theorems 3.2 and 2.2, the constant \( A_{(\phi)} \) can be estimated by \( A_{(\phi)}^1, A_{(\phi)}^2, A_{(\phi)}^3 \) and \( A_{(\phi)}^4 \) \((k = 1,2)\) given in Theorem 4.2 corresponding to the subintervals \([-1/2,0]\) and \([0,1/2]\), respectively. By symmetry, it is clear that \( A_{(\phi)}^1 = A_{(\phi)}^2, A_{(\phi)}^3 = A_{(\phi)}^4 \) and so on. Hence, we need to consider the constants \( B_{(\phi)}, C_{(\phi)} \) and \( D_{(\phi)} \) defined by Theorem 2.2 on \([0,1/2]\). By using the first formula in \((4.2)\), some numerical computations give us \( B_{(\phi)} \approx 0.1668 \). On the other hand, in using \((4.4)\) with \( n = 1, 2 \), we obtain \( D_{(\phi)} \lesssim 0.2402, 0.2401 \), respectively. Next, in using \((4.4)\) and \((4.5)\) with \( n = 1, 2 \) again, we have almost the same bound \( C_{(\phi)} \lesssim 0.2216 \). Finally, \((4.6)\) gives us 0.1921. Therefore, the estimates in \((4.4)\) and \((4.5)\), and furthermore those in \((4.1), (1.9), (2.3), (2.7)\) and \((2.8)\) are all quite satisfactory in the present situation.

We are now going to prove a different lower bound which is quite rough, not really needed for our purpose, but has the same form as the upper bound in \((4.11)\). For this, we need Proposition 2.3. We follow the last part of the proof of Theorem 3.2. Applying \((4.10)\) to an arbitrary function \( f_1 \) with \( f_1|_{\mathbb{R}} = 0 \), we get

\[ \overline{A}_{(\phi)} D(f_1) \geq \|(f_1 - \pi(f_1))^2\|_{(\phi)} = \|f_1 - \pi(f_1)\|_{(\phi)}^2. \]

Next, applying Part (2) of Proposition 2.3 to the space \( B = L^p(\mathbb{R}, \mu) \) with norm \( \| \cdot \|_{(\phi)} \) and the set \( A = \mathbb{R} \), we get \( \|f_1\|_{(\phi)} \leq K_1\|(f_1 - \pi(f_1))\|_{(\phi)} \), where \( K_1 = \left[ 1 - c_2(\mathbb{R})/\sqrt{\pi(\mathbb{R})} \right]\|1\|_{(\phi)}^{-1} \). Hence, by \((3.9)\),

\[ K_1^2 \overline{A}_{(\phi)} D(f_1) \geq \|f_1\|_{(\phi)}^2 = \|f_1\|_{1,\phi}. \]

Combining this with definition of \( A_{(\phi)}^1 \), it follows that \( \overline{A}_{(\phi)} \geq A_{(\phi)}^1/K_1^2 \). Similarly, applying \((4.10)\) to the function \( f_2 \) with \( f_2|_{\mathbb{R}} = 0 \), we obtain \( \overline{A}_{(\phi)} \geq A_{(\phi)}^2/K_2^2 \), where \( K_2 = \left[ 1 - c_2(\mathbb{R})/\sqrt{\pi(\mathbb{R})} \right]\|1\|_{(\phi)}^{-1} \). Collecting these facts together, it follows that

\[ \overline{A}_{(\phi)} \geq \max\{ A_{(\phi)}^1/K_1^2, A_{(\phi)}^2/K_2^2 \} \geq (K_1^{-2} \wedge K_2^{-2}) (A_{(\phi)}^1 \vee A_{(\phi)}^2). \]

(4.14)
Finally, we compute $K_1$ and $K_2$. For simplicity, let $Z_1 = \mu(\mathbb{R}_1)$ and $Z_2 = \mu(\mathbb{R}_2)$. Because of $\Psi(f) = \Phi(f^2)$, by the convexity of $\Phi$ and Jensen’s inequality, we have

\[
\|f\|_{2,(\Psi)} = \inf \left\{ \alpha > 0 : \int_0^\infty \Phi(f^2/\alpha^2) d\mu \leq 1 \right\}
\geq \inf \left\{ \alpha > 0 : \frac{1}{\alpha^2 Z_2} \int_0^\infty f^2 d\mu \leq \Phi^{-1}(Z_2^{-1}) \right\}
\geq \left[ \frac{Z \pi(f^2)}{Z_2 \Phi^{-1}(Z_2^{-1})} \right]^{1/2}.
\]

Therefore, $c_2(\mathbb{R}_2) = \left[ Z_2 \Phi^{-1}(Z_2^{-1})/Z \right]^{1/2}$. On the other hand, by (3.8), we have

\[
\|1\|_{(\Psi)} = 1/\Phi^{-1}(Z^{-1}) = 1/\sqrt{\Phi^{-1}(Z^{-1})}.
\]

Thus,

\[
c_2(\mathbb{R}_2) \sqrt{\pi(\mathbb{R}_2)} \|1\|_{(\Psi)} = \left[ \frac{Z_2 \Phi^{-1}(Z_2^{-1})}{Z} \right]^{1/2} \cdot \left[ \frac{Z_2}{Z} \right]^{1/2} \cdot \left[ \frac{1}{\Phi^{-1}(Z^{-1})} \right]^{1/2}
= Z_2 \left[ \frac{\Phi^{-1}(Z_2^{-1})}{\Phi^{-1}(Z^{-1})} \right]^{1/2}.
\]

By symmetry, we get

\[
c_2(\mathbb{R}_1) \sqrt{\pi(\mathbb{R}_1)} \|1\|_{\Psi} = \frac{Z_1}{Z} \left[ \frac{\Phi^{-1}(Z_1^{-1})}{\Phi^{-1}(Z^{-1})} \right]^{1/2} = \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z^{-1})} < 1
\]

since $\Psi^{-1}(x)/x$ is decreasing in $x$. Inserting these into (4.14), we arrive at

\[
K_1^{-2} \wedge K_2^{-2} = \left[ \left( 1 - \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z^{-1})} \right) \wedge \left( 1 - \frac{Z_2 \Psi^{-1}(Z_2^{-1})}{Z \Psi^{-1}(Z^{-1})} \right) \right]^2.
\]

The right-hand side achieves its maximum at $Z_1 = Z_2 = Z/2$, i.e., 0 is the median of $\mu$. Then we have

\[
K_1^{-2} \wedge K_2^{-2} = \left[ 1 - \frac{\Psi^{-1}(2Z^{-1})}{2\Psi^{-1}(Z^{-1})} \right]^2.
\]

To estimate this constant, set $z = \Psi^{-1}(Z^{-1})$. Then

\[
\Psi^{-1}(2Z^{-1})/[2\Psi^{-1}(Z^{-1})] \leq \delta
\]
iff

\[
\Psi^{-1}(2\Psi(z))/(2z) \leq \delta
\]
for some $\delta > 0$. That is, $2\Psi(z) \leq \Psi(2\delta z)$. Equivalently,

\[
2\delta^2 \log (1 + 4\delta^2 z^2) \geq \log(1 + z^2).
\]

From this, one sees immediately that $\delta \leq 1/\sqrt{2}$. Hence the coefficient is bounded below by $(\sqrt{2} - 1)^2/2 \approx 0.085$. Returning to (4.14) and using part (2) of Theorem 4.3, we obtain, at last, the following result.
Theorem 4.5. By a translation if necessary, assume that 0 is the median of $\mu$. Let $B^1_\Phi$ and $B^2_\Phi$ be given by (4.7). Then the optimal constant $A_{(\Phi)}$ in (4.10) satisfies
\[
\left(\frac{\sqrt{2} - 1}{4}\right)^2 (B^1_\Phi \lor B^2_\Phi) \leq \left(\frac{\sqrt{2} - 1}{4}\right)^2 (C^1_\Phi \lor C^2_\Phi) \leq \bar{A}_{(\Phi)} \leq (D^1_\Phi \lor D^2_\Phi) \leq 4 (B^1_\Phi \lor B^2_\Phi),
\]
and the logarithmic Sobolev constant $A''$ satisfies
\[
\left(\frac{\sqrt{2} - 1}{5}\right)^2 (B^1_\Phi \lor B^2_\Phi) \leq \left(\frac{\sqrt{2} - 1}{5}\right)^2 (C^1_\Phi \lor C^2_\Phi) \leq A'' \leq \frac{51}{20} (D^1_\Phi \lor D^2_\Phi) \leq \frac{51}{5} (B^1_\Phi \lor B^2_\Phi).
\]

Noticing that $(\sqrt{2} - 1)^2 \approx 0.17$, the largest ratio of the coefficients for $A''$ is approximately 300. Thus, Theorem 4.5 improves considerably the result [5; Theorem 5.3], where the coefficients of the lower and upper bounds for $A''$ are $1/150$ and 468, respectively, with a quantity different from $B^1_\Phi \lor B^2_\Phi$.

We remark that it is not necessary to use the norm $\| \cdot \|_{(\Phi)}$. One may estimate $\mathcal{L}(f)$ in terms of $\| \cdot \|_\Phi$, rather than $\| \cdot \|_{(\Phi)}$ appeared in Lemma 4.1. Then, the remains of the proofs are parallel.

Finally, we mention that all the results in the paper are meaningful in the discrete case for birth-death processes. Actually, all the facts we need here for Poincaré inequalities are presented in [16], [1] and [6]. The details will be published in a subsequent paper.

Acknowledgement. Thanks are given to the referees for their corrections of the earlier version of the paper.
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Abstract. In author’s one previous paper, the same topic was studied for one dimensional diffusions. As a continuation, this paper studies the discrete case, that is the birth-death processes. The explicit criteria for the inequalities, the variational formulas and explicit bounds of the corresponding constants in the inequalities are presented. As typical applications, the Nash inequalities and logarithmic Sobolev inequalities are examined.

This paper, being a continuation of [1], deals with the discrete case.

1. Introduction. Consider a birth-death process with birth rates $b_i > 0 (0 \leq i \leq N - 1)$ and death rates $a_i > 0 (1 \leq i \leq N \leq \infty)$. When $N = \infty$, one should obviously use “$i \geq 1$” instead of “$1 \leq i \leq N$” in the last bracket and elsewhere. However, we will not repeat this in what follows. Let

$$\mu_0 = 1, \quad \mu_n = \frac{b_0 b_1 \cdots b_{n-1}}{a_1 a_2 \cdots a_n}, \quad 0 \leq n \leq N.$$ 

Throughout this paper, when $N = \infty$, assume that $Z := \sum_{n=0}^{N} \mu_n < \infty$. Let $\pi_n = \mu_n/Z$, $0 \leq n \leq N$.

Throughout the paper, let $(B, \| \cdot \|_B, \mu)$ be a Banach space of functions $f : E_1 := \{1, 2, \cdots, N\} \to \mathbb{R}$ satisfying the following conditions:
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Typeset by AM$\LaTeX$
\((1)\) \(1 \in \mathbb{B}\);
\((2)\) \(\mathbb{B}\) is ideal: If \(h \in \mathbb{B}\) and \(|f| \leq |h|\), then \(f \in \mathbb{B}\);
\((3)\) \(\|f\|_\mathbb{B} = \sup_{g \in \mathcal{G}} \sum_{i \in E_1} |f_i|g_i\mu_i\), \hspace{1cm} (1.1)
\((4)\) \(\mathcal{G} \ni g^{(0)}\) with \(\inf g^{(0)} > 0\),

where \(\mathcal{G}\) is a fixed set, to be specified case by case later, of non-negative functions on \(E_1\). The first two conditions mean that \(\mathbb{B}\) is rich enough and the last one means that \(\mathcal{G}\) is not trivial, it contains at least one strictly positive function. The third condition is essential in this paper, which means that the norm \(\| \cdot \|_\mathbb{B}\) has a “dual” representation.

The aim of this paper is to study the following Poincaré-type inequality:

\[ f^2_{\mathbb{B}} \leq A_{\mathbb{B}} D(f), \quad f_0 = 0 \] \hspace{1cm} (1.2)

where

\[ D(f) = \sum_{i=1}^{N} \mu_i a_i (f_i - f_{i-1})^2. \]

Set

\[ \mathcal{D}(D) = \{ f \in L^2(E_1; \mu) : f_0 = 0, \ D(f) < \infty \}. \]

Especially, we will study the estimation of the optimal constant \(A_{\mathbb{B}}\) in (1.2):

\[ A_{\mathbb{B}} = \sup_{f \in \mathcal{D}_0} \frac{\|f^2\|_{\mathbb{B}}}{D(f)}, \quad \mathcal{D}_0 := \{ f \in \mathcal{D}(D) : f_0 = 0, \ 0 < D(f) < \infty \}. \] \hspace{1cm} (1.3)

To do so, define

\[ \mathcal{W}' = \{ w : w_0 = 0, w_i \text{ is strictly increasing} \}, \]
\[ \mathcal{W}'' = \{ w : w_0 = 0, w_i > 0 \text{ for all } i \in E_1 \}. \]

Now, the main results about (1.2) can be stated as follows.

**Theorem 1.1.** Let (1.1) hold. Then, we have

\[ A_{\mathbb{B}} \leq \inf \sup_{w \in \mathcal{W}''} \frac{1}{\sum_{1 \leq i \leq N} \mu_i a_i (w_i - w_{i-1})} \|wI_{[i,N]}\|_{\mathbb{B}}, \] \hspace{1cm} (1.4)

where \([i, N] = \{i, i+1, \cdots, N\}\). In particular,

\[ A_{\mathbb{B}} \leq 4 \sup_{1 \leq i \leq N} \varphi_i \|I_{[i,N]}\|_{\mathbb{B}} =: 4B_{\mathbb{B}}, \] \hspace{1cm} (1.5)
\[ A_{\mathbb{B}} \geq \sup_{1 \leq i \leq N} \varphi_i^{-1} \|\varphi(i \wedge \cdot)^2\|_{\mathbb{B}} =: C_{\mathbb{B}}, \] \hspace{1cm} (1.6)

where \(\varphi_i = \sum_{j=1}^{i} (\mu_j a_j)^{-1}\) and \(i \wedge k = \min\{i, k\}\). Moreover,

\[ C_{\mathbb{B}} \geq B_{\mathbb{B}}. \] \hspace{1cm} (1.7)

Hence \(A_{\mathbb{B}} < \infty\) iff \(B_{\mathbb{B}} < \infty\).
Theorem 1.2. Let (1.1) hold. Then, we have
\[ A_B \leq \inf_{w \in W'} \sup_{1 \leq i \leq N} w_i^{-1} \| w \varphi(i \wedge \cdot) \|_B. \] (1.8)

Next, let \( B_B < \infty \). Define
\[ w^{(0)} = \sqrt{\varphi}, \quad w_i^{(n)} = \| w^{(n-1)} \varphi(i \wedge \cdot) \|_B, \quad n \geq 1 \]
and set
\[ D_B(n) = \sup_{1 \leq i \leq N} w_i^{(n)} / w_i^{(n-1)}, \quad n \geq 1. \]

Then, we have
\[ 4B_B \geq D_B(n) \downarrow \lim_{n \to \infty} D_B(n) \geq A_B. \] (1.9)

The above theorems present a criterion for the Poincaré-type inequality (1.2) and two variational formulas (1.4) and (1.8) for upper bounds of \( A_B \). In general, the latter formula is stronger, but harder to compute than the former one. From these formulas, one deduces the explicit bounds of \( A_B \), given by (1.5)–(1.7), and an approximating procedure (1.9). In contrast to the continuous situation, here we do not have the estimate \( C_B \leq 2B_B \).

The remainder of the paper is organized as follows. The proofs of Theorems 1.1 and 1.2 are presented in the next section. The Neumann case is treated in Sections 3 and 4, respectively, first for the state space \( \{0, 1, \cdots, N\} \ (N \leq \infty) \) and then for general space \( \{M, M+1, \cdots, N-1, N\}, \ -\infty < M < N < \infty \). The results obtained in the first four sections are then specified to the Orlicz spaces in Section 5. As typical applications of the general setup, the Nash inequalities and the logarithmic Sobolev inequalities are studied in Sections 6 and 7, respectively, for the two state spaces just mentioned above.

Certainly, a large part of the paper is parallel to [1]. Nevertheless, there are still quite a number of differences from the continuous situation and so it is worthy to write down the details. Besides, the application to the Nash inequalities is newly added.

2. Proofs of Theorems 1.1 and 1.2. The proofs of Theorems 1.1 and 1.2 are quite similar to those of [1: Theorems 1.1 and 2.1]. The detailed proofs are presented here not only for completeness but also for an illustration of the necessary modifications from the continuous case. Besides, there are some simplifications.

Proof of Theorem 1.1. (a) The starting point of the our study is the following. Consider the ordinary Poincaré inequality
\[ \| f \|_2^2 \leq AD(f), \quad f_0 = 0, \] (2.1)
where \( \| \cdot \|_p \) denotes the \( L^p(\mu) \)-norm. To save the notation, we simply use \( A \) to denote the optimal constant in (2.1):
\[ A = \sup_{f \in \mathcal{D}} \| f \|_2^2 / D(f). \] (2.2)
By [2; Theorem 3.4] or [3; Theorem 2.1] with a slight change of notations, we have a variational formula as follows.

\[ A = \inf_{w \in \mathcal{W}} \sup_{1 \leq i \leq N} I_i(w), \quad (2.3) \]

where \( I_i(w) = (\mu_i a_i(w_i - w_{i-1}))^{-1} \sum_{j=i}^N \mu_j w_j \).

(b) Note that \( 1 \in \mathcal{B} \) and so \( \sup_{g \in \mathcal{G}} \sum_{i=1}^N g_i \mu_i = \|1\|_\mathcal{B} < \infty \). Hence \( \mathcal{G} \subset L^1(\mu) \). Let \( g^{(0)} \in \mathcal{G} \) satisfy \( \inf g^{(0)} = : \varepsilon > 0 \). Since \( \varepsilon \mu(\{f\}) \leq \mu(\{f\} g^{(0)}) \leq \|f\|_\mathcal{B} \), we have \( \mathcal{B} \subset L^1(\mu) \). To prove (1.4), one may assume that the right-hand side of (1.4) is finite. Otherwise, there is nothing to do. Then, for \( g^{(0)} \) given above, we have

\[ \varepsilon \inf_{w \in \mathcal{W}} \sup_{1 \leq i \leq N} I_i(w) \leq \inf_{w \in \mathcal{W}} \sup_{1 \leq i \leq N} \frac{1}{\mu_i a_i(w_i - w_{i-1})} \sum_{j=i}^N \mu_j w_j g_j^{(0)} \]

\[ \leq \inf_{w \in \mathcal{W}} \sup_{1 \leq i \leq N} \frac{1}{\mu_i a_i(w_i - w_{i-1})} \|wI_i[1,N]\|_\mathcal{B} < \infty. \]

Hence \( A = \inf_{w \in \mathcal{W}} \sup_{1 \leq i \leq N} I_i(w) < \infty. \)

We now introduce a transform of \((a_i, b_i, \mu_i)\) which will be used several times in the paper. Let \( g \in \mathcal{G} \) and set \( g^{(n)}(a) = g + 1/n, g^{(\infty)} = g \). At the moment, we do not require that \( g_n \in \mathcal{G} \). Define

\[ a_i^{(n)} = a_i / g_i^{(n)}, \quad b_i^{(n)} = b_i / g_i^{(n)}, \]

\[ \mu_0^{(n)} = g_0^{(n)} = \mu_0 g_0, \quad \mu_i^{(n)} = g_i^{(n)} b_0^{(n)} \cdots b_i^{(n)} a_1^{(n)} \cdots a_i^{(n)} = \mu_i g_i, \quad 1 \leq i \leq N. \]

(2.4)

Then \( \mu_i^{(n)} a_i^{(n)} = \mu_i a_i \) for all \( i \in E_1 \) and so the corresponding \( D(f) \) and \( \mathcal{G}_0 \) are all invariant under this transform \((a_i, b_i, \mu_i) \rightarrow (a_i^{(n)}, b_i^{(n)}, \mu_i^{(n)})\). However, the corresponding \( I_i(w) \) is changed into

\[ I_i^{(n)}(w) := \frac{1}{\mu_i^{(n)} a_i^{(n)}(w_i - w_{i-1})} \sum_{j=i}^N \mu_j^{(n)} w_j \]

\[ = \frac{1}{\mu_i a_i(w_i - w_{i-1})} \sum_{j=i}^N \mu_j w_j g_j^{(n)}, \quad i \in E_1. \]

The formula

\[ I_i^{(n)}(w) = \frac{1}{\mu_i a_i(w_i - w_{i-1})} \sum_{j=i}^N \mu_j w_j g_j^{(n)}, \quad i \in E_1, \quad 1 \leq n \leq \infty \]

(2.5)

is meaningful even if \( n = \infty \). Note that

\[ I_i^{(\infty)}(w) \leq I_i^{(n)}(w) \leq I_i^{(\infty)}(w) + \frac{1}{n} I_i(w). \]
Thus, once \( \sup_{1 \leq i \leq N} I_i(w) < \infty \), we must have
\[
\lim_{n \to \infty} \sup_{1 \leq i \leq N} \left| I_i^{(n)}(w) - I_i^{(\infty)}(w) \right| = 0.
\]

On the other hand, define \( A(g^{(n)}) \) and \( A(g) \) as in (2.2) but replacing \( d\mu \) with \( d\mu_{g^{(n)}} := g^{(n)}d\mu \) and \( d\mu_g := gd\mu \), respectively. Clearly, \( A(g) \leq A(g_n) \). Next,
\[
A(g_n) \leq A(g) + n^{-1} \sup_{f \in \mathcal{D}} \|f\|_2^2/D_2(f) = A(g) + A/n.
\]

Therefore, \( A(g_n) \downarrow A(g) \) as \( n \to \infty \). We have thus proved that
\[
A(g) = \lim_{n \to \infty} A(g^{(n)}) \leq \lim_{n \to \infty} \sup_{1 \leq i \leq N} I_i^{(n)}(w) = \sup_{1 \leq i \leq N} I_i^{(\infty)}(w)
\]
for every \( w \in \mathcal{W}' \). Hence
\[
A(g) \leq \inf_{w \in \mathcal{W}'} \sup_{1 \leq i \leq N} I_i^{(\infty)}(w). \tag{2.6}
\]

On the other hand,
\[
A_\mathcal{B} = \sup_{f \in \mathcal{D}_0} \frac{\|f^2\|_3}{D(f)} = \sup_{f \in \mathcal{D}_0} \frac{\sum_{i=1}^N \mu_i f_i^2 g_i}{D(f)} = \sup_{g \in \mathcal{D}} \sup_{f \in \mathcal{D}} \frac{\sum_{i=1}^N \mu_i f_i^2 g_i}{D(f)} = \sup_{g \in \mathcal{D}} A(g). \tag{2.7}
\]

Combining this with (2.6), we obtain
\[
A_\mathcal{B} \leq \inf_{g \in \mathcal{D}} \sup_{w \in \mathcal{W}'} \sup_{1 \leq i \leq N} I_i^{(\infty)}(w)
\]
\[
\leq \inf_{w \in \mathcal{W}'} \sup_{1 \leq i \leq N} I_i^{(\infty)}(w)
\]
\[
= \inf_{w \in \mathcal{W}'} \sup_{1 \leq i \leq N} \frac{1}{\mu_i a_i(w_i - w_{i-1})} \sup_{g \in \mathcal{D}} \sum_{j=i}^N \mu_j w_j g_j
\]
\[
= \inf_{w \in \mathcal{W}'} \sup_{1 \leq i \leq N} \frac{1}{\mu_i a_i(w_i - w_{i-1})} \|w I_{[i,N]}\|_{\mathcal{B}}.
\]

This proves (1.4).

(c) We now prove the explicit bounds given in (1.5)–(1.7). To prove (1.5), applying (1.4) to the test sequence \( w = \sqrt{\varphi} \) (\( \varphi_0 = 0 \) by convention), we get
\[
A_\mathcal{B} \leq \sup_{1 \leq i \leq N} \frac{1}{\mu_i a_i(\sqrt{\varphi_i} - \sqrt{\varphi_{i-1}})} \|\sqrt{\varphi} I_{[i,N]}\|_{\mathcal{B}}.
\]

To estimate \( \|\sqrt{\varphi} I_{[i,N]}\|_{\mathcal{B}} \), we follow [4; Lemma 3.6]. Set
\[
M_i = M_i(g) = \sum_{j=i}^N \mu_j g_j.
\]
Then $M_i < \infty$ since $g \in \mathcal{G} \subset L^1(\mu)$. Furthermore, since $\varphi_i M_i \leq B_\mathcal{B}$ for all $i \in E_1$, we have for finite $N$, that

$$\|\sqrt{\varphi_i} I_{[i,N]}\|_\mathcal{B} = \sup_{g \in \mathcal{G}} \sum_{j=i}^N \sqrt{\varphi_j} g_j \mu_j$$

$$= \sup_{g \in \mathcal{G}} \sum_{j=i}^N \sqrt{\varphi_j} (M_j - M_{j+1})$$

$$= \sup_{g \in \mathcal{G}} \left[ \sqrt{\varphi_i} M_i + \sum_{j=i}^{N-1} (\sqrt{\varphi_{j+1}} - \sqrt{\varphi_j}) M_{j+1} \right]$$

$$\leq B_\mathcal{B} \sup_{g \in \mathcal{G}} \left[ 1/\sqrt{\varphi_i} + \sum_{j=i}^{N-1} \left( 1/\sqrt{\varphi_{j+1}} - \sqrt{\varphi_j}/\varphi_{j+1} \right) \right]$$

$$\leq B_\mathcal{B} \sup_{g \in \mathcal{G}} \left[ 1/\sqrt{\varphi_i} + \sum_{j=i}^{N-1} \left( 1/\sqrt{\varphi_j} - 1/\sqrt{\varphi_{j+1}} \right) \right]$$

$$\leq 2B_\mathcal{B}/\sqrt{\varphi_i}, \quad 1 \leq i \leq N.$$
This proves (1.7). □

We mention that there is an alternative proof of (1.5)–(1.7) as presented in [1]. Using the estimates $C \leq A \leq 4B$ for some constants $C$ and $B$ given in [4], and the transform (2.4), we get $C(g) \leq A(g) \leq 4B(g)$ by passing limit. The required assertions then follow by making supremum with respect to $g \in \mathcal{G}$, plus some computations.

Proof of Theorem 1.2. (a) For $w \in \mathcal{W}''$, let

$$ II_i(w) = \frac{1}{w_i} \sum_{j=1}^{i} \frac{1}{\mu_j a_j} \sum_{k=j}^{N} \mu_k w_k, \quad i \in E_1. \quad (2.8) $$

Then, a variational formula was proven in [3; Theorem 2.1] as follows.

$$ A = \inf_{w \in \mathcal{W}''} \sup_{1 \leq i \leq N} II_i(w) \quad (2.9) $$

Under the transform $(a_i, b_i, \mu_i) \to (a_i^{(n)}, b_i^{(n)}, \mu_i^{(n)})$ given in (2.4), $II_i(w)$ becomes

$$ II_i^{(n)}(w) := \frac{1}{w_i} \sum_{j=1}^{i} \frac{1}{\mu_j a_j} \sum_{k=j}^{N} \mu_k w_k g_k^{(n)}, \quad i \in E_1, \quad n \in \mathbb{N}. \quad (2.10) $$

We adopt the same notations $A(g^{(n)})$ and $A(g)$ introduced in the proof of Theorem 1.1. Without lost of generality, assume that the right-hand side of (1.8) is finite. Then we have

$$ A(g) = \lim_{n \to \infty} A(g^{(n)}) < \infty $$

and moreover,

$$ \lim_{n \to \infty} \sup_{1 \leq i \leq N} |II_i^{(n)}(w) - II_i^{(\infty)}(w)| = 0. $$

Hence, applying (2.9) to $(A(g^{(n)}), II^{(n)})$, we get

$$ A_{\mathcal{G}} = \sup_{g \in \mathcal{G}} A(g) $$

$$ = \sup_{g \in \mathcal{G}} \lim_{n \to \infty} A(g^{(n)}) $$

$$ = \sup_{g \in \mathcal{G}} \lim_{n \to \infty} \inf_{w \in \mathcal{W}''} \sup_{1 \leq i \leq N} II_i^{(n)}(w) $$

$$ \leq \sup_{w \in \mathcal{W}''} \inf_{g \in \mathcal{G}} \sup_{1 \leq i \leq N} II_i^{(\infty)}(w) $$

$$ \leq \inf_{w \in \mathcal{W}''} \sup_{g \in \mathcal{G}} \sup_{1 \leq i \leq N} II_i^{(\infty)}(w) $$

$$ = \inf_{w \in \mathcal{W}''} \sup_{1 \leq i \leq N} \frac{1}{w_i} \sup_{g \in \mathcal{G}} \frac{1}{\mu_k} \sum_{k=1}^{N} \mu_k w_k g_k \varphi(k \land i) $$

$$ = \inf_{w \in \mathcal{W}''} \sup_{1 \leq i \leq N} \frac{1}{w_i} \|w \varphi(i \land \cdot)\|_{L^p}.$$
Here, in the second to last step, we have used the fact that
\[ \sum_{j=1}^{i} \frac{1}{\mu_j a_i} \sum_{k=j}^{N} \mu_k w_k g_k = \sum_{k=1}^{N} \mu_k w_k g_k \varphi(i \land k). \]
This proves (2.9).

(b) We now prove the second part of the theorem. By an elementary proportion property, for every \( w \in \mathcal{W}' \subset \mathcal{W}'' \), we have
\[ \sup_{1 \leq i \leq N} I_i(w) \leq \sup_{1 \leq i \leq N} I_i(w). \]
With the help of the transform (2.4), we get
\[ \sup_{1 \leq i \leq N} I_i^{(\infty)}(w) \leq \sup_{1 \leq i \leq N} I_i^{(\infty)}(w). \]
By setting \( w = \sqrt{\varphi} \) and then making supremum with respect to \( g \in \mathcal{G} \), we get
\[ D_B(1) = \sup_{1 \leq i \leq N} \frac{1}{\sqrt{\varphi_i}} \| \sqrt{\varphi} \varphi(i \land \cdot) \|_B \leq \sup_{1 \leq i \leq N} \frac{1}{\mu_i a_i (\sqrt{\varphi_i} - \sqrt{\varphi_{i-1}})} \| \sqrt{\varphi} I_{i[N]} \|_B. \]
From the first part of the proof (c) of Theorem 1.1, it follows that the right-hand side is controlled by \( 4B_B \). Hence, we have \( D_B(1) \leq 4B_B \).

The monotonicity of \( D_B(n) \) is simple: By definition, \( w^{(n)} \leq D_B(n)w^{(n-1)} \).
Hence
\[ D_B(n + 1) = \sup_{1 \leq i \leq N} \| w^{(n)}(i \land \cdot) \|_B \leq D_B(n) \sup_{1 \leq i \leq N} \| w^{(n-1)}(i \land \cdot) \|_B = D_B(n) \]
for all \( n \geq 1 \). On the other hand, by assumption, \( D_B(1) \leq 4B_B < \infty \). From this and induction, it follows that \( w^{(n)} \in \mathcal{W}'' \) for all \( n \geq 0 \). This gives us by (1.8) that \( D_B(n) \geq A_B \) and then \( \lim_{n \to \infty} D_B(n) \geq A_B \). \( \square \)

3. Neumann Case: Case 1. Instead of the Dirichlet boundary condition (i.e., \( f_0 = 0 \)), we consider the Neumann case in this and the next sections. In this section, only single infinity (i.e., \( N = \infty \)) is allowed but in the next section we may have double infinities: \( \{ \cdots, -2, -1, 0, 1, 2, \cdots \} \). Now, instead of (1.2), we study the following inequality
\[ \| \bar{f}^2 \|_B \leq A_B D(f), \quad (3.1) \]
where \( \bar{f} = f - \pi(f) \). Since \( \bar{f} \) usually does not vanish at the boundary 0, this boundary can not be ignored, the state space now becomes \( E = \{ 0, 1, \cdots, N \} \) rather than \( E_1 := \{ 1, 2, \cdots, N \} \) used in the last section. Thus, the Banach space \( (B, \| \cdot \|_B, \mu) \) is assumed to be the functions of \( E \to \mathbb{R} \) satisfying the same conditions mentioned in the first section. In the study of (3.1), without loss of generality,
we may and will assume that \( f_0 = 0 \). Define a projection of the Banach space \((\mathcal{B}, \| \cdot \|_{\mathcal{B}}, \mu)\) to \( E_1 \) as follows.

\[
\mathcal{B}^1 = \{ f I_{E_1} : f \in \mathcal{B} \}, \quad \mu^1 = \mu|_{E_1}, \quad \mathcal{G}^1 = \{ g I_{E_1} : g \in \mathcal{G} \}.
\]

Clearly, with the norm

\[
\|f\|_{\mathcal{B}^1} = \sup_{g \in \mathcal{G}^1} \sum_{i \in E_1} \|f_i\|_{\mathcal{B}} g_i,
\]

\((\mathcal{B}^1, \| \cdot \|_{\mathcal{B}^1}, \mu^1)\) is, when restricted to \( E_1 \), a Banach space satisfying the conditions listed in Section 1. Therefore, Theorems 1.1 and 1.2 are available for \((\mathcal{B}^1, \| \cdot \|_{\mathcal{B}^1}, \mu^1)\). Note that \( \|f\|_{\mathcal{B}^1} = \|f\|_{\mathcal{B}} \) for all \( f \in \mathcal{B} \) with \( f_0 = 0 \) (i.e., \( f \in \mathcal{B}^1 \)). Because of this, throughout this section, when \( f_0 = 0 \), we simply write \( \|f\|_{\mathcal{B}} \) instead of \( \|f\|_{\mathcal{B}^1} \). The main purpose of this section is to compare the optimal constant \( \overline{A}_B \) in (3.1) with \( \overline{A}_B := \overline{A}_{\mathcal{B}^1} \) given in Section 1. Here is our first result.

**Theorem 3.1.** Let (1.1) hold and let \( c_1 \) and \( c_2 \) be constants such that \( |\pi(f)| \leq c_1 \|f\|_{\mathcal{B}} \) and \( |\pi(f I_{E_1})| \leq c_2 \|f I_{E_1}\|_{\mathcal{B}} \) for all \( f \in \mathcal{B} \). Then, we have

\[
\max \left\{ \|1\|_{\mathcal{B}}^{-1}, (1 - \sqrt{c_2(1 - \pi_0)}\|1\|_{\mathcal{B}})^2 \right\} A_B \leq \overline{A}_B \leq (1 + \sqrt{c_1\|1\|_{\mathcal{B}}})^2 A_B, \tag{3.2}
\]

here, for the second lower bound, it is assumed that \( c_2(1 - \pi_0)\|1\|_{\mathcal{B}} < 1 \). In particular, \( \overline{A}_B < \infty \) iff \( B \in \mathcal{B} \).\( \overline{A}_B \).

**Proof.** As shown in proof (b) of Theorem 1.1, the first assumption implies that \( |\mu(f)| \leq \|f\|_{\mathcal{B}} / \inf g^{(0)} \) and so we may assume that \( c_1, c_2 \leq (Z \inf g^{(0)})^{-1} < \infty \).

Note that \( \pi_0 = \mu_0 / Z = 1 / Z \), where \( Z = \sum_{i=0}^N \mu_i = \mu(1) \). By [4; Theorem 3.5], the optimal constant \( \overline{A} \) in the ordinary form of the Poincaré inequality

\[
\|\hat{f}\|_2^2 \leq A D(f), \tag{3.3}
\]

satisfies \( A \geq A / Z \), where \( A \) is the optimal constant in (2.1). With the help of the transform (2.4), we obtain

\[
\overline{A}(g) \geq A(g) / \mu(g). \tag{3.4}
\]

At the same time, the left-hand side of (3.3) is changed to

\[
\sum_{i=0}^N (f_i - \pi_g(f))^2 g_i \mu_i = \inf \left\{ \sum_{c \in \mathbb{R}} \sum_{i=0}^N (f_i - c)^2 g_i \mu_i \right\},
\]

where \( \pi_g(f) = \sum_i g_i f_i / \mu_i / \mu(g) \). Note that

\[
\overline{A}(g) = \sup_{f \in \mathcal{G}_0} \frac{\sum_i (f_i - \pi_g(f))^2 \mu_i g_i}{D(f)} = \sup \inf \frac{\sum_i (f_i - c)^2 \mu_i g_i}{D(f)} \leq \inf \sup \frac{\sum_i (f_i - c)^2 \mu_i g_i}{D(f)}.
\]
We have
\[
\sup_{g \in \mathcal{G}} A(g) \leq \sup_{g \in \mathcal{G}} \inf_{c \in \mathbb{R}} \sup_{f \in \mathcal{F}_0} \frac{\sum_i (f_i - c)^2 \mu_i g_i}{D(f)} \\
\leq \inf_{c \in \mathbb{R}} \sup_{f \in \mathcal{F}_0} \frac{\|f - c\|_\mathcal{B}}{D(f)} \\
\leq A_\mathcal{B} \wedge A_\mathcal{B},
\]
by setting \(c = \pi(f)\) and \(c = f_0\), respectively, in the last step. This is clearly very different from (2.7). Combining this with (3.4), we obtain
\[
A_\mathcal{B} \geq \sup_{g \in \mathcal{G}} A(g) \geq \sup_{g \in \mathcal{G}} \frac{A(g)}{\mu(g)} \geq \frac{\sup_{g \in \mathcal{G}} A(g)}{\sup_{g \in \mathcal{G}} \mu(g)} = A_\mathcal{B} \frac{1}{\|1\|_\mathcal{B}}.
\]
This gives us the first lower bound in (3.2). The other assertions of the theorem can be deduced from the comparison result, Proposition 3.2 (cf. [1] and references within) below. Actually, let \(f^2 \in \mathcal{B}\) satisfy \(f_0 = 0\). Then the upper bound follows from part (1) of Proposition 3.2. The second lower bound follows from part (2) of the proposition with \(A = E_1\). The last assertion follows from Theorem 1.1. \(\square\)

**Proposition 3.2.** Let \((E, \mathcal{E}, \pi)\) be a probability space and \((\mathcal{B}, \|\cdot\|_\mathcal{B})\) be a Banach space, satisfying conditions (1) and (2) in (1.1), of Borel measurable functions on \((E, \mathcal{E}, \pi)\).

1. Assume that there is a constant \(c_1\) such that \(|\pi(f)| \leq c_1 \|f\|_\mathcal{B}\) for all \(f \in \mathcal{B}\). Then
2. Next, for a given \(A \in \mathcal{E}\), let \(c_2(A)\) be the constant such that \(|\pi(fI_A)| \leq c_2(A)\|fI_A\|_\mathcal{B}\) for all \(f \in \mathcal{B}\). If \(c_2(A)\pi(A)\|1\|_\mathcal{B} < 1\), then for every \(f\) with \(f|_{A^c} = 0\) we have

**Proof.** (a) By assumption, we have \(|\pi(f)|^2 \leq c_1 \|f\|_\mathcal{B}^2\). Thus, for every pair \(p, q > 1\) with \((p - 1)(q - 1) = 1\), we have
\[
\|f^2\|_\mathcal{B} = \|(f - \pi(f))^2\|_\mathcal{B} \leq p\|f^2\|_\mathcal{B} + q\pi(f)^2\|1\|_\mathcal{B} \leq (p + c_1 q\|1\|_\mathcal{B})\|f^2\|_\mathcal{B}.
\]
Minimizing the coefficients on the right-hand side with respect to \(p\) and \(q\), we get \(p = 1 + \sqrt{c_1\|1\|_\mathcal{B}^2} > 1\), \(q = 1 + (c_1\|1\|_\mathcal{B})^{-1/2} > 1\). The first assertion follows.

(b) Similarly, the assumption gives us
\[
\pi(f)^2 = \pi(fI_A)^2 \leq \pi(A)\pi(f^2) \leq \pi(A)c_2(A)\|f^2\|_\mathcal{B}.
\]
Thus, for every pair \(p, q > 1\) with \((p - 1)(q - 1) = 1\), we have
\[
\|f^2\|_\mathcal{B} \leq p\|(f - \pi(f))^2\|_\mathcal{B} + q\pi(f)^2\|1\|_\mathcal{B} \leq p\|f^2\|_\mathcal{B} + q\pi(A)c_2(A)\|1\|_\mathcal{B}\|f^2\|_\mathcal{B}.
\]
\[ \|f^2\|_B \leq \frac{p}{1 - q\pi(A)c_2(A)\|1\|_B} \|f^2\|_B, \]

provided \( q\pi(A)c_2(A)\|1\|_B < 1 \). Minimizing the coefficients on the right-hand side, we get
\[ p = (1 - \sqrt{\pi(A)c_2(A)\|1\|_B})^{-1} > 1, \quad q = (\pi(A)c_2(A)\|1\|_B)^{-1/2} > 1 \]
and
\[ q\pi(A)c_2(A)\|1\|_B = (\pi(A)c_2(A)\|1\|_B)^{1/2} < 1 \] by assumption. Then, we obtain the second assertion. □

In parallel, one may consider the inequalities modified from (1.2) and (3.1), respectively, for general Banach space \((B, \| \cdot \|_B, \mu)\) of functions \(f: E \to \mathbb{R}\):
\[ \|f\|^2 \leq A'_{B} D(f), \quad f_0 = 0 \]
\[ \|\bar{f}\|^2 \leq \bar{A}'_{B} D(f). \]

Then, we have the following result.

**Theorem 3.3.** Everything in premise is the same as in Theorem 3.1, but assuming only conditions (1) and (2) in (1.1). For the optimal constants \( A'_{B} \) and \( A'_{B_1} = \bar{A}'_{B} \) in (3.7) and (3.8), respectively, we have
\[ (1 - c_2\|1\|_B)^2 A'_{B} \leq \bar{A}'_{B} \leq (1 + c_1\|1\|_B)^2 A'_{B}, \]
here, for the lower bound, it is assumed that \( c_2\|1\|_B < 1 \). In particular, \( \bar{A}'_{B} < \infty \) iff \( A'_{B} < \infty \).

Actually, Theorem 3.3 is an immediate consequence of the following proposition (which is a slight modification of [1; Proposition 2.3]).

**Proposition 3.4.** Everything in premise is the same as in Proposition 3.2.

1. Assume that there is a constant \( c_1 \) such that \( |\pi(f)| \leq c_1\|f\|_B \) for all \( f \in B \). Then
\[ \|\bar{f}\|_B \leq (1 + c_1\|1\|_B)\|f\|_B. \]
2. Next, for a given \( A \in \mathcal{E} \), let \( c_2(A) \) be the constant such that \( |\pi(fI_A)| \leq c_2(A)\|fI_A\|_B \) for all \( f \in B \). If \( c_2(A)\|1\|_B < 1 \), then for every \( f \) with \( f|_{A^c} = 0 \) we have
\[ \|f\|_B \leq \|\bar{f}\|_B/\left[1 - c_2(A)\|1\|_B\right]. \]

Theorem 3.1 is often powerful to provide a criterion for \( \bar{A}_{B} < \infty \), in terms of \( B_{B} \). However, the estimates of \( \bar{A}_{B} \) given by the theorem are usually quite rough. To improve them, one needs a different approach. Note that we do have a formula for the optimal constant \( \bar{A} \) in (3.3), similar to (2.2):
\[ \bar{A} = \inf_{w \in \mathcal{W}} \sup_{1 \leq i \leq N} I_i(\bar{w}) \]
(cf. [2; Theorem 3.2] or [3; Theorem 2.3]). However, we do not know how to extend this result to the Banach space. As we have seen from the proof of Theorem 3.1,
on the left-hand side of (3.3), the term $\pi(f)$ is not invariant under the transform (2.4). Moreover, since $\pi(\bar{w}) = \sum_{i=0}^{N} \bar{w}_i \pi_i = 0$, it is easy to check that for each fixed $w \in \mathcal{W}$, $I_i(w)$ is positive for all $i \geq 1$. But this property is no longer true when $\mu$ is replaced by $d\mu = g\mu$.

Fortunately, there is another approach which works well in the present context. The intuitive idea goes as follows: Since a function that attains the optimal constant $\overline{A}_B$ must change signs, it may vanish somewhere, say $\theta$ for instance. If so, it is natural to divide the interval $(0, N]$ into two parts: $(0, \theta)$ and $(\theta, N]$. Then, one compares $\frac{\theta}{N}$ so, it is natural to divide the interval $(0, N]$ into two parts: $(0, \theta)$ and $(\theta, N]$. Then, one compares $\overline{A}_B$ with the optimal constants of inequality (1.2) on $(0, \theta)$ and $(\theta, N]$, respectively. It can also happen that the function does not vanish anywhere in the discrete case (but not in the continuous case). However, we do not care about the existence of the vanishing point $\theta$. Such $\theta$ is unknown, even it exists. In practice, we regard $\theta$ as a reference point and then apply an optimization procedure to $\theta$. This is the goal of the study in the next section.

Similar remarks are valid for Theorem 3.3.

4. Neumann Case: Case 2. In this section, we consider the state space $E = \{M, M-1, \cdots, N-1, N\}$, $-\infty \leq M, N \leq \infty$. Again, we often denote the set $\{m+1, m, \cdots, n-1\}$ by $(m, n)$, and similarly, we have $[m, n]$ and so on. The $Q$-matrix now is $q_{i,i+1} = b_i > 0$, $q_{i,i-1} = a_i > 0$ and $q_{ij} = 0$ if $|i-j| > 1$ with $b_N = 0$ if $N < \infty$ and $a_M = 0$ if $M > -\infty$. Fix a reference point $\theta \in (M, N)$.

Define

$$
\begin{align*}
\mu_\theta &= \frac{1}{a_\theta b_\theta}, \quad \mu_{\theta+1} = \frac{1}{a_\theta a_{\theta+1}}, \quad \mu_{\theta+n} = \frac{b_{\theta+1}b_{\theta+2}\cdots b_{\theta+n-1}}{a_\theta a_{\theta+1}\cdots a_{\theta+n}}, \quad 2 \leq n \leq N - \theta \\
\mu_{\theta-1} &= \frac{1}{b_\theta b_{\theta-1}}, \quad \mu_{\theta+n} = \frac{a_{\theta-1}a_{\theta-2}\cdots a_{\theta+n+1}}{b_\theta b_{\theta-1}\cdots b_{\theta+n}}, \quad M - \theta \leq n \leq N - 2.
\end{align*}
$$

Since we are working in the ergodic situation, it is natural to assume that the process is non-explosive:

$$
\sum_{n > \theta+1} \frac{1}{n} \sum_{j=\theta}^{n-1} \mu_j = \infty \quad \text{if} \quad N = \infty \quad \text{and} \quad \sum_{n < \theta-1} \frac{1}{n} \sum_{j=n+1}^{\theta} \mu_j = \infty \quad \text{if} \quad M = -\infty.
$$

(4.0)

Given a Banach space $(\mathbb{B}, \| \cdot \|_B, \mu)$ of functions $E \to \mathbb{R}$ with norm $\|f\|_B = \sup_{g \in \mathcal{G}} \|f \|_B$, define

$$
\mathbb{B}^\theta = \{ f I_{[\theta+1,N]} : f \in \mathbb{B} \}, \quad \mu^\theta = \mu|_{[\theta+1,N]}, \quad \mathcal{G}^\theta = \{ g I_{[\theta+1,N]} : g \in \mathcal{G} \}
$$

and

$$
\|f\|_{\mathbb{B}^\theta} = \sup_{g \in \mathcal{G}^\theta} \sum_{i=\theta+1}^{N} |f_i| g_i \mu_i^\theta = \sup_{g \in \mathcal{G}^\theta} \sum_{i=\theta+1}^{N} |f_i| g_i \mu_i.
$$

(4.1)

It is easy to check that $1_{[\theta+1,N]} \in \mathbb{B}^\theta$ and $(\mathbb{B}^\theta, \| \cdot \|_{\mathbb{B}^\theta}, \mu^\theta)$ is an ideal space. Similarly, we can define $(\mathbb{B}^\theta, \| \cdot \|_{\mathbb{B}^\theta}, \mu^\theta)$, corresponding to $[M, \theta - 1]$.

The Poincaré-type inequality that we are interested in this section is formally the same as (3.1):

$$
\|f^2\|_B \leq \overline{A}_B D(f).
$$

(4.1)
where \( \bar{f} = f - \pi(f) \),

\[
D(f) = \sum_{i=\theta+1}^{N} \mu_i a_i (f_i - f_{i-1})^2 + \sum_{i=M}^{\theta-1} \mu_i b_i (f_{i+1} - f_i)^2,
\]

\[
Z_{1\theta} = \sum_{i=\theta+1}^{N} \mu_i, \quad Z_{2\theta} = \sum_{i=M}^{\theta-1} \mu_i, \quad Z = Z_{1\theta} + Z_{2\theta} + \mu_\theta < \infty,
\]

\[
\pi_i = \frac{\mu_i}{Z}.
\]

The expression of \( D(f) \) may look strange but it is indeed standard, since

\[
\sum_{\theta \leq i \leq N-1} \pi_i b_i (f_{i+1} - f_i)^2 = \sum_{M \leq i \leq \theta-1} \pi_i b_i (f_{i+1} - f_i)^2 + \sum_{\theta \leq i \leq N-1} \pi_i b_i (f_{i+1} - f_i)^2
\]

and

\[
\sum_{\theta \leq i \leq N-1} \pi_i a_i (f_{i+1} - f_i)^2 = \sum_{\theta+1 \leq i \leq N} \pi_{i+1} a_{i+1} (f_{i+1} - f_i)^2 = \sum_{\theta+1 \leq i \leq N} \pi_{i+1} a_i (f_{i} - f_{i-1})^2.
\]

To state our result, define the following quantities which will be used several times subsequently.

\[
\varphi_i^{1\theta} = \sum_{j=\theta+1}^{i} \frac{1}{\mu_j a_j}, \quad \theta + 1 \leq i \leq N, \quad \varphi_i^{2\theta} = \sum_{j=1}^{\theta-1} \frac{1}{\mu_j b_j}, \quad M \leq i \leq \theta - 1.
\]

\[
B_{\|1\|} = \sup_{\theta+1 \leq i \leq N} \| \varphi_i^{1\theta} \| F_{[i,N]} \| B_{1\theta} \|, \quad B_{\|2\|} = \sup_{M \leq i \leq \theta-1} \| \varphi_i^{2\theta} \| F_{[M,i]} \| B_{2\theta} \|.
\]

\[
C_{\|1\|} = \sup_{\theta+1 \leq i \leq N} \| \varphi_i^{1\theta} (i \wedge \cdot)^2 \| B_{1\theta} \|, \quad C_{\|2\|} = \sup_{M \leq i \leq \theta-1} \| \varphi_i^{2\theta} (i \vee \cdot)^2 \| B_{2\theta} \|.
\]

\[
D_{\|1\|} = \sup_{\theta+1 \leq i \leq N} \| \sqrt{\varphi_i^{1\theta}} \varphi_i^{1\theta} (i \wedge \cdot) \| B_{1\theta} \|, \quad D_{\|2\|} = \sup_{M \leq i \leq \theta-1} \| \sqrt{\varphi_i^{2\theta}} \varphi_i^{2\theta} (i \vee \cdot) \| B_{2\theta} \|.
\]

(4.2)

From now on, we often state only explicit bounds, the corresponding variational formula follows from (4.4) and (1.8) immediately.

**Theorem 4.1.** Let (1.1) hold and assume that \( \varphi_i^{1\theta} \), \( \varphi_i^{2\theta} \subset \varphi \) for all \( \theta \in (M, N) \).

1. In general, we have

\[
\begin{align*}
\bar{A}_B &\leq \inf_{\theta \in (M,N)} A_{B^{1\theta}} \vee A_{B^{2\theta}} \leq \inf_{\theta \in (M,N)} D_{B^{1\theta}} \vee D_{B^{2\theta}} \leq 4 \inf_{\theta \in (M,N)} B_{B^{1\theta}} \vee B_{B^{2\theta}}. \quad (4.4) \\
\end{align*}
\]

2. Assume additionally that \( g(1) I_{[\theta+1,N]} + g(2) I_{[M,\theta-1]} \| 2 \| \varphi \) for every \( g(1) \in \varphi^{1\theta} \) and \( g(2) \in \varphi^{2\theta} \). Then, we have

\[
\begin{align*}
\bar{A}_B &\geq \frac{1}{2} \sup_{\theta \in (M,N)} A_{B^{1\theta}} \wedge A_{B^{2\theta}} \geq \frac{1}{2} \sup_{\theta \in (M,N)} C_{B^{1\theta}} \wedge C_{B^{2\theta}} \geq \frac{1}{2} \sup_{\theta \in (M,N)} B_{B^{1\theta}} \wedge B_{B^{2\theta}}. \quad (4.5)
\end{align*}
\]

3. For each \( A \), let \( c(A) \) be a constant satisfying \( |\pi(fA)| \leq c(A) \| fA \|_B \) for all \( f \in B \). Under the above assumption on \( \varphi^{1\theta} \), \( \varphi^{2\theta} \) and \( \varphi \), if \( c(A) < \infty \) for all \( A \) with \( \pi(A) \ll 1 \) (i.e., \( \pi(A) \) is sufficient small), then \( \bar{A}_B < \infty \) iff \( B_{B^{1\theta}} \vee B_{B^{2\theta}} < \infty \) for some (equivalent, for all) \( \theta \in (M, N) \).
Proof. (a) First, we prove (4.4). Let $\theta \in (M, N)$ and $g \in \mathcal{G}$ with $g > 0$. Define $g^{(1)} = gI_{(\theta, N)}$ and $g^{(2)} = gI_{[M, \theta]}$. Then $g^{(1)} \in \mathcal{G}^{1\theta}$ and $g^{(2)} \in \mathcal{G}^{2\theta}$ by assumption.

The proof of [4; Theorem 3.4] shows that the optimal constant $A(g)$, obtained by replacing $a$ with $a/g$ and $b$ with $b/g$ in (3.1), satisfies

$$A(g) \leq \inf_{\theta \in (M, N)} A^{1\theta}(g^{(1)}) \vee A^{2\theta}(g^{(2)}),$$

where $A^{1\theta}(g^{(1)})$ and $A^{2\theta}(g^{(2)})$ are the corresponding optimal constants in (1.2) with respect to the intervals $(\theta, N)$ and $(M, \theta)$, respectively. As we did in the proof of Theorem 1.1, by using (2.4) and passing to the limit, one may ignore the condition "$g > 0". Then,

$$A_B \leq \sup_{g \in \mathcal{G}} \inf_{\theta \in (M, N)} A^{1\theta}(g^{(1)}) \vee A^{2\theta}(g^{(2)})$$

$$\leq \inf_{\theta \in (M, N)} \left[ \sup_{g \in \mathcal{G}} A^{1\theta}(g) \right] \vee \left[ \sup_{g \in \mathcal{G}^{2\theta}} A^{2\theta}(g) \right]$$

$$= \inf_{\theta \in (M, N)} A_{B^{1\theta}} \vee A_{B^{2\theta}}.$$

Combining this with Theorem 1.2, we obtain (4.4).

(b) Fix $\theta \in (M, N)$ and $\varepsilon > 0$. Choose $f^{(1)}$, $f^{(2)} \geq 0$ such that

$$f^{(1)}|_{(M, \theta)} = 0, \quad f^{(2)}|_{(\theta, N)} = 0, \quad \|f^{(1)}\|^2_{B^{1\theta}} = \|f^{(2)}\|^2_{B^{2\theta}} = 1$$

and

$$D(f^{(1)}) \leq A_{B^{1\theta}}^{-1} + \varepsilon, \quad D(f^{(2)}) \leq A_{B^{2\theta}}^{-1} + \varepsilon.$$

Next, choose $g^{(1)} \in \mathcal{G}^{1\theta}$ and $g^{(2)} \in \mathcal{G}^{2\theta}$ such that

$$\sum_{i=\theta+1}^{N} (f_{i}^{(1)})^2 g_i^{(1)} \mu_i \geq 1 - \varepsilon \quad \text{and} \quad \sum_{i=M}^{\theta-1} (f_{i}^{(2)})^2 g_i^{(2)} \mu_i \geq 1 - \varepsilon.$$

Set

$$f = -\sqrt{\lambda} f^{(1)} I_{[\theta+1, N]} + \sqrt{1 - \lambda} f^{(2)} I_{[M, \theta-1]},$$

where

$$\lambda = \pi \left( (f^{(2)})^2 \right) / \left[ \pi \left( (f^{(1)})^2 \right) + \pi \left( (f^{(2)})^2 \right) \right]$$

is the constant so that $\pi(f) = 0$. Then
\[ D(f) = \lambda D(f^{(1)}) + (1 - \lambda)D(f^{(2)}) \leq \lambda (A_{B_1}^{-1} + \varepsilon) + (1 - \lambda)(A_{B_2}^{-1} + \varepsilon) \]
\[ \leq (A_{B_1}^{-1} \lor A_{B_2}^{-1} + \varepsilon)(\lambda + (1 - \lambda)) \]
\[ \leq (A_{B_1}^{-1} \lor A_{B_2}^{-1} + \varepsilon) \left( \lambda \sum_{i=\theta+1}^{N} (f_i^{(1)})^2 g_i^{(1)} \mu_i + (1 - \lambda) \sum_{i=M}^{\theta-1} (f_i^{(2)})^2 g_i^{(2)} \mu_i + \varepsilon \right) \]
\[ = (A_{B_1}^{-1} \lor A_{B_2}^{-1} + \varepsilon) \left( \sum_{i=M}^{N} \left[ \lambda(f_i^{(1)})^2 g_i^{(1)} + (1 - \lambda)(f_i^{(2)})^2 g_i^{(2)} \right] \mu_i + \varepsilon / 2 \right) \]
\[ \leq 2(A_{B_1}^{-1} \lor A_{B_2}^{-1} + \varepsilon) \left( \|f^2\|_B + \varepsilon \right) . \]

Here in the last step, we have used the fact that \((g^{(1)}I_{(\theta,N)} + g^{(2)}I_{[M,\theta)})/2 \in \mathscr{G}^\prime\). Letting \(\varepsilon \to 0\) and then making infimum with respect to \(\theta\), we obtain the first inequality in (4.5). Then, the second and the third ones follow from Theorems 1.1.

(c) To prove part (3) of the theorem, note that \(I_{(M,i)}, I_{(i,N)} \in B\) and so \(B_{g^1}, B_{g^2} < \infty\) when \(M\) and \(N\) are both finite. In general, if \(B_{g^1} \lor B_{g^2} < \infty\), then \(\overline{A} \subset < \infty\) by (4.4).

Next, consider the case where \(M > -\infty\) and \(N = \infty\). We need only to handle with the case that \(B_{g^1} = \infty\) since \(B_{g^2} < \infty\). Noting that when \(\theta' > \theta\),
\[ \sup_{g \in \mathcal{G}^2} \sum_{i=M}^{k} g_i \mu_i^{2\theta'} = \sup_{g \in \mathcal{G}^2} \sum_{i=M}^{k} g_i \mu_i^{2\theta'} \leq \sup_{g \in \mathcal{G}^2} \sum_{i=M}^{k} g_i \mu_i^{2\theta'} = \sup_{g \in \mathcal{G}^2} \sum_{i=M}^{k} g_i \mu_i^{2\theta'} \]
for all \(i \in (M, \theta)\), we have \(\|I_{(M,i)}\|_{B^\theta} \leq \|I_{(M,i)}\|_{B^{2\theta}}\) for all \(i \in [M, \theta]\). Hence, \(B_{g^2} \uparrow\) and \(B_{g^1} \uparrow\) strictly as \(\theta \uparrow\). Note that \(B_{g^1} = \infty\) for some (equivalently, for all) \(\theta \in (M,N)\). On the other hand, by condition (4.0) and the ergodicity, \(\varphi_i \uparrow \infty\) as \(i \to \infty\). We have \(B_{g^2} \uparrow\) as \(\theta \uparrow\). Clearly, \(B_{g^1}\) and \(B_{g^2}\) have different values at \(\theta = M\) and \(\theta = N\). Thus, as \(\theta\) varies, the two curves \(B_{g^1}\) and \(B_{g^2}\) must intersect uniquely at \(\infty\). Furthermore, the lower bound given in (4.5) equals \(\infty\). Therefore, \(\overline{A} = \infty\) by (4.5). The case of \(M = -\infty\) and \(N < \infty\) is symmetric and so can be proven in a similar way.

It remains to consider only the case where \((M, N) = Z\). We need to prove that \(B_{g^1} \lor B_{g^2} < \infty\) if \(A \subset < \infty\). By assumption, for sufficiently small \(\theta\), condition (2) of Proposition 3.4 is satisfied with \(A = (-\infty, \theta)\). Then we have for every \(f\) with \(|f|_{A^c} = 0\) that \(\|f^2\|_{B^\theta} \leq c'\|f^2\|_B\) for some constant \(c' < \infty\). Thus, once (4.1) holds, we must have \(B_{g^1} \leq A_{B^1} < \infty\) first for sufficient small \(\theta\) and then for all \(\theta \in (M,N)\). By symmetry, the same conclusion holds for \(B_{g^2}\) and so \(B_{g^1} \lor B_{g^2} < \infty\) for all \(\theta \in Z\). This proves the necessity of the condition \(B_{g^1} \lor B_{g^2} < \infty\) for \(\overline{A} < \infty\). □
5. Orlicz form. In this section, the above results are specialized to Orlicz spaces. The idea goes back to [5]. A function $\Phi: \mathbb{R} \to \mathbb{R}$ is called an $N$-function if it is non-negative, continuous, convex, even (i.e., $\Phi(-x) = \Phi(x)$) and satisfies the following conditions:

$$\Phi(x) = 0 \text{ iff } x = 0, \quad \lim_{x \to 0} \Phi(x)/x = 0, \quad \lim_{x \to \infty} \Phi(x)/x = \infty.$$ 

In what follows, we assume the following growth condition (or $\Delta_2$-condition) for $\Phi$:

$$\sup_{x > 1} \Phi(2x)/\Phi(x) < \infty \iff \sup_{x > 1} x\Phi'(x)/\Phi(x) < \infty,$$

where $\Phi'$ is the left derivative of $\Phi$.

Corresponding to each $N$-function, we have a complementary $N$-function:

$$\Phi_c(y) := \sup\{x|y| - \Phi(x) : x \geq 0\}, \quad y \in \mathbb{R}.$$ 

Alternatively, let $\varphi_c$ be the inverse function of $\Phi'$, then $\Phi_c(y) = \int_0^{|y|} \varphi_c$ (cf. [6]).

Given an $N$-function and a finite measure $\mu$ on $E := [M, N] \subset \mathbb{Z}$, we define an Orlicz space as follows:

$$L^\Phi(\mu) = \left\{ f : E \to \mathbb{R} : \sum_{i \in E} \Phi(f_i)\mu_i < \infty \right\}, \quad \|f\|_\Phi = \sup_{g \in \mathcal{G}} \sum_{i \in E} |f_i|g_i\mu_i, \quad (5.1)$$

where $\mathcal{G} = \{g \geq 0 : \sum_{i \in E} \Phi_c(g_i)\mu_i \leq 1\}$, which is the set of non-negative functions in the unit ball of $L^{\Phi_c}(\mu)$. Under $\Delta_2$-condition, $(L^\Phi(\mu), \| \cdot \|_\Phi, \mu)$ is a Banach space. Clearly, $L^\Phi(d\mu) \ni 1$ and is ideal.

Having these preparations in mind, it is rather simple to state and prove our first result in this section (cf. [1; Proof of Theorem 3.1]).

**Corollary 5.1.** For every $N$-function $\Phi$ satisfying $\Delta_2$-condition, the conclusions of Theorems 1.1 and 1.2 hold with $B = L^\Phi(\mu)$.

The next result is a consequence of Theorem 4.1 and Proposition 3.2 with $B = L^\Phi(\mu)$. We will use the notations introduced there. For simplicity, we write $c_2(A) = c_2[M, \theta]$ and $\pi(A) = \pi[M, \theta]$ when $A = [M, \theta]$.

**Corollary 5.2.** For every $N$-function $\Phi$ satisfying $\Delta_2$-condition, the conclusions of Theorem 4.1 hold with $B = L^\Phi(\mu)$. Additionally, if

$$[c_2(M, \theta)\pi(M, \theta)] \lor [c_2(\theta, N)\pi(\theta, N)] < \|1\|_B^{-1},$$

then we have

$$\mathcal{A}_B \geq \sup_{\theta \in (M, N)} \left(1 - \sqrt{\|1\|_B \left[ [c_2(M, \theta)\pi(M, \theta)] \lor [c_2(\theta, N)\pi(\theta, N)] \right]^{1/2}} \right)^2 (A_n \lor A_{2n}).$$

The proof of Corollary 5.2 is almost the same as that of [1; Theorem 3.2]. We omit the details here.
6. Nash inequalities and Sobolev-type inequalities. As a typical application of the above general setup, this section studies the Orlicz spaces with \(N\)-functions \(\Phi(x) = |x|^p/p\) \((p > 1)\), and apply to the Nash (or Sobolev-type) inequalities on \([M, N]\), \(-\infty \leq M \leq N \leq \infty\). Here are Nash inequalities on \(\{0, 1, \cdots, N\}\):

\[
\|f\|^{1+4/\nu}_2 \leq AD(f)\|f\|^{1/\nu}_2, \quad f_0 = 0
\]

\[
\|f - \pi(f)\|^{1+4/\nu}_2 \leq \overline{AD}(f)\|f\|^{1/\nu}_2,
\]

where \(\|\cdot\|_p\) denotes the usual \(L^p(\mu)\)-norm, \(D(f)\) is the same as in (1.2), and \(\nu > 0\). It is known, when \(\nu > 2\), that these inequalities are, respectively, equivalent to the following Sobolev-type inequalities (cf. [7]—[10]):

\[
\|f\|^{2
\nu/(\nu-2)}_2 \leq A_\nu D(f), \quad f_0 = 0
\]

\[
\|f - \pi(f)\|^{2
\nu/(\nu-2)}_2 \leq \overline{A}_\nu D(f).
\]

The main purpose of this section is to estimate the optimal constants \(A_\nu\) and \(\overline{A}_\nu\).

**Corollary 6.1.** Let \(E_1 = \{1, 2, \cdots, N\}\). Then the optimal constant \(A_\nu\) in (6.1) satisfies

\[
B_\nu \leq C_\nu \leq A_\nu \leq D_\nu \leq 4B_\nu,
\]

where

\[
\varphi_i = \sum_{j=1}^i \frac{1}{\mu_j a_j}, \quad 1 \leq i \leq N, \quad B_\nu = \sup_{1 \leq i \leq N} \left(\sum_{j=i}^N \mu_j\right)^{(\nu-2)/\nu} \varphi_i,
\]

\[
C_\nu = \sup_{1 \leq i \leq N} \varphi_i^{-1} \|\varphi(i \wedge \cdot)^2\|_{\nu/(\nu-2)}, \quad D_\nu = \sup_{1 \leq i \leq N} \varphi_i^{-1/2} \|\sqrt{\varphi} \varphi(i \wedge \cdot)\|_{\nu/(\nu-2)}
\]

and \(\|\cdot\|_p\) is the \(L^p(E_1, \mu)\)-norm.

**Proof.** It is natural to use the Orlicz spaces \(L^\Phi(\mu)\) with \(N\)-function \(\Phi(x) = |x|^p/p\) and study the following inequalities:

\[
\|f\|_\Phi \leq A_\Phi D(f), \quad f_0 = 0
\]

\[
\|(f - \pi(f))^2\|_\Phi \leq \overline{A}_\Phi D(f).
\]

Now, \(L^\Phi(E_1, \mu) = \{f : p^{-1} \sum_{i=1}^N |f_i|^p \mu_i < \infty\} = L^p(E_1, \mu)\). Since \(\Phi_c(g) = |g|^q/q, 1/p + 1/q = 1\), we have \(\mathcal{C} = \{g \geq 0 : \|g\|_q \leq q^{1/q}\}\) and so

\[
\|\cdot\|_\Phi = q^{1/q}\|\cdot\|_p.
\]

Applying Corollary 5.1 to the function \(\Phi(x) = |x|^p/p\), we get the estimates \(B_\Phi, C_\Phi\) and \(D_\Phi\) of \(A_\Phi\), corresponding to the explicit bounds \(B_\Phi, C_\Phi\) and \(D_\Phi\) given in Theorems 1.1 and 1.2. Then, the required estimates follows from (6.5) by setting \(p = \nu/(\nu-2)\) (and then \(q = \nu/2\)). \(\Box\)

We now turn to study \(\overline{A}_\nu\). The idea is to use (6.4) and Theorem 3.1. The next result with different coefficients is proven in [11], based on the weighted Hardy inequality.
Theorem 6.2. Let $E = \{0, 1, \cdots, N\}$. Then the optimal constant $\overline{A}_\nu$ in (6.2) satisfies

$$\max \left\{ \left( \frac{2}{\nu^2 + 2 - 1} \right)^{2/\nu} \left[ 1 - \left( \frac{Z - 1}{Z} \right)^{1/2 + 1/\nu} \right]^2 \right\} A_\nu \leq \overline{A}_\nu \leq 4A_\nu. \quad (6.6)$$

In particular,

$$\max \left\{ \left( \frac{2}{\nu^2 + 2 - 1} \right)^{2/\nu} \left[ 1 - \left( \frac{Z - 1}{Z} \right)^{1/2 + 1/\nu} \right]^2 \right\} B_\nu \leq \overline{A}_\nu \leq 16B_\nu, \quad (6.7)$$

where $Z = \sum_{i=0}^{N} \mu_i$, $B_\nu$ is defined in Corollary 6.1, and so $\overline{A}_\nu < \infty$ iff $B_\nu < \infty$.

Proof. Clearly, it suffices to study the optimal constant $\overline{A}_\Phi$ in (6.4).

First, we compute the constants $c_1$ and $c_2$ used in Theorem 3.1. This can be easily done by using the H"{o}lder inequality: $c_1 = Z^{-1/q - 1/q}$, $c_2 = Z^{-1/(Z_1/q)}$, where $Z_1 = \sum_{i=1}^{N} \mu_i = Z - 1$. Moreover, by (6.5), we have $\|1\|_\Phi = q^{1/q} Z^{1/p}$.

Thus,

$$c_1\|1\|_\Phi = 1, \quad c_2(1 - \pi_0)\|1\|_\Phi = (Z_1/Z)^{1+1/q} < 1.$$

By Theorem 3.1, we obtain

$$\max \left\{ \frac{1}{q^{1/q} Z^{1/p}} \left[ 1 - \left( \frac{Z_1}{Z} \right)^{1/2 + 1/(2q)} \right]^2 \right\} A_\Phi \leq \overline{A}_\Phi \leq 4A_\Phi.$$

Combining this with (6.5) and $p = \nu/(\nu - 2)$, we get (6.6). The second assertion of the theorem follows from Corollary 6.1. \qed

To improve the estimates given in (6.6) and also for handling with the general case where $M > -\infty$, we adopt the idea explained at the end of Section 3. That is splitting $[M, N]$ into two parts $E_{1\theta} := \{\theta + 1, \theta + 2, \cdots, N\} =: (\theta, N]$ and $E_{2\theta} := \{M, M + 1, \cdots, \theta - 1\} =: [M, \theta]$, but leaving $\theta$ as a boundary of both $E_{1\theta}$ and $E_{2\theta}$. Denote by $\| \cdot \|_{1, \Phi}$ and $\| \cdot \|_{2, \Phi}$ the norms in $L^k(E_{1\theta}, \mu^k)$ and $L^k(E_{2\theta}, \mu^k)$, respectively. Actually, $\|f\|_{1, \Phi} = \|fI_{E_{1\theta}}\|_\Phi$ and $\|f\|_{2, \Phi} = \|fI_{E_{2\theta}}\|_\Phi$. The corresponding constants in inequality (1.2) are denoted by $A^k_{1\theta}$ and $A^k_{2\theta}$, respectively. Similarly, we have the $L^p(E_{k\theta}, \mu^{k\theta})$-norm $\| \cdot \|_{k, \theta, p}$ $(k = 1, 2)$.

Define $\varphi^{1\theta}$, $C^{1\theta}_\nu$, $D^{1\theta}_\nu$ as in (4.3), but replacing the norm $\| \cdot \|_{2, \Phi}$ by $\| \cdot \|_{k, \theta, p}$ $(k = 1, 2)$. Next, define $B^{k\theta}_\nu (k = 1, 2)$ as follows.

$$B^{1\theta}_\nu = \sup_{\theta + 1 \leq i \leq N} \left( \sum_{j=i}^{N} \mu_j \right)^{(\nu-2)/\nu} \varphi^{1\theta}_i, \quad B^{2\theta}_\nu = \sup_{M \leq i < \theta - 1} \left( \sum_{j=M}^{i} \mu_j \right)^{(\nu-2)/\nu} \varphi^{2\theta}_i \quad (6.8)$$

Theorem 6.3. Consider the general state space $\{M, M + 1, \cdots, N - 1, N\}$.

(1) Let $D(f)$ be defined by (4.2). Then inequality (6.2) holds iff $B^{1\theta}_\nu \vee B^{2\theta}_\nu < \infty$ for some (equivalently, for all) $\theta : M < \theta < N$. The optimal constant $\overline{A}_\nu$ satisfies

$$\frac{B^{1\theta}_\nu \vee B^{2\theta}_\nu}{2} \leq C^{1\theta}_\nu \vee C^{2\theta}_\nu \leq A^{1\theta}_\nu \vee A^{2\theta}_\nu \leq \overline{A}_\nu,$$

$$\overline{A}_\nu \leq A^{1\theta}_\nu \vee A^{2\theta}_\nu \leq D^{1\theta}_\nu \vee D^{2\theta}_\nu \leq 4(B^{1\theta}_\nu \vee B^{2\theta}_\nu). \quad (6.9)$$
Moreover,
\[
\mathcal{A}_\nu H_{\nu, \theta} \left( A_\nu^{1\theta} \lor A_\nu^{2\theta} \right) \geq H_{\nu, \theta} \left( C_\nu^{1\theta} \lor C_\nu^{2\theta} \right) \geq H_{\nu, \theta} \left( B_\nu^{1\theta} \lor B_\nu^{2\theta} \right),
\]
(6.10)
where
\[
H_{\nu, \theta} = \left[ 1 - \left( \frac{Z_{1\theta} \lor Z_{2\theta}}{Z} \right)^{1/2+1/\nu} \right]^2.
\]
In particular, when \( \theta \) is the median of \( \mu \), we have
\[
H_{\nu, \theta} \geq \left[ 1 - \left( 1/2 \right)^{1/2+1/\nu} \right]^2.
\]

Proof. Applying Corollary 5.2 to the inequality (6.4) and then using Corollary 6.1 and (6.5) with \( p = \nu / (\nu - 2) \), we obtain part (1).

Next, we compute the constants used in the second assertion of Corollary 5.2. By Hölder inequality and (6.5), we have
\[
\pi(|f| I_A) = \frac{1}{Z} \int_A |f| d\mu \leq \frac{1}{Z} \|f I_A\|_p \|I_A\|_q = \frac{1}{Z} \left( \frac{\mu(A)}{q} \right)^{1/q} \|f I_A\|_\Phi.
\]
This gives us \( c_2(A) = Z^{-1}(\mu(A)/q)^{1/q} \). Recall that \( Z_{1\theta} = \sum_{\theta \leq i \leq N} \mu_j \) and \( Z_{2\theta} = \sum_{M \leq i \leq \theta - 1} \mu_j \). We have
\[
c_2(\theta, N) = \frac{1}{Z} \left( \frac{Z_{1\theta}}{q} \right)^{1/q}, \quad \pi(\theta, N) = \frac{Z_{1\theta}}{Z},
\]
\[
c_2(M, \theta) = \frac{1}{Z} \left( \frac{Z_{2\theta}}{q} \right)^{1/q}, \quad \pi(M, \theta) = \frac{Z_{2\theta}}{Z},
\]
\[
\|1\|_\Phi = q^{1/q} \|1\|_p = q^{1/q} Z^{1/p}.
\]
Hence
\[
\|1\|_\Phi \left[ (c_2(M, \theta) \pi(M, \theta)) \lor (c_2(\theta, N) \pi(\theta, N)) \right] = \left( \frac{Z_{1\theta} \lor Z_{2\theta}}{Z} \right)^{1+1/q} < 1.
\]
Thus, by Corollary 5.2, we obtain
\[
\mathcal{A}_\Phi \geq \left[ 1 - \left( \frac{Z_{1\theta} \lor Z_{2\theta}}{Z} \right)^{1/2+1/(2q)} \right]^2 \left( A_\Phi^{1\theta} \lor A_\Phi^{2\theta} \right).
\]
Combining this with (6.5) and setting \( p = \nu / (\nu - 2) \), we obtain (6.10). \( \square \)

The results in this section are also meaningful for diffusions on the intervals, as did in [10] and [1; Example 3.4]. However, the first lower bound in (6.6) works only in the discrete situation.

7. Logarithmic Sobolev inequality. This section studies the Orlicz spaces with \( N \)-functions \( \Phi(x) = |x| \log(1 + |x|) \) and \( \Psi(x) = x^2 \log(1 + x^2) \), and their application to the logarithmic Sobolev inequality on \([M, N], -\infty \leq M \leq N \leq \infty\):
\[
\sum_{i=M}^{N} f_i^2 \log \left( \frac{f_i^2}{\pi(f_i^2)} \right) \mu_i \leq A'' D(f),
\]
(7.1)
where $D(f)$ is defined either by (4.2) for general $M \geq -\infty$ or as in (1.2) when $M = 0$. For the Orlicz space $B = L^\Phi(\mu)$, when $M = 0$, we use $A_\Phi$, $B_\Phi$, $C_\Phi$ and $D_\Phi$, respectively, to denote the constants $A_B$, $B_B$, $C_B$ and $D_B := D_B(1)$ used in Theorems 1.1 and 1.2.

The next result follows from Corollary 5.1 plus some computation, on the basis of the formula $\|I_B\|_\Phi = \inf_{\alpha > 0} \left( 1 + \mu(B)\Phi(\alpha) \right) / \alpha$ (cf. [1; Proof of Theorem 4.2]).

**Corollary 7.1.** Let $E_1 = \{1, 2, \cdots , N\}$ and $\Phi(x) = |x| \log(1 + |x|)$. Then Theorems 1.1 and 1.2 hold with $B = L^\Phi(E_1, \mu)$. Moreover,

$$B_\Phi = \sup_{1 \leq i \leq N} \varphi_i M(\mu[i, N]),$$

$$M(x) := x \left[ \frac{2}{1 + \sqrt{1 + 4x}} + \log \left( 1 + \frac{1 + \sqrt{1 + 4x}}{2x} \right) \right].$$

(7.2)

In particular, the Poincaré-type inequality (1.2) in the Orlicz space $L^\Phi(E_1, \mu)$ holds iff

$$\sup_{1 \leq i \leq N} \varphi_i \mu[i, N] \log \frac{1}{\mu[i, N]} < \infty.$$  

(7.3)

We are now ready to study the logarithmic Sobolev inequality on $\{0, 1, \cdots , N\}$. For this, it is helpful to use an equivalent norm of $\| \cdot \|_\Phi$:

$$\|f\|_{(\Phi)} = \inf \left\{ \alpha > 0 : \sum_i \Phi(f_i/\alpha) \mu_i \leq 1 \right\},$$

(7.4)

for which, we have

$$\|f\|_{(\Phi)} \leq \|f\|_\Phi \leq 2\|f\|_{(\Phi)}$$

(7.5)

(cf. [6; §3.3, Proposition 4]).

**Corollary 7.2.** Let $\Phi(x) = |x| \log(1 + |x|)$ and $D(f)$ be defined as in (1.2). Then, on $E_1 = \{1, 2, \cdots , N\}$, the inequality

$$\|f^2\|_{(\Phi)} \leq A_{(\Phi)} D(f), \quad f_0 = 0$$

(7.6)

holds iff (7.3) is satisfied. The optimal constant $A_{(\Phi)}$ satisfies

$$B_\Phi / 2 \leq C_\Phi / 2 \leq A_\Phi / 2 \leq A_{(\Phi)} \leq A_\Phi \leq D_\Phi \leq 4B_\Phi.$$  

(7.7)

**Proof.** Simply use Corollary 7.1 and (7.8). □

In view of (7.7), the coefficients in [1; (4.9), (4.11)–(4.13) and Theorem 4.5] need a small correction.

The next result is an analogue of [11; Theorem 2.1] with different coefficients. The proof given in [11] is based on the weighted Hardy inequality and hence different from here.
Theorem 7.3. Consider the state space $E = \{0, 1, \cdots, N\}$. The logarithmic Sobolev constant $A''$ in (7.1) satisfies

$$
\frac{2}{5} \max \left\{ \sqrt{\frac{4Z + 1}{2} - 1}, \left( 1 - \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z^{-1})} \right)^2 \right\} B_\Psi \leq A'' \leq \frac{51 \times 4}{5} B_\Psi,
$$

(7.8)

where $Z = \sum_{i=0}^{N} \mu_i$, $Z_1 = \sum_{i=1}^{N} \mu_i = Z - 1$, $\Psi^{-1}$ is the inverse function of $\Psi$, and $B_\Psi$ is given in (7.2). In particular, $A'' < \infty$ iff (7.3) holds.

Proof. (a) First, we computer the constants $c_1$ and $c_2$ used in Theorem 3.3 with $B = L^\Psi(E, \mu)$ and the norm $\| \cdot \|_\Phi$. Because of the convexity of $\Phi$, we have

$$
\| f \|_\Phi = \inf \left\{ \alpha > 0 : \sum_{i=0}^{N} \Phi(\frac{|f_i|}{\alpha}) \mu_i \leq 1 \right\}
$$

$$
= \inf \left\{ \alpha > 0 : \sum_{i=0}^{N} \Phi(\frac{|f_i|}{\alpha}) \pi_i \leq \frac{1}{Z} \right\}
$$

$$
\geq \inf \left\{ \alpha > 0 : \Phi \left( \sum_{i=0}^{N} \frac{|f_i|}{\pi_i} \right) \leq \frac{1}{Z} \right\}
$$

$$
= \inf \left\{ \alpha > 0 : \sum_{i=0}^{N} \frac{|f_i|}{\pi_i} \leq \Phi^{-1}(Z-1) \right\}
$$

$$
= \frac{\pi(\| f \|_\Phi)}{\Phi^{-1}(Z-1)}.
$$

Hence, $\| f \|_\Phi \geq \pi(\| f \|_\Phi)/\Phi^{-1}(Z^{-1})$. Because $\| f \|_\Phi^2 = \| f^2 \|_\Phi$, we obtain

$$
\| f \|_\Phi \geq \sqrt{\pi(f^2)/\Phi^{-1}(Z^{-1})} = \sqrt{\pi(f^2)/\Psi^{-1}(Z^{-1})} \geq |\pi(f)/\Psi^{-1}(Z^{-1})|.
$$

This means that one can choose $c_1 = \Psi^{-1}(Z^{-1})$.

Next, we compute $c_2$. Recall that $E_1 = \{1, 2, \cdots, N\}$. Again, by the convexity of $\Phi$, we have

$$
\| f_{E_1} \|_\Phi = \inf \left\{ \alpha > 0 : \sum_{i=1}^{N} \Phi(\frac{|f_i|}{\alpha}) \mu_i \leq 1 \right\}
$$

$$
= \inf \left\{ \alpha > 0 : \frac{1}{Z_1} \sum_{i=1}^{N} \Phi(\frac{|f_i|}{\alpha}) \mu_i \leq \frac{1}{Z_1} \right\}
$$

$$
\geq \inf \left\{ \alpha > 0 : \Phi \left( \frac{1}{Z_1} \sum_{i=1}^{N} \frac{|f_i|}{\mu_i} \right) \leq \frac{1}{Z_1} \right\}
$$

$$
= \inf \left\{ \alpha > 0 : \frac{1}{Z_1} \sum_{i=1}^{N} \frac{|f_i|}{\mu_i} \leq \Phi^{-1}(Z_1^{-1}) \right\}
$$

$$
= \frac{Z \pi(\| f_{E_1} \|_\Phi)}{Z_1 \Phi^{-1}(Z_1^{-1})}.
$$
Hence
\[
\|f I_E\|_{L^2}^2 = \|f^2 I_E\|_{L^2}^2 \\
\geq \frac{Z}{Z_1 \Phi^{-1}(Z_1^{-1})} \pi(f^2 I_E) \\
\geq \frac{Z}{(1 - \pi_0) Z_1 \Phi^{-1}(Z_1^{-1})} \left[ \pi(f I_E) \right]^2.
\]
Thus, we can choose \( c_2 = \Phi^{-1}(Z_1^{-1}) Z_1 / Z \) since \( 1 - \pi_0 = Z_1 / Z \).

(b) On the other hand, we have
\[
\|f\|_{L^2} = \left( \Phi^{-1}(Z_1^{-1}) Z_1 / Z \right)^{-1/2} = 1 / \Phi^{-1}(Z_1^{-1}).
\]
Therefore,
\[
c_2 \|f\|_{L^2} = \frac{Z_1}{Z} \cdot \frac{\Psi^{-1}(Z_1^{-1})}{\Psi^{-1}(Z_1^{-1})} < 1,
\]
since \( \Psi^{-1}(x)/x \) is decreasing in \( x \). By Theorem 3.3, we obtain
\[
\left( 1 - \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z_1^{-1})} \right)^2 A'_\psi \leq A'_\Phi \leq 4 A'_\psi.
\]
Next, by [1; Lemma 4.1], we have
\[
\frac{4}{5} \|f - \pi(f)\|_{\psi}^2 \leq \mathcal{L}(f) \leq \frac{51}{20} \|f - \pi(f)\|_{\psi}^2,
\]
where \( \mathcal{L}(f) = \sup_{c \in \mathbb{R}} \text{Ent}((f + c)^2) \) and \( \text{Ent}(f) = \sum_{i=1}^{N} f_i \log (f_i / \|f\|_{L^1(x)}) \mu_i \) for \( f \geq 0 \). Therefore, the logarithmic constant \( A'' \) satisfies
\[
\frac{4}{5} \left( 1 - \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z_1^{-1})} \right)^2 A'_\psi \leq A'' \leq \frac{51}{5} A'_\psi.
\]
Because \( \|f\|_{\psi}^2 = \|f^2\|_{\psi} \), we have \( A'_\psi = A_\psi \). Now, the assertions of the theorem, except the first lower bound, follow from Corollary 7.2.

(c) To get the first lower bound, we apply (7.9), (7.5), Theorems 3.1 and 1.1:
\[
A'' = \sup_{f \in \mathcal{D}} \frac{\mathcal{L}(f)}{D(f)} \\
\geq \frac{4}{5} \sup_{f \in \mathcal{D}} \frac{\|f - \pi(f)\|_{\psi}^2}{D(f)} \\
= \frac{4}{5} \sup_{f \in \mathcal{D}} \frac{\|(f - \pi(f))^2\|_{\psi}}{D(f)} \\
\geq \frac{2}{5} \sup_{f \in \mathcal{D}} \frac{\|(f - \pi(f))^2\|_{\psi}}{D(f)} \\
= \frac{2}{5} A_\psi \geq \frac{2}{5} \|1\|_{\psi}^{-1} A_\psi \\
\geq \frac{2}{5} \|1\|_{\psi}^{-1} B_\psi.
\]
The required estimate then follows from
\[ \|1\|_\Phi = \inf_{\alpha > 0} \{1 + Z\Phi(\alpha)\}/\alpha = (\sqrt{4Z + 1} + 1)/(2Z). \]

Finally, we study the general state space \( \{M, M + 1, \cdots, N - 1, N\} \), in terms of the splitting technique. Recall the notations \( \| \cdot \|_{k\theta, \Phi} \) and \( A_{k\theta}^{1\theta}(k = 1, 2) \) are defined in the last section. Define \( \varphi_{1\theta}^{k\theta}, \varphi_{2\theta}^{k\theta}, D_{k\theta}^{2\theta} \) as in (4.3), but replacing the norm \( \| \cdot \|_{B^{k\theta}} \) by \( \| \cdot \|_{k\theta, \Phi}(k = 1, 2) \). Next, define \( B_{k\theta}^{1\theta}(k = 1, 2) \) as in (7.2):
\[ B_{k\theta}^{1\theta} = \sup_{\theta + 1 \leq i \leq N} \varphi_{i\theta}^{1\theta} M(\mu[i,N]), \quad B_{k\theta}^{2\theta} = \sup_{M \leq i \leq \theta - 1} \varphi_{i\theta}^{2\theta} M(\mu[M,i]). \] (7.10)

**Theorem 7.4.** Let \( \Phi(x) = |x| \log(1 + |x|) \). Consider the general state space \( \{M, M + 1, \cdots, N - 1, N\} \).

1. The inequality
\[ \|(f - \pi(f))^2\|_{(\Phi)} \leq A_\Phi(f), \] (7.11)
holds iff \( B_{1\theta}^{1\theta} \lor B_{1\theta}^{2\theta} < \infty \) for some (equivalently, for all) \( \theta : M < \theta < N \). The optimal constant \( A_{(\Phi)} \) satisfies
\[ \frac{1}{4}(B_{1\theta}^{1\theta} \lor B_{1\theta}^{2\theta}) \leq \frac{1}{4}(C_{1\theta}^{1\theta} \lor C_{1\theta}^{2\theta}) \leq \frac{1}{2} \bar{A}_\Phi \leq \bar{A}_{(\Phi)} \leq \bar{A}_\Phi \]
\[ \bar{A}_\Phi \leq D_\Phi^{1\theta} \lor D_\Phi^{2\theta} \leq 4(B_{1\theta}^{1\theta} \lor B_{1\theta}^{2\theta}). \] (7.12)

2. In particular, the optimal constant \( A'' \) in logarithmic Sobolev inequality (7.1) satisfies
\[ \frac{1}{5}(B_{1\theta}^{1\theta} \lor B_{1\theta}^{2\theta}) \leq \frac{1}{5}(C_{1\theta}^{1\theta} \lor C_{1\theta}^{2\theta}) \leq A'' \leq \frac{51}{20}(D_\Phi^{1\theta} \lor D_\Phi^{2\theta}) \leq \frac{51}{5}(B_{1\theta}^{1\theta} \lor B_{1\theta}^{2\theta}). \] (7.13)

**Proof.** Part (1) follows from Corollaries 5.2 and 7.2. Then, part (2) follows from (7.9). \( \square \)

Finally, we are going to prove a different lower bound, which is quite rough, but has the same form as the upper bound in (7.12). For this, we need Proposition 3.4. Applying (7.11) to an arbitrary function \( f^{(1)} \) with \( f^{(1)}|_{[M,\theta]} = 0 \), we get
\[ \bar{A}_{(\Phi)} f^{(1)} \geq \|(f^{(1)} - \pi(f^{(1)}))^2\|_{(\Phi)} = \|(f^{(1)} - \pi(f^{(1)}))^2\|_{(\Phi)}. \]
Next, applying part (2) of Proposition 3.4 to the space \( \mathcal{B} = L_1^\Phi(\mathbb{Z}, \mu) \) with norm \( \| \cdot \|_{(\Phi)} \) and the set \( A = E_{1\theta} \), we get \( \|f^{(1)}\|_{(\Phi)} \leq K_1\|f^{(1)} - \pi(f^{(1)})\|_{(\Phi)} \), where \( K_1 = \left[1 - c_2(E_{1\theta})\|1\|_{(\Phi)}\right]^{-1} \). Hence, by (7.5),
\[ K_1^2 \bar{A}_{(\Phi)} f^{(1)} \geq \|f^{(1)}\|_{(\Phi)}^2 = \|(f^{(1)})^2\|_{1\theta, \Phi} \geq \|(f^{(1)})^2\|_{1\theta, \Phi}. \]
Combining this with definition of $A^{10}_\phi$, it follows that $\overline{A}_\theta \geq A^{10}_\theta / K_1^2$. Similarly, applying (7.11) to the function $f^{(2)}$ with $f^{(2)}|_{[\theta, N]} = 0$, we obtain $\overline{A}_\theta \geq A^{2\theta}_\theta / K_2^2$, where $K_2 = [1 - c_2(E_{2\theta})\|1\|_\phi]^{-1}$. Collecting these facts together, it follows that

$$\overline{A}_\theta \geq \max\{A^{10}_\theta / K_1^2, A^{2\theta}_\theta / K_2^2\} \geq \left(K_1^{-2} \wedge K_2^{-2}\right)\left(A^{10}_\theta \vee A^{2\theta}_\theta\right). \quad (7.14)$$

To estimate $K_1^{-2} \wedge K_2^{-2}$, recall that $Z_1 = Z_{1\theta} = \mu(E_{1\theta})$ and $Z_2 = Z_{2\theta} = \mu(E_{2\theta})$. By using the same technique as used in proof (b) of Theorem 7.3 (or referring to the proof of [1; Theorem 4.5]), we arrive at

$$K_1^{-2} \wedge K_2^{-2} \geq \left(1 - \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z^{-1})}\right) \wedge \left(1 - \frac{Z_2 \Psi^{-1}(Z_2^{-1})}{Z \Psi^{-1}(Z^{-1})}\right)^2.$$

Now, let $\theta$ be the median of $\mu$. That is, $Z_1, Z_2 \leq Z/2$. Again, since $\Psi^{-1}(x)/x$ is decreasing in $x$, we have

$$K_1^{-2} \wedge K_2^{-2} \geq \left[1 - \frac{\Psi^{-1}(2Z_1)}{2\Psi^{-1}(Z^{-1})}\right]^2 \geq \frac{(\sqrt{2} - 1)^2}{2}.$$

The last constant was computed in [1; Proof of Theorem 4.5]. We have thus obtained the following result.

**Theorem 7.5.** Let $\theta$ be the median of $\mu$ and let $B^k_\phi$, $C^k_\phi$, $D^k_\phi$ $(k = 1, 2)$ be the same as in Theorem 7.4, ignoring the superscript $\theta$. Then the optimal constant $\overline{A}_\phi$ in (7.11) satisfies

$$\frac{(\sqrt{2} - 1)^2}{4} (B^1_\phi \vee B^2_\phi) \leq \frac{(\sqrt{2} - 1)^2}{4} (C^1_\phi \vee C^2_\phi) \leq \overline{A}_\phi \leq D^1_\phi \vee D^2_\phi \leq 4(B^1_\phi \vee B^2_\phi),$$

and the logarithmic Sobolev constant $A''$ satisfies

$$\frac{(\sqrt{2} - 1)^2}{5} (B^1_\phi \vee B^2_\phi) \leq \frac{(\sqrt{2} - 1)^2}{5} (C^1_\phi \vee C^2_\phi) \leq A'', \quad A'' \leq \frac{51}{20} (D^1_\phi \vee D^2_\phi) \leq \frac{51}{5} (B^1_\phi \vee B^2_\phi).$$
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Abstract. This paper serves as a quick and elementary overview of the recent progress on a large class of Poincaré-type inequalities in dimension one. The explicit criteria for the inequalities, the variational formulas and explicit bounds of the corresponding constants in the inequalities are presented. As typical applications, the Nash inequalities and logarithmic Sobolev inequalities are examined.

1. Introduction.

The one-dimensional processes in this paper mean either one-dimensional diffusions or birth-death Markov processes. Let us begin with diffusions. Let

\[ L = a(x) \frac{d^2}{dx^2} + b(x) \frac{d}{dx} \]

be an elliptic operator on an interval \((0, D) \) \((D \leq \infty)\) with Dirichlet boundary at 0 and Neumann boundary at \(D\) when \(D < \infty\), where \(a\) and \(b\) are Borel measurable functions and a is positive everywhere. Set \(C(x) = \int_0^x \frac{b}{a}\), here and in what follows, the Lebesgue measure \(dx\) is often omitted. Throughout the paper, assume that

\[ Z := \int_0^D e^{C(x)}/a < \infty. \quad (1.0) \]
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Hence, \( d\mu := a^{-1}e^Cdx \) is a finite measure, which is crucial in the paper. We are interested in the first Poincaré inequality

\[
\|f\|^2 := \int_0^D f^2 d\mu \leq A \int_0^D f^2 e^C := AD(f), \quad f \in \mathbb{C}_d[0, D], \quad f(0) = 0, \tag{1.1}
\]

where \( \mathbb{C}_d \) is the set of all continuous functions, differentiable almost everywhere and having compact supports. When \( D = \infty \), one should replace \([0, D]\) by \([0, D)\) but we will not mention again in what follows. Next, we are also interested in the second Poincaré inequality

\[
\|f - \pi(f)\|^2 := \int_0^D (f - \pi(f))^2 d\mu \leq \overline{A}D(f) \quad f \in \mathbb{C}_d[0, D], \tag{1.2}
\]

where \( \pi(f) = \mu(f)/Z = \int f d\mu/Z \). To save the notations, we use the same \( A \) (resp., \( \overline{A} \)) to denote the optimal constant in (1.1) (resp., (1.2)).

The aim of the study on these inequalities is looking for a criterion under which (1.1) (resp., (1.2)) holds, i.e., the optimal constant \( A < \infty \) (resp., \( \overline{A} < \infty \)), and for the estimations of \( A \) (resp., \( \overline{A} \)). The reason why we are restricted in dimension one is looking for some explicit criteria and explicit estimates. Actually, we have dual variational formulas for the upper and lower bounds of these constants. Such explicit story does not exist in higher dimensional situation.

Next, replacing the \( L^2 \)-norm on the right-hand sides of (1.1) and (1.2) with a general norm \( \| \cdot \|_B \) in a suitable Banach space (the details are delayed to §3), respectively, we obtain the following Poincaré-type inequalities

\[
\|f\|^2 \leq A_B D(f), \quad f \in \mathbb{C}_d[0, D], \quad f(0) = 0. \tag{1.3}
\]

\[
\|(f - \pi(f))^2\| \leq \overline{A}_B D(f), \quad f \in \mathbb{C}_d[0, D]. \tag{1.4}
\]

For which, it is natural to study the same problems as above. The main purpose of this paper is to answer these problems. By using this general setup, we are able to handle with the following Nash inequalities\(^{[23]}\)

\[
\|f - \pi(f)\|^{2+4/\nu} \leq A_N D(f) \|f\|_1^{4/\nu} \tag{1.5}
\]

in the case of \( \nu > 2 \), and the logarithmic Sobolev inequality\(^{[18]}\):

\[
\text{Ent}(f^2) := \int_0^D f^2 \log \frac{f^2}{\pi(f^2)} d\mu \leq A_{LS} D(f). \tag{1.6}
\]

To see the importance of these inequalities, define the first Dirichlet eigenvalue \( \lambda_0 \) and the first Neumann eigenvalue \( \lambda_1 \), respectively, as follows.

\[
\lambda_0 = \inf \{ D(f) : f \in C^1(0, D) \cap C[0, D], \quad f(0) = 0, \quad \pi(f^2) = 1 \},
\lambda_1 = \inf \{ D(f) : f \in C^1(0, D) \cap C[0, D], \quad \pi(f) = 0, \quad \pi(f^2) = 1 \}. \tag{1.7}
\]
Then, it is clear that $\lambda_0 = 1/A$ and $\lambda_1 = 1/\overline{A}$. Furthermore, it is known that

$$
\lambda_0 = \frac{1}{A} \quad \text{and} \quad \lambda_1 = \frac{1}{\overline{A}}.
$$

The second Poincaré inequality $\iff$ $\text{Var}(P_t f) \leq \text{Var}(f) e^{-2\lambda_1 t}$.
Logarithmic Sobolev inequality $\iff$ $\text{Ent}(P_t f) \leq \text{Ent}(f) e^{-\frac{2t}{A \log e}}$, (1.8)
Nash inequality $\iff$ $\text{Var}(P_t f) \leq C \|f\|_2^2 t^{-\nu}$,

where $\|f\|_r$ is the $L^r(\mu)$-norm (cf., [8], [13], [18] and references within). It is clear now that the convergence in the first line is also equivalent to the exponential ergodicity for any reversible Markov processes with density (cf. [10]), i.e.,

$$
\|P_t(x, \cdot) - \pi\|_{\text{Var}} \leq C(x) e^{-\varepsilon t}
$$

for some constants $\varepsilon > 0$ and $C(x)$, where $P_t(x, \cdot)$ is the transition probability. The study on the existence of the equilibrium $\pi$ and on the speed of convergence to equilibrium, by Bhattacharya and his cooperators, consists a fundamental contribution in the field. See for instance [2]–[6] and references within. The second line in (1.8) is correct for diffusions but incorrect in the discrete situation. In general, one has to replace “$\iff$” by “$\Rightarrow$”.

Here are three examples which distinguish the different inequalities.

<table>
<thead>
<tr>
<th>$\lambda_1 = \hat{\alpha} = \hat{\beta}$</th>
<th>Log Sobolev $\sigma$</th>
<th>Nash $\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a + b \geq$</td>
<td>$\frac{2(a \lor b - a \land b)}{\log a \lor b - \log a \land b}$</td>
<td>$(a + b) \left(\frac{a \land b}{a \lor b}\right)^{1+2/\nu}$</td>
</tr>
</tbody>
</table>

Table 1.1

Here in the first line, “LogS” means the logarithmic Sobolev inequality, “$L^1$-exp.” means the $L^1$-exponential convergence which will not be discussed in this paper. “$\sqrt{}$” means always true and “$\times$” means never true, with respect to the parameters. Once known the criteria presented in this paper, it is easy to check Table 1.1 except the $L^1$-exponential convergence.

The remainder of the paper is organized as follows. In the next section, we review the criteria for (1.1) and (1.2), the dual variational formulas and explicit estimates of $A$ and $\overline{A}$. Then, we extend partially these results to Banach spaces first for the Dirichlet case and then for the Neumann one. For a very general setup of Banach spaces, the resulting conclusions are still rather satisfactory. Next, we specify the results to Orlicz spaces and finally apply to the Nash inequalities and logarithmic Sobolev inequality.

Since each topic discussed subsequently has a long history and contains a large number of publications, it is impossible to collect in the present paper a complete list of references. We emphasize on recent progress and related references only. For the applications to the higher dimensional case and much more results, the readers are urged to refer to the original papers listed in References, and the informal book [13], in particular.

2. Ordinary Poincaré inequalities.

In this section, we introduce the criteria for (1.1) and (1.2), the dual variational formulas and explicit estimates of $A$ and $\overline{A}$.
To state the main results, we need some notations. Write \(x \wedge y = \min\{x, y\}\) and similarly, \(x \vee y = \max\{x, y\}\). Define

\[
\mathcal{F} = \{ f \in C[0, D] \cap C^1(0, D) : f(0) = 0, f'(0, D) > 0 \},
\]

\[
\mathcal{F}' = \{ f \in C[0, D] : f(0) = 0, \text{ there exists } x_0 \in (0, D) \text{ so that } f = f(\cdot \wedge x_0), f \in C^1(0, x_0) \text{ and } f'(0, x_0) > 0 \},
\]

\[
\mathcal{F} = \{ f \in C[0, D] : f(0) = 0, f'(0, D) > 0 \},
\]

\[
\mathcal{F}' = \{ f \in C[0, D] : f(0) = 0, \text{ there exists } x_0 \in (0, D) \text{ so that } f = f(\cdot \wedge x_0) \text{ and } f'(0, x_0) > 0 \}.
\]

Here the sets \(\mathcal{F}\) and \(\mathcal{F}'\) are essential, they are used, respectively, to define below the operators of single and double integrals, and are used for the upper bounds. The sets \(\mathcal{F}\) and \(\mathcal{F}'\) are less essential, simply the modifications of \(\mathcal{F}\) and \(\mathcal{F}'\), respectively, to avoid the integrability problem, and are used for the lower bounds. Define

\[
I(f)(x) = e^{-C(x)} \int_x^D \left[ f e^{C/a}(u) \right] du, \quad f \in \mathcal{F},
\]

\[
II(f)(x) = \frac{1}{f(x)} \int_0^x dy e^{-C(y)} \int_y^D \left[ f e^{C/a}(u) \right] du, \quad f \in \mathcal{F}'.
\]

The next result is taken from [12; Theorems 1.1 and 1.2]. The word “dual” below means that the upper and lower bounds are interchangeable if one exchanges the orders of “sup” and “inf” with a slight modification of the set \(\mathcal{F}\) (resp., \(\mathcal{F}'\)) of test functions.

**Theorem 2.1.** Let (1.0) hold. Define

\[
\varphi(x) = \int_0^x e^{-C}, \quad B = \sup_{x \in (0, D)} \varphi(x) \int_x^D \frac{e^{C}}{a}.
\]

Then, we have the following assertions.

1. **Explicit criterion:** \(A < \infty \iff B < \infty\).
2. **Dual variational formulas:**

\[
A \leq \inf_{f \in \mathcal{F}, x \in (0, D)} \sup_{x \in (0, D)} II(f)(x) = \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} I(f)(x),
\]

\[
A \geq \sup_{f \in \mathcal{F}, x \in (0, D)} \inf_{x \in (0, D)} II(f)(x) = \sup_{f \in \mathcal{F}} \inf_{x \in (0, D)} I(f)(x).
\]

The two inequalities all become equalities whenever both \(a\) and \(b\) are continuous on \([0, D]\).

3. **Approximating procedure and explicit bounds:**

   a. Define \(f_1 = \sqrt{\varphi}, \quad f_n = f_{n-1}II(f_{n-1})\).
and

\[ D_n = \sup_{x \in (0, D)} II(f_n)(x). \]

Then \( D_n \) is decreasing in \( n \) and \( A < D_n < 4B \) for all \( n \geq 1 \).

(b) Fix \( x_0 \in (0, D) \). Define \( f^{(x_0)}_1 = \varphi(\cdot \wedge x_0) \),

\[ f_n^{(x_0)} = f^{(x_0)}_{n-1}(\cdot \wedge x_0) II\left(f^{(x_0)}_{n-1}(\cdot \wedge x_0)\right) \]

and

\[ C_n = \sup_{x_0 \in (0, D)} \inf_{x \in (0, D)} II\left(f_n^{(x_0)}(\cdot \wedge x_0)\right)(x). \]

Then \( C_n \) is increasing in \( n \) and \( A > C_n > B \) for all \( n \geq 1 \).

We mention that the explicit estimates \("B < A < 4B"\) were obtained previously in the study on the weighted Hardy’s inequality by [22].

We now turn to study \( \overline{A} \), for which it is natural to assume that

\[ \int_0^D e^{-C(s)} ds \int_0^s a(u)^{-1} e^{C(u)} du = \infty. \] (2.4)

**Theorem 2.2.** Let (1.0) and (2.4) hold and set \( \tilde{f} = f - \pi(f) \). Then, we have the following assertions.

1. Explicit criterion: \( \overline{A} < \infty \) iff \( B < \infty \), where \( B \) is given by Theorem 1.1.
2. Dual variational formulas:

\[ \sup_{f \in \mathcal{F}} \inf_{x \in (0, D)} I(\tilde{f})(x) \leq \overline{A} \leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} I(\tilde{f})(x). \] (2.5)

The two inequalities all become equalities whenever both \( a \) and \( b \) are continuous on \([0, D]\).

3. Approximating procedure and explicit bounds:

(a) Define \( f_1 = \sqrt{\varphi} \), \( f_n = \tilde{f}_{n-1} II(\tilde{f}_n) \) and \( \overline{D}_n = \sup_{x \in (0, D)} II(\tilde{f}_n)(x) \). Then \( \overline{A} \leq \overline{D}_n \leq 4B \) for all \( n \geq 1 \).

(b) Fix \( x_0 \in (0, D) \). Define \( f^{(x_0)}_1 = \varphi(\cdot \wedge x_0) \),

\[ f_n^{(x_0)} = f^{(x_0)}_{n-1}(\cdot \wedge x_0) II\left(f^{(x_0)}_{n-1}(\cdot \wedge x_0)\right) \]

and

\[ \overline{C}_n = \sup_{x_0 \in (0, D)} \inf_{x \in (0, D)} II\left(f_n^{(x_0)}(\cdot \wedge x_0)\right)(x). \]

Then \( \overline{A} \geq \overline{C}_n \) for all \( n \geq 2 \). By convention, \( 1/0 = \infty \).
Part (1) of the theorem is taken from [11; Theorem 3.7]. The upper bound in (2.5) is due to [16]. The other parts are taken from [12; Theorems 1.3 and 1.4].

Finally, we consider inequality (1.2) on a general interval \((p, q)\) \((-\infty < p < q < \infty)\). When \(p\) (resp., \(q\)) is finite, at which the Neumann boundary condition is endowed. We adopt a splitting technique. The intuitive idea goes as follows: Since the eigenfunction corresponding to \(A\), if exists, must change signs, it should vanish somewhere in the present continuous situation, say \(\theta\) for instance. Thus, it is natural to divide the interval \((p, q)\) into two parts: \((p, \theta)\) and \((\theta, q)\). Then, one compares \(A\) with the optimal constants in the inequality (1.1), denoted by \(A_{1\theta}\) and \(A_{2\theta}\), respectively, on \((\theta, q)\) and \((p, \theta)\) having the common Dirichlet boundary at \(\theta\). Actually, we do not care about the existence of the vanishing point \(\theta\). Such \(\theta\) is unknown, even if it exists. In practice, we regard \(\theta\) as a reference point and then apply an optimization procedure with respect to \(\theta\). We now redefine \(C(x) = \int_{\theta}^{x} b/a\). Again, since it is in the ergodic situation, we assume the following (non-explosive) conditions:

\[
Z_{1\theta} := \int_{\theta}^{q} e^{C(s)}/a < \infty, \quad Z_{2\theta} := \int_{p}^{\theta} e^{C(s)}/a < \infty.
\]

\[
\int_{p}^{\theta} e^{-C(s)} ds \int_{s}^{\theta} e^{C(s)/a} = \infty \text{ if } p = -\infty \quad \text{and} \quad \int_{\theta}^{q} e^{-C(s)} ds \int_{\theta}^{s} e^{C(s)/a} = \infty \text{ if } q = \infty
\]

for some (equivalently, all) \(\theta \in (p, q)\). Corresponding to the intervals \((\theta, q)\) and \((p, \theta)\), respectively, we have constants \(B_{1\theta}\) and \(B_{2\theta}\), given by Theorem 1.1.

**Theorem 2.3.** Let (2.6) hold. Then, we have

1. \(\inf_{\theta \in (p, q)} (A_{1\theta} \land A_{2\theta}) \leq \bar{A} \leq \sup_{\theta \in (p, q)} (A_{1\theta} \lor A_{2\theta})\).
2. Let \(\theta\) be the median of \(\mu\), then \((A_{1\theta} \lor A_{2\theta})/2 \leq \bar{A} \leq A_{1\theta} \lor A_{2\theta}\).

In particular, \(\bar{A} < \infty\) iff \(B_{1\theta} \lor B_{2\theta} < \infty\).

Comparing the variational formulas (2.3) and (2.5) with the classical variational formulas given in (1.7), one sees that there are no common points. This explains why the new formulas (2.3) and (2.5) have not appeared before. The key here is the discover of the formulas rather than their proofs, which are usually simple due to the advantage of dimension one. As an illustration, here we present parts of the proofs.
Proof of the upper bound in (2.5).

Originally, the assertion was proved in [16] by using the coupling methods. Here we adopt the analytic proof given in [9].

Let \( g \in C[0, D] \cap C^1(0, D) \), \( \pi(g) = 0 \) and \( \pi(g^2) = 1 \). Then, for every \( f \in \mathcal{F} \) with \( \pi(f) \geq 0 \), we have

\[
1 = \frac{1}{2} \int_0^D \pi(dx) \pi(dy) |g(y) - g(x)|^2
\]

\[
= \int_{\{x \leq y\}} \pi(dx) \pi(dy) \left( \int_x^y \frac{g'(u)}{\sqrt{f'(u)}} du \right)^2
\]

\[
\leq \int_{\{x \leq y\}} \pi(dx) \pi(dy) \int_x^y \frac{g'(u)^2}{f'(u)} du \int_x^y f'(\xi) d\xi
\]

(by Cauchy-Schwarz inequality)

\[
= \int_{\{x \leq y\}} \pi(dx) \pi(dy) \int_x^y g'(u)^2 e^{C(u)} \frac{e^{-C(u)}}{f'(u)} du \left[ f(y) - f(x) \right]
\]

\[
= \int_0^D a(u) g'(u)^2 \pi(du) \int_0^u \pi(dx) \int_u^D \pi(dy) \left[ f(y) - f(x) \right]
\]

\[
\leq D(g) \sup_{u \in (0, D)} \frac{Ze^{-C(u)}}{f'(u)} \int_0^u \pi(dx) \int_u^D \pi(dy) \left[ f(y) - f(x) \right]
\]

\[
\leq D(g) \sup_{x \in (0, D)} I(f)(x) \quad (\text{since } \pi(f) \geq 0).
\]

Thus, \( D(g)^{-1} \leq \sup_{x \in (0, D)} I(\bar{f})(x) \), and so

\[
\bar{A} = \sup_{g: \pi(g) = 0, \pi(g^2) = 1} D(g)^{-1} \leq \sup_{x \in (0, D)} I(\bar{f})(x).
\]

This gives us the required assertion:

\[
\bar{A} \leq \inf_{f \in \mathcal{F}} \sup_{x \in (0, D)} I(\bar{f})(x).
\]

The proof of the sign of the equality holds for continuous \( a \) and \( b \) needs more work, since it requires some more precise properties of the corresponding eigenfunctions.

\[\Box\]

Proof of the explicit upper bound "\( A \leq 4B \)".

As mentioned before, this result is due to [22]. Here we adopt the proof given in [11], as an illustration of the power of our variational formulas.

Recall that \( B = \sup_{x \in (0, D)} 0 \int_0^x e^{-C} \int_x^D e^C / a \). By using the integration by parts formula, it follows that

\[
\int_x^D \frac{\sqrt{\varphi} e^C}{a} = - \int_x^D \sqrt{\varphi} d \left( \int_x^D \frac{e^C}{a} \right)
\]

\[
\leq \frac{B}{\sqrt{\varphi(x)}} + \frac{B}{2} \int_x^D \frac{\varphi'}{\varphi^{3/2}} \leq \frac{2B}{\sqrt{\varphi(x)}}.
\]
Hence
\[ I(\sqrt{\varphi})(x) = \frac{e^{-C(x)}}{(\sqrt{\varphi})'(x)} \int_x^D \frac{\sqrt{\varphi}e^C}{a} \leq \frac{e^{-C(x)} \sqrt{\varphi}(x)}{(1/2)e^{-C(x)}} \frac{2B}{\sqrt{\varphi}(x)} = 4B \]
as required. \( \Box \)

Starting from this section, we introduce the recent results obtained in [14] and [15], but we will not point out time by time subsequently.

In this section, we study the Poincaré-type inequality (1.3). Clearly, the Banach spaces used here can not be completely arbitrary since we are dealing with a topic of hard mathematics. From now on, let \( (\mathcal{B}, \| \cdot \|_\mathcal{B}, \mu) \) be a Banach space of functions \( f : [0, D] \to \mathbb{R} \) satisfying the following conditions:

1. \( 1 \in \mathcal{B} \);
2. \( \mathcal{B} \) is ideal: If \( h \in \mathcal{B} \) and \( |f| \leq |h| \), then \( f \in \mathcal{B} \);
3. \( \| f \|_\mathcal{B} = \sup_{g \in \mathcal{G}} \int_0^D |f|gd\mu \),
4. \( \mathcal{G} \ni g_0 \) with \( \inf g_0 > 0 \),

where \( \mathcal{G} \) is a fixed set, to be specified case by case later, of non-negative functions on \([0, D]\). The first two conditions mean that \( \mathcal{B} \) is rich enough and the last one means that \( \mathcal{G} \) is not trivial, it contains at least one strictly positive function. The third condition is essential in this paper, which means that the norm \( \| \cdot \|_\mathcal{B} \) has a "dual" representation. A typical example of the Banach space is \( \mathcal{B} = L^r(\mu) \), then \( \mathcal{G} = \) the unit ball in \( L^r(\mu) \), \( 1/r + 1/r' = 1 \).

The optimal constant \( A_\mathcal{B} \) in (1.3) can be expressed as a variational formula as follows.

\[ A_\mathcal{B} = \sup \left\{ \frac{\| f^2 \|_\mathcal{B}}{D(f)} : f \in C_\mathcal{G}[0, D], f(0) = 0, 0 < D(f) < \infty \right\} \].

(3.2)

Clearly, this formula is powerful mainly for the lower bounds of \( A_\mathcal{B} \). However, the upper bounds are more useful in practice but much harder to handle. Fortunately, for which we have quite complete results.

Define \( \varphi(x) = \int_0^x e^{-C} \) as before and let

\[ B_\mathcal{B} = \sup_{x \in (0, D)} \varphi(x) \| I(x, D) \|_\mathcal{B}, \]
\[ C_\mathcal{B} = \sup_{x \in (0, D)} \frac{\| \varphi(x \wedge \cdot)^2 \|_\mathcal{B}}{\varphi(x)}, \]
\[ D_\mathcal{B} = \sup_{x \in (0, D)} \frac{\| \sqrt{\varphi} \varphi(x \wedge \cdot)^2 \|_\mathcal{B}}{\sqrt{\varphi(x)}}. \]

(3.3)
Theorem 3.1. Let (1.0) and (3.1) hold. Then we have the following assertions.

(1) Explicit criterion: \( A_B < \infty \) iff \( B_B < \infty \).

(2) Variational formulas for the upper bounds:

\[
A_B \leq \inf_{f \in \mathcal{F}, x \in (0, D)} f(x)^{-1} \left\| f \varphi(x \wedge \cdot) \right\|_\beta \\
\leq \inf_{f \in \mathcal{F}, x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \| f I_{(x, D)} \|_\beta. 
\] (3.4)

(3) Approximating procedure and explicit bounds: Let \( B_B < \infty \). Define \( f_0 = \sqrt{\varphi} \), \( f_n(x) = \| f_{n-1} \varphi(x \wedge \cdot) \|_\beta \) and \( D_B(n) = \sup_{x \in (0, D)} f_n / f_{n-1} \) for \( n \geq 1 \). Then, \( D_B(n) \) is decreasing in \( n \) and

\[
B_B \leq C_B \leq A_B \leq D_B(n) \leq D_B \leq 4B_B \] (3.5)

for all \( n \geq 1 \).

We are now going to sketch the proof of the second variational formula in (3.4), from which the explicit upper bound \( A_B \leq 4B_B \) follows immediately, as we did at the end of the last section. The explicit estimates “\( B_B \leq A_B \leq 4B_B \)” were previously obtained in [7] in terms of the weighted Hardy’s inequality [22]. The lower bounds follows easily from (3.2).

**Sketch of the proof of the second variational formula in (3.4).**

The starting point is the variational formula for \( A \) (cf. (2.3)):

\[
A \leq \inf_{f \in \mathcal{F}, x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D \frac{f e^C}{a} \int_x^D f d\mu. 
\]

Fix \( g > 0 \) and introduce a transform as follows.

\[
b \to b/g, \quad a \to a/g > 0. \] (3.6)

Under which, \( C(x) \) is transformed into

\[
C_g(x) = \int_0^x \frac{b}{g} = C(x). 
\]

This means that the function \( C \) is invariant of the transform, and so is the Dirichlet form \( D(f) \). The left-hand side of (1.1) is changed into

\[
\int_0^D f^2 g e^C/a = \int_0^D f^2 g d\mu. 
\]

At the same time, the constant \( A \) is changed into

\[
A_g \leq \inf_{f \in \mathcal{F}, x \in (0, D)} \frac{e^{-C(x)}}{f'(x)} \int_x^D f g d\mu. 
\]
Making supremum with respect to \( g \in \mathcal{G} \), the left-hand side becomes

\[
\sup_{g \in \mathcal{G}} \int_{0}^{D} f^2 g d\mu = \|f^2\|_B
\]

and the constant becomes

\[
A_B = \sup_g A_g
\]

\[
\leq \sup_f \inf_x e^{-C(x)} \frac{1}{f' (x)} \int_{x}^{D} f g d\mu
\]

\[
\leq \inf_f \sup_x e^{-C(x)} \frac{1}{f' (x)} \sup_g \int_{0}^{D} I(x, D) g d\mu.
\]

\[
= \inf_f \sup_x e^{-C(x)} \frac{1}{f' (x)} \|I(x, D)\|_B.
\]

We are done! Of course, more details are required for completing the proof. For instance, one may use \( g + 1/n \) instead of \( g \) to avoid the condition "\( g > 0 \)" and then pass limit.

The lucky point in the proof is that "\( \sup \inf \leq \inf \sup \)" which goes to the correct direction. However, we do not know at the moment how to generalize the dual variational formula for lower bounds, given in the second line of (2.3), to the general Banach spaces, since the same procedure goes to the opposite direction.


In the Neumann case, the boundary condition becomes \( f'(0) = 0 \), rather than \( f(0) = 0 \). Then \( \lambda_0 = 0 \) is trivial. Hence, we study \( \lambda_1 \) (called spectral gap of \( L \)), that is the inequality (1.2). We now consider its generalization (1.4). Naturally, one may play the same game as in the last section extending (2.5) to the Banach spaces. However, it does not work this time. Note that on the left-hand side of (1.4), the term \( \pi(f) \) is not invariant under the transform (3.6). Moreover, since \( \pi(\bar{f}) = 0 \), it is easy to check that for each fixed \( f \in \mathcal{F} \), \( I(\bar{f})(x) \) is positive for all \( x \in (0, D) \). But this property is no longer true when \( d\mu \) is replaced by \( g d\mu \). Our goal is to adopt the splitting technique explained in Section 2.

Let \( \theta \in (p, q) \) be a reference point and let \( A_{B}^{k, \theta}, B_{B}^{k, \theta}, C_{B}^{k, \theta}, D_{B}^{k, \theta} (k = 1, 2) \) be the constants defined in (3.2) and (3.3) corresponding to the intervals \( (\theta, q) \) and \( (p, \theta) \), respectively. By Theorem 3.1, we have

\[
B_{B}^{k, \theta} \leq C_{B}^{k, \theta} \leq A_{B}^{k, \theta} \leq D_{B}^{k, \theta} \leq 4B_{B}^{k, \theta}, \quad k = 1, 2.
\]

**Theorem 4.1.** Let (2.6) and (3.1) hold. Then, we have the following assertions.

1. Explicit criterion: \( \overline{A}_B < \infty \) iff \( B_{B}^{1, \theta} \vee B_{B}^{2, \theta} < \infty \).
2. Estimates:

\[
\max \left\{ \frac{1}{2} (A_{B}^{1, \theta} \wedge A_{B}^{2, \theta}), K_\theta (A_{B}^{1, \theta} \vee A_{B}^{2, \theta}) \right\} \leq \overline{A}_B \leq A_{B}^{1, \theta} \vee A_{B}^{2, \theta},
\]

where \( K_\theta \) is a constant.
It is the position to consider briefly the discrete case, i.e., the birth-death process. Let \( b_i (i \geq 0) \) be the birth rates and \( a_i (i \geq 1) \) be the death rates of the process. Define

\[
\mu_0 = 1, \quad \mu_n = \frac{b_0 \cdots b_{n-1}}{a_1 \cdots a_n}, \quad Z = \sum_{n=0}^{\infty} \mu_n, \quad \pi_n = \frac{\mu_n}{Z}, \quad n \geq 1.
\]

Consider a Banach space \((B, \|\cdot\|_B, \mu)\) of functions \(E := \{0, 1, 2, \cdots\} \rightarrow \mathbb{R}\) satisfying (3.1). Define

\[
\varphi_i = \sum_{j=1}^{i} \frac{1}{\mu_j a_j}, \quad i \geq 1; \quad B_B = \sup_{i \geq 1} \varphi_i \| I_{\{i,i+1,\cdots\}} \|_B.
\]

Clearly, the inequalities (1.3) and (1.4) are meaningful with a slight modification.

**Theorem 4.2.** Consider birth-death processes with state space \(E\). Assume that \(Z < \infty\).

1. Explicit criterion for (1.3): \(A_B < \infty\) iff \(B_B < \infty\).
2. Explicit bounds for \(A_B\): \(B_B \leq A_B \leq 4B_B\).
3. Explicit criterion for (1.4): Let the birth-death process be non-explosive:

\[
\sum_{i=0}^{\infty} \frac{1}{\mu_i b_i} \sum_{j=0}^{i} \mu_j = \infty. \tag{4.1}
\]

Then \(A_B < \infty\) iff \(B_B < \infty\).

4. Estimates for \(A_B\): Let \(E_1 = \{1, 2, \cdots\}\) and let \(c_1\) and \(c_2\) be two constants such that \(|\pi(f)| \leq c_1\|f\|_B\) and \(|\pi(f I_{E_1})| \leq c_2\|f I_{E_1}\|_B\) for all \(f \in B\). Then,

\[
\max \{\|1\|_B^{-1}, (1 - \sqrt{c_2(1 - \pi_0)}\|1\|_B)^2\} A_B \leq \frac{\|f\|_B}{1 + \sqrt{c_1\|1\|_B}}^2 A_B. \tag{4.2}
\]

Similarly, one can handle the birth-death processes on \(Z\).

An interesting point here is that the first lower bound in (4.2) is meaningful only in the discrete situation.

**Orlicz spaces.** The results obtained so far can be specialized to Orlicz spaces. The idea also goes back to [7]. A function \(\Phi: \mathbb{R} \rightarrow \mathbb{R}\) is called an \(N\)-function if it is non-negative, continuous, convex, even (i.e., \(\Phi(-x) = \Phi(x)\)) and satisfies the following conditions:

\[
\Phi(x) = 0 \text{ iff } x = 0, \quad \lim_{x \to 0} \Phi(x)/x = 0, \quad \lim_{x \to \infty} \Phi(x)/x = \infty.
\]

In what follows, we assume the following growth condition (or \(\Delta_2\)-condition) for \(\Phi\):

\[
\sup_{x \geq 1} \Phi(2x)/\Phi(x) < \infty \quad \left(\text{iff} \quad \sup_{x \geq 1} x\Phi'(x)/\Phi(x) < \infty\right),
\]
where $\Phi_-$ is the left derivative of $\Phi$. Corresponding to each $N$-function, we have a complementary $N$-function:

$$\Phi_c(y) := \sup\{x|y| - \Phi(x) : x \geq 0\}, \quad y \in \mathbb{R}.$$  

Alternatively, let $\varphi_c$ be the inverse function of $\Phi'$, then $\Phi_c(y) = \int_0^{|y|} \varphi_c$ (cf. [24]).

Given an $N$-function and a finite measure $\mu$ on $E := (p, q) \subset \mathbb{R}$, define an Orlicz space as follows:

$$L^\Phi(\mu) = \left\{ f : E \rightarrow \mathbb{R} \right\}$$

$$\|f\|_\Phi = \sup_{g \in \mathcal{G}} \int_E |f|g\mu,$$  

(4.3)

where

$$\mathcal{G} = \left\{ g > 0 : \int_E \Phi_c(g)\mu \leq 1 \right\},$$

which is the set of non-negative functions in the unit ball of $L^{\Phi_c}(\mu)$. Under $\Delta_2$-condition, $(L^\Phi(\mu), \|\cdot\|_\Phi, \mu)$ is a Banach space. For this, the $\Delta_2$-condition is indeed necessary. Clearly, $L^\Phi(\mu) \ni 1$ and is ideal. Obviously, $(L^\Phi(\mu), \|\cdot\|_\Phi, \mu)$ satisfies condition (3.1) and so we have the following result.

**Corollary 4.3.** For any $N$-function $\Phi$ satisfying the growth condition, if (1.0) (resp., (2.6)) holds, then Theorem 3.1 (resp., 4.1) is available for the Orlicz space $(L^\Phi(\mu), \|\cdot\|_\Phi, \mu)$.

5. Nash inequality and Sobolev-type inequality.

It is known that when $\nu > 2$, the Nash inequality (1.5):

$$\|f - \pi(f)\|_2^{2+4/\nu} \leq A_N D(f)\|f\|^4_1$$

is equivalent to the Sobolev-type inequality:

$$\|f - \pi(f)\|_\nu^{2/(\nu-2)} \leq A_S D(f),$$

where $\|\cdot\|_\nu$ is the $L^\nu(\mu)$-norm. Refer to [1], [8] and [26]. This leads to the use of the Orlicz space $L^\Phi(\mu)$ with $\Phi(x) = |x|^{r}/r$, $r = \nu/(\nu-2)$:

$$\|f - \pi(f)\|_\Phi^2 \leq \overline{A}_\nu D(f).$$  

(5.1)

The results in this section were obtained in [19], based on the weighted Hardy’s inequalities.

Define $C(x) = \int_x^a b, \mu(m, n) = \int_m^n e^C / a$ and

$$\varphi^{1\theta}(x) = \int_x^\theta e^{-C} \quad B^{1\theta}_\nu = \sup_{x > \theta} \varphi^{1\theta}(x) \mu(x)\mu(x)^{(\nu-2)/\nu},$$

$$\varphi^{2\theta}(x) = \int_x^\theta e^{-C} \quad B^{2\theta}_\nu = \sup_{x < \theta} \varphi^{2\theta}(x) \mu(p, x)^{(\nu-2)/\nu}.$$

Here $B^{k\theta}_\nu (k = 1, 2)$ is specified from $B_\theta$ given in (3.3) with $\mathbb{B} = L^\Phi((\theta, q), \mu)$ or $\mathbb{B} = L^\Phi((p, \theta), \mu)$, since $\|\cdot\|_\Phi = (r')^{1/r'} \|\cdot\|_r, 1/r + 1/r' = 1$.  


Theorem 5.1. Let \((2, 6)\) hold and \(\nu > 2\).

1. Explicit criterion: Nash inequality (equivalently, \((5.1)\)) holds on \((p, q)\) iff \(B^\theta_\nu \lor B^\theta_\nu < \infty\).

2. Explicit bounds:

\[
\max \left\{ \frac{1}{2} \left( B^\theta_\nu \land B^\theta_\nu \right), \left[ 1 \left( Z_{1\theta} \lor Z_{2\theta} \right) ^{1/2 + 1/\nu} \right] ^2 \left( B^\theta_\nu \lor B^\theta_\nu \right) \right\} \leq \overline{A}_\nu \leq 4 \left( B^\theta_\nu \lor B^\theta_\nu \right).
\] (5.2)

In particular, if \(\theta\) is the median of \(\mu\), then

\[
\left[ 1 - \left( \frac{1}{2} \right) ^{1/2 + 1/\nu} \left( B^\theta_\nu \lor B^\theta_\nu \right) \right] \leq \overline{A}_\nu \leq 4 \left( B^\theta_\nu \lor B^\theta_\nu \right).
\]

We now consider birth-death processes with state space \(\{0, 1, 2, \cdots\}\). Define

\[
\varphi_i = \sum_{j=1}^{i} \frac{1}{\mu_j}, \quad i \geq 1; \quad B_\nu = \sup_{i \geq 1} \varphi_i \left( \sum_{j=1}^{\infty} \mu_j \right)^{(\nu-2)/\nu}.
\]

Theorem 5.2. For birth-death processes, let \((4.1)\) hold and assume that \(Z < \infty\). Then, we have

\[
\max \left\{ \left( \frac{2}{\nu Z^{\nu/2-1}} \right) ^{2/\nu}, \left[ 1 \left( \frac{Z-1}{Z} \right) ^{1/2 + 1/\nu} \right] ^2 \right\} B_\nu \leq \overline{A}_\nu \leq 16 B_\nu.
\] (5.3)

Hence, when \(\nu > 2\), the Nash inequality holds iff \(B_\nu < \infty\).


The starting point of the study is the following observation.

\[
\frac{2}{5} \left\| (f - \pi(f))^2 \right\|_\Phi \leq \mathcal{L}(f) \leq \frac{51}{20} \left\| (f - \pi(f))^2 \right\|_\Phi,
\] (6.1)

where

\[
\Phi(x) = |x| \log(1 + |x|), \quad \mathcal{L}(f) = \sup_{c \in \mathbb{R}} \text{Ent}((f + c)^2),
\]

\[
\text{Ent}(f) = \int_{\mathbb{R}} f \log \frac{f}{\pi(f)} \, d\mu, \quad f \geq 0.
\]

Refer to [7] and [17; page 247], which go back to [25]. A modification of the coefficients is made in [12]. The observation leads to the use of the Orlicz space \(B = L^\Phi(\mu)\) with \(\Phi(x) = |x| \log(1 + |x|)\). The results in this section were obtained in [20], based again on the weighted Hardy’s inequalities. Refer also to [21] for the related study.
Define
\[ C(x) = \int_x^b \frac{b}{a}, \quad \mu(m, n) = \int_m^n e^{C/a}; \]
\[ \varphi^\theta(x) = \int_x^e -e^{-C}, \quad \varphi^\theta(x) = \int_x^\theta e^{-C}; \]
\[ M(x) = x \left[ \frac{2}{1 + \sqrt{1 + 4x}} + \log \left( 1 + \frac{1 + \sqrt{1 + 4x}}{2x} \right) \right]; \]
\[ B^\theta_1 = \sup_{x \in (\theta, q)} \varphi^\theta(x) M(\mu(\theta, x)), \quad B^\theta_2 = \sup_{x \in (p, \theta)} \varphi^\theta(x) M(\mu(x, \theta)). \]

Again, here \( B^k_\Phi \) \((k = 1, 2)\) is specified from \( B_\Phi \) given in (3.3).

**Theorem 6.1.** Let (2.6) hold.

1. **Explicit criterion:** The logarithmic Sobolev inequality on \((p, q) \subset \mathbb{R}\) holds iff
\[
\sup_{x \in (\theta, q)} \mu(x, q) \log \frac{1}{\mu(x, q)} \int_x^e -e^{-C} < \infty \quad \text{and} \quad \sup_{x \in (p, \theta)} \mu(p, x) \log \frac{1}{\mu(p, x)} \int_x^\theta e^{-C} < \infty
\]
hold for some (equivalently, all) \( \theta \in (p, q) \).

2. **Explicit bounds:** Let \( \hat{\theta} \) be the root of \( B^\theta_1 = B^\theta_2 \), \( \theta \in [p, q] \). Then, we have
\[
\frac{1}{5} B^\theta_1 \leq A_{LS} \leq \frac{51}{5} B^\theta_1.
\]

By a translation if necessary, assume that \( \theta = 0 \) is the median of \( \mu \). Then, we have
\[
\frac{(\sqrt{2} - 1)^2}{5} (B^\theta_1 \wedge B^\theta_2) \leq A_{LS} \leq \frac{51}{5} (B^\theta_1 \wedge B^\theta_2). \]

We now consider birth-death processes with state space \( \{0, 1, 2, \ldots\} \). Define
\[ \varphi_i = \sum_{j=1}^i \frac{1}{\mu_j a_j}, \quad i \geq 1; \quad B_{\Phi} = \sup_{i \geq 1} \varphi_i M(\mu[i, \infty]), \]
where \( \mu[i, \infty] = \sum_{j \geq i} \mu_j \) and \( M(x) \) is defined in (6.2).

**Theorem 6.2.** For birth-death processes, let (4.1) hold and assume that \( Z < \infty \). Then, we have
\[
\frac{2}{5} \max \left\{ \frac{\sqrt{4Z + 1} - 1}{2}, 1 - \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z^{-1})} \right\} B_\Phi \leq A_{LS} \leq \frac{51}{5} \left(1 + \Psi^{-1}(Z^{-1}) \right)^2 B_\Phi,
\]
where $Z_1 = Z - 1$ and $\Psi^{-1}$ is the inverse function of $\Psi$: $\Psi(x) = x^2 \log(1 + x^2)$. In particular, $A_{LS} < \infty$ iff

$$\sup_{i \geq 1} \varphi_i \mu[i, \infty) \log \frac{1}{\mu[i, \infty)} < \infty.$$  
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Abstract. The traditional ergodicity consists a crucial part in the theory of stochastic processes, plays a key role in practical applications. The ergodicity has much refined recently, due to the study on some inequalities, which are especially powerful in the infinite dimensional situation. The explicit criteria for various types of ergodicity for birth-death processes and one-dimensional diffusions are collected in Tables 8.1 and 8.2, respectively. In particular, an interesting story about how to obtain one of the criteria for birth-death processes is explained in details. Besides, a diagram for various types of ergodicity for general reversible Markov processes is presented.

The paper is organized as follows. First, we recall the study on an exponential convergence from different point of view in different subjects: probability theory, spectral theory and harmonic analysis. Then we show by examples the difficulties of the study and introduce the explicit criterion for the convergence, the variational formulas and explicit estimates for the convergence rates. Some comparison with the known results and an application are included. Next, we present ten (eleven) criteria for the two classes of processes, respectively, with some remarks. In particular, a diagram of various types of ergodicity for general reversible Markov processes is presented. For which, partial proofs are included in Appendix. Finally, we indicate a generalization to Banach spaces, this enables us to cover a large class of inequalities (equivalently, various types of ergodicity).

Let us begin with the paper by recalling the three traditional types of ergodicity.

1. Three traditional types of ergodicity. Let $Q = (q_{ij})$ be a regular $Q$-matrix on a countable set $E = \{i, j, k, \cdots\}$. That is, $q_{ij} > 0$ for all $i \neq j$. 
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\(q_i := -q_{ii} = \sum_{j \neq i} q_{ij} < \infty \) for all \(i \in E\) and \(Q\) determines uniquely a transition probability matrix \(P_t = (p_{ij}(t))\) (which is also called a \(Q\)-process or a Markov chain). Denote by \(\pi = (\pi_i)\) a stationary distribution of \(P_t\): \(\pi P_t = \pi\) for all \(t \geq 0\). From now on, assume that the \(Q\)-matrix is irreducible and hence the stationary distribution \(\pi\) is unique. Then, the three types of ergodicity are defined respectively as follows.

\[
\begin{align*}
\text{Ordinary ergodicity: } & \quad \lim_{t \to \infty} |p_{ij}(t) - \pi_j| = 0 \quad (1.1) \\
\text{Exponential ergodicity: } & \quad \lim_{t \to \infty} e^{\alpha t} |p_{ij}(t) - \pi_j| = 0 \quad (1.2) \\
\text{Strong ergodicity: } & \quad \lim_{t \to \infty} \sup_i |p_{ij}(t) - \pi_j| = 0 \\
& \quad \iff \lim_{t \to \infty} e^{\beta t} \sup_i |p_{ij}(t) - \pi_j| = 0, \quad (1.3)
\end{align*}
\]

where \(\alpha\) and \(\beta\) are (the largest) positive constants and \(i, j\) varies over whole \(E\).

The equivalence in (1.3) is well known but one may refer to Proof (b) in the Appendix of this paper. These definitions are meaningful for general Markov processes once the pointwise convergence is replaced by the convergence in total variation norm. The three types of ergodicity were studied in a great deal during 1953–1981. Especially, it was proved that

strong ergodicity \(\implies\) exponential ergodicity \(\implies\) ordinary ergodicity.

Refer to Anderson (1991), Chen (1992, Chapter 4) and Meyn and Tweedie (1993) for details and related references. The study is quite complete in the sense that we have the following criteria which are described by the \(Q\)-matrix plus a test sequence \((y_i)\) only, except the exponential ergodicity for which one requires an additional parameter \(\lambda\).

**Theorem 1.1 (Criteria).** Let \(H \neq \emptyset\) be an arbitrary but fixed finite subset of \(E\).

Then the following conclusions hold.

1. The process \(P_t\) is ergodic iff the system of inequalities

\[
\begin{align*}
\sum_j q_{ij} y_j & \leq -1, \quad i \notin H \\
\sum_{i \in H} \sum_{j \neq i} q_{ij} y_j & < \infty
\end{align*}
\]

has a nonnegative finite solution \((y_i)\).

2. The process \(P_t\) is exponentially ergodic iff for some \(\lambda > 0\) with \(\lambda < q_i\) for all \(i\), the system of inequalities

\[
\begin{align*}
\sum_j q_{ij} y_j & \leq -\lambda y_i - 1, \quad i \notin H \\
\sum_{i \in H} \sum_{j \neq i} q_{ij} y_j & < \infty
\end{align*}
\]

has a nonnegative finite solution \((y_i)\).

3. The process \(P_t\) is strongly ergodic iff the system (1.4) of inequalities has a bounded nonnegative solution \((y_i)\).
The probabilistic meaning of the criteria reads respectively as follows:

\[
\max_{i \in H} E_i \sigma_H < \infty, \quad \max_{i \in H} E_i e^{\lambda H} < \infty \quad \text{and} \quad \sup_{i \in E} E_i \sigma_H < \infty,
\]

where \( \sigma_H = \inf \{ t \geq \text{the first jumping time} : X_t \in H \} \) and \( \lambda \) is the same as in (1.5). The criteria are not completely explicit since they depend on the test sequences \( (y_i) \) and in general it is often non-trivial to solve a system of infinite inequalities. Hence, one expects to find out some explicit criteria for some specific processes. Clearly, for this, the first candidate should be the birth-death process. Recall that for a birth-death process with state space \( E = \mathbb{Z}_+ = \{0, 1, 2, \ldots \} \), its \( Q \)-matrix has the form:

\[
q_{i;i+1} = b_i > 0 \quad \text{for all} \quad i > 0, \quad q_{i;i-1} = a_i > 0 \quad \text{for all} \quad i > 1 \quad \text{and} \quad q_{ij} = 0 \quad \text{for all other} \quad i \neq j.
\]

Along this line, it was proved by Tweedie (1981) (see also Anderson (1991) or Chen (1992)) that

\[
S := \sum_{n \geq 1} \mu_n \sum_{j \leq n-1} \frac{1}{\mu_j b_j} < \infty \implies \text{Exponential ergodicity, \quad (1.6)}
\]

where \( \mu_0 = 1 \) and \( \mu_n = b_0 \cdots b_{n-1}/a_1 \cdots a_n \) for all \( n \geq 1 \). Refer to Wang (1980), Yang (1986) or Hou et al (2000) for the probabilistic meaning of \( S \). The condition is explicit since it depends only on the rates \( a_i \) and \( b_i \). However, the condition is not necessary. A simple example is as follows. Let \( a_i = b_i = i^\gamma \) (\( i \geq 1 \)) and \( b_0 = 1 \). Then the process is exponential ergodic iff \( \gamma \geq 2 \) (see Chen (1996)) but \( S < \infty \) iff \( \gamma > 2 \). Surprisingly, the condition is correct for strong ergodicity.

**Theorem 1.2 [Zhang, Lin and Hou (2000)].** \( S < \infty \iff \text{Strong ergodicity.} \)

Refer to Hou et al (2000). With a different proof, the result is extended by Y. H. Zhang (2001) to the single-birth processes with state space \( \mathbb{Z}_+ \). Here, the term “single birth” means that \( q_{i;i+1} > 0 \) for all \( i \geq 0 \) but \( q_{ij} \geq 0 \) can be arbitrary for \( j < i \). Introducing this class of \( Q \)-processes is due to the following observation: If the first inequality in (1.4) is replaced by equality, then we get a recursion formula for \( (y_i) \) with one parameter only. Hence, there should exist an explicit criterion for the ergodicity (resp. uniqueness, recurrence and strong ergodicity). For (1.5), there is also a recursion formula but now two parameters are involved and so it is unclear whether there exists an explicit criterion or not for the exponential ergodicity.

Note that the criteria are not enough to estimate the convergence rate \( \hat{\alpha} \) or \( \hat{\beta} \) (cf. Chen (2000a)). It is the main reason why we have to come back to study the well-developed theory of Markov chains. For birth-death processes, the estimation of \( \hat{\alpha} \) was studied by Doorn in a book (1981) and in a series of papers (1985, 1987, 1991). He proved, for instance, the following lower bound

\[
\hat{\alpha} \geq \inf_{i \geq 0} \left\{ a_{i+1} + b_i - \sqrt{a_i b_i} - \sqrt{a_{i+1} b_{i+1}} \right\},
\]

which is exact when \( a_i \) and \( b_i \) are constant. The following formula for the lower bounds was implicated in his papers and rediscovered in a different point of view (in the study on spectral gap) by Chen (1996):

\[
\hat{\alpha} = \sup_{v > 0} \inf_{i > 0} \left\{ a_{i+1} + b_i - a_i/v_{i-1} - b_{i+1}v_i \right\}.
\]
Besides, the precise $\alpha$ was determined by Doorn for four practical models. The main tool used in Doorn’s study is the Karlin-Mcgregor’s representation theorem, a specific spectral representation, involving heavy techniques. There is no explicit criterion for $\alpha > 0$ ever appeared so far.

2. The first (non-trivial) eigenvalue (spectral gap). The birth-death processes have a nice property—symmetrizability: $\mu_ip_{ij}(t) = \mu_jp_{ji}(t)$ for all $i, j$ and $t \geq 0$. Then, the matrix $Q$ can be regarded as a self-adjoint operator on the real $L^2$-space $L^2(\mu)$ with norm $\| \cdot \|$. In other words, one can use the well-developed $L^2$-theory. For instance, one can study the $L^2$-exponential convergence given below. Assuming that $Z = \sum \mu_i < \infty$ and then setting $\pi_i = \mu_i/Z$. Then, the convergence means that

$$\| P_t f - \pi(f) \| \leq \| f - \pi(f) \| e^{-\lambda_1 t}$$

for all $t \geq 0$, where $\pi(f) = \int f d\pi$ and $\lambda_1$ is the first non-trivial eigenvalue (more precisely, the spectral gap) of $(-Q)$ (cf. Chen (1992, Chapter 9)).

The estimation of $\lambda_1$ for birth-death processes was studied by Sullivan (1984), Liggett (1989) and Landim, Sethuraman and Varadhan (1996) (see also Kipnis & Landim (1999)). It was used as a comparison tool to handle the convergence rate for some interacting particle systems, which are infinite-dimensional Markov processes. Here we recall three results as follows.

**Theorem 2.1 [Sullivan (1984)].** Let $c_1$ and $c_2$ be two constants satisfying

$$c_1 \geq \sup_{i \geq 1} \sum_{j \geq i} \frac{\mu_j}{\mu_i}, \quad c_2 \geq \sup_{i \geq 1} \frac{\mu_i}{\mu_ia_i}.$$ 

Then $\lambda_1 \geq 1/4c_1^2c_2$.

**Theorem 2.2 [Liggett (1989)].** Let $c_1$ and $c_2$ be two constants satisfying

$$c_1 \geq \sup_{i \geq 1} \sum_{j \geq i} \frac{\mu_j}{\mu_ia_i}, \quad c_2 \geq \sup_{i \geq 1} \sum_{j \geq i} \frac{\mu_ia_j}{\mu_i}.$$ 

Then $\lambda_1 \geq 1/4c_1c_2$.

**Theorem 2.3 [Liggett (1989)].** For bounded $a_i$ and $b_i$, $\lambda_1 > 0$ iff $(\mu_i)$ has an exponential tail.

The reason we are mainly interested in the lower bounds is that on the one hand, they are more useful in practice and on the other hand, the upper bounds are usually easier to obtain from the following classical variational formula.

$$\lambda_1 = \inf \{ D(f) : \mu(f) = 0, \mu(f^2) = 1 \},$$

where

$$D(f) = \frac{1}{2} \sum_{i,j} \mu_iq_{ij}(f_j - f_i)^2, \quad P(D) = \{ f \in L^2(\mu) : D(f) < \infty \}$$

and $\mu(f) = \int f d\mu$.

Let us now leave Markov chains for a while and turn to diffusions.
3. One-dimensional diffusions. As a parallel of birth-death process, we now consider an elliptic operator
\[ L = a(x) d^2/dx^2 + b(x) d/dx \]
on the half line \([0, \infty)\) with \(a(x) > 0\) everywhere. Again, we are interested in estimation of the principle eigenvalues, which consist of the typical, well-known Sturm-Liouville eigenvalue problem in the spectral theory. Refer to Egorov & Kondratiev (1996) for the present status of the study and references. Here, we mention two results, which are the most general ones we have ever known before.

**Theorem 3.1.** Let \(b(x) \equiv 0\) (which corresponds to the birth-death process with \(a_i = b_i\) for all \(i \geq 1\)) and set
\[ \delta = \sup_{x > 0} x \int_x^\infty a^{-1}. \]
Here we omit the integration variable when it is integrated with respect to the Lebesgue measure. Then, we have

(1) Kac & Krein (1958): \(\delta^{-1} \geq \lambda_0 \geq (4\delta)^{-1}\), here \(\lambda_0\) is the first eigenvalue corresponding to the Dirichlet boundary \(f(0) = 0\).

(2) Kotani & Watanabe (1982): \(\delta^{-1} \geq \lambda_1 \geq (4\delta)^{-1}\).

It is simple matter to rewrite the classical variational formula as (3.1) below. Similarly, we have (3.2) for \(\lambda_0\).

**Poincaré inequalities.**

\[ \lambda_1 : \|f - \pi(f)\| \leq \lambda_1^{-1} D(f) \quad (3.1) \]
\[ \lambda_0 : \|f\|^2 \leq \lambda_0^{-1} D(f), \quad f(0) = 0. \quad (3.2) \]

It is interesting that inequality (3.2) is a special but typical case of the weighted Hardy inequality discussed in the next section.

4. Weighted Hardy inequality. The classical Hardy inequality goes back to Hardy (1920):
\[ \int_0^\infty \left( \frac{f(x)}{x} \right)^p \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty f'^p, \quad f(0) = 0, f' \geq 0, \]
where the optimal constant was determined by Landau (1926). After a long period of efforts by analysts, the inequality was finally extended to the following form, called weighted Hardy inequality (Muckenhoupt (1972))
\[ \int_0^\infty f^2 d\nu \leq A \int_0^\infty f'^2 d\lambda, \quad f \in C^1, f(0) = 0, \quad (4.1) \]
where \(\nu\) and \(\lambda\) be nonnegative Borel measures.

The Hardy-type inequalities play a very important role in the study of harmonic analysis and have been treated in many publications. Refer to the books: Opic & Kufner (1990), Dynkin (1990), Mazya (1985) and the survey article Davies (1999) for more details. We will come back this inequality soon.

We have finished the overview of the study on the exponential convergence (equivalently, the Poincaré inequality) in the different subjects. In order to have a more concrete feeling about the the difficulties of the topic, we now introduce some simple examples.
5. **Difficulties.** First, consider the birth-death processes with finite state space $E$.

When $E = \{0, 1\}$, the $Q$-matrix becomes

$$Q = \begin{pmatrix} -b_0 & b_0 \\ a_1 & -a_1 \end{pmatrix}.$$  

Then, it is trivial that $\lambda_1 = a_1 + b_0$. The result is nice since either $a_1$ or $b_0$ increases, so does $\lambda_1$. If we go one more step, $E = \{0, 1, 2\}$, then we have four parameters $b_0, b_1$ and $a_1, a_2$ and

$$\lambda_1 = 2^{-1}\left[a_1 + a_2 + b_0 + b_1 - \sqrt{(a_1 - a_2 + b_0 - b_1)^2 + 4a_1 b_1}\right].$$

Now, the role for $\lambda_1$ played by the parameters becomes ambiguous. When $E = \{0, 1, 2, 3\}$, we have six parameters: $b_0, b_1, a_1, a_2, a_3$. Then

$$\lambda_1 = \frac{D - C}{3} \cdot 2^{1/3} + \frac{\sqrt{3B - D^2}}{3C},$$

where the quantities $D, B$ and $C$ are not too complicated:

$$D = a_1 + a_2 + a_3 + b_0 + b_1 + b_2,$$

$$B = a_3 b_0 + a_2 (a_3 + b_0) + a_3 b_1 + b_0 b_1 + b_0 b_2 + b_1 b_2 + a_1 (a_2 + a_3 + b_2),$$

$$C = \left(A + \sqrt{4(3B - D^2)^3 + A^2}\right)^{1/3}.$$  

However, in the last expression, another quantity is involved:

$$A = -2a_1^3 - 2a_2^3 - 2a_3^3 + 3a_2^2b_0 + 3a_3b_0^2 - 2b_0^3 + 3a_3b_1 - 12a_3b_0b_1 + 3b_0^2b_1$$  

$$+ 3a_3b_1^2 + 3b_0b_1^2 - 2b_1^3 - 6a_3^2b_2 + 6a_3b_0b_2 + 3b_0^2b_2 + 6a_3b_1b_2 - 12b_0b_1b_2$$  

$$+ 3b_1^2b_2 - 6a_3b_2^2 + 3b_0b_2^2 + 3b_1b_2^2 - 2b_2^3 + 3a_1 (a_2 + a_3 - 2b_0 - 2b_1 + 2b_2)$$  

$$+ 3a_2^2 [a_3 + b_0 - 2 (b_1 + b_2)]$$  

$$+ 3a_2 [a_3^2 + b_0^2 - 2b_1^2 - b_1 - 2b_2 - a_3 (4b_0 - 2b_1 + b_2) + 2b_0 (b_1 + b_2)]$$  

$$+ 3a_1 [a_2^2 + a_3^2 - 2b_0^2 - b_0 - 2b_1^2 - a_2 (4a_3 - 2b_0 + b_1 - 2b_2)$$  

$$+ 2b_0b_2 + 2b_1b_2 + 2a_3 (b_0 + b_1 + b_2)]).$$

Thus, the roles of the parameters are completely mazed! Of course, it is impossible to compute $\lambda_1$ explicitly when the size of the matrix is greater than five!

Next, we go to the estimation of $\lambda_1$. Consider the infinite state space $E = \{0, 1, 2, \cdots \}$. Denote by $g$ and $D(g)$, respectively, the eigenfunction of $\lambda_1$ and the degree of $g$ when $g$ is polynomial. Three examples of the perturbation of $\lambda_1$ and $D(g)$ are listed in Table 1.1.

<table>
<thead>
<tr>
<th>$b_i$ ($i \geq 0$)</th>
<th>$a_i$ ($i \geq 1$)</th>
<th>$\lambda_1$</th>
<th>$D(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i + c$ ($c &gt; 0$)</td>
<td>$2i$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$i + 1$</td>
<td>$2i + 3$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$i + 1$</td>
<td>$2i + (4 + \sqrt{2})$</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 1.1 Three examples of the perturbation of $\lambda_1$ and $D(g)$

The first line is the well known linear model, for which $\lambda_1 = 1$, independent of the constant $c > 0$, and $g$ is linear. Next, keeping the same birth rate, $b_i = i + 1$, changes the death rate $a_i$ from $2i$ to $2i + 3$ (resp. $2i + 4 + \sqrt{2}$), which leads to the change of $\lambda_1$ from one to two (resp. three). More surprisingly, the eigenfunction $g$ is changed from linear to quadratic (resp. triple). For the other values of $a_i$ between $2i, 2i + 3$ and $2i + 4 + \sqrt{2}, \lambda_1$ is unknown since $g$ is non-polynomial. As seen from these examples, the first eigenvalue is very sensitive. Hence, in general, it is very hard to estimate $\lambda_1$.

Hopefully, I have presented enough examples to show the difficulties of the topic.

6. Results about $\lambda_1, \hat{\alpha}$ and $\lambda_0$. It is position to state our results. To do so, define

$$W = \{ w : w_i \uparrow\uparrow, \pi(w) \geq 0 \}, \quad Z = \sum_{i>0} \mu_i, \quad \delta = \sup_{i>0} \frac{1}{\sum_{j \geq i+1} \mu_j b_j \sum_{j \geq i+1} \mu_j},$$

where $\uparrow\uparrow$ means strictly increasing. By suitable modification, we can define $W'$ and explicit sequences $\delta_n$ and $\delta'_n$. Refer to Chen (2001a) for details.

The next result provides a complete answer to the question proposed in Section 1.

**Theorem 6.1.** For birth-death processes, the following assertions hold.

1. **Dual variational formulas:**

   $$\lambda_1 = \sup_{w \in W, \pi(w) \geq 0} \inf_{i \geq 0} \frac{\mu_i b_i (w_{i+1} - w_i)}{\sum_{j \geq i+1} \mu_j w_j} \quad \text{[Chen(1996)]} \quad (6.1)$$

   $$\lambda_1 = \inf_{w \in W'} \sup_{i \geq 0} \frac{\mu_i b_i (w_{i+1} - w_i)}{\sum_{j \geq i+1} \mu_j w_j} \quad \text{[Chen(2001a)]} \quad (6.2)$$

2. **Approximating procedure and explicit bounds:**

   $$Z \delta^{-1} \geq \delta_n^{-1} \geq \lambda_1 \geq \delta_n^{-1} \geq (4\delta)^{-1} \text{ for all } n \quad \text{[Chen(2000b, 2001a)].}$$

3. **Explicit criterion:** $\lambda_1 > 0$ iff $\delta < \infty \quad \text{[Miclo (1999), Chen (2000b)].}$

4. **Relation:** $\hat{\alpha} = \lambda_1 \quad \text{[Chen(1991)].}$

In (6.1), only two notations are used: the sets $W'$ and $W$ of test functions (sequences). Clearly, for each test function, (6.1) gives us a lower bound of $\lambda_1$. This explains the meaning of “variational”. Because of (6.1), it is now easy to obtain some lower estimates of $\lambda_1$, and in particular, one obtains all the lower bounds mentioned above. Next, by exchanging the orders of “sup” and “inf”, we get (6.2) from (6.1), ignoring a slight modification of $W'$. In other words, (6.1) and (6.2) are dual of one to the other. For the explicit estimates “$\delta^{-1} \geq \lambda_0 \geq (4\delta)^{-1}$” and in particular for the criterion, one needs to find out a representative test
function \( w \) among all \( w \in W \). This is certainly not obvious, because the test function \( w \) used in the formula is indeed a mimic of the eigenfunction (eigenvector) of \( \lambda_1 \), and in general, the eigenvalues and the corresponding eigenfunctions can be very sensitive, as we have seen from the above examples. Fortunately, there exists such a representative function with a simple form. We will illustrate the function in the context of diffusions in the second to the last paragraph of this section.

In parallel, for diffusions on \([0, \infty]\), define

\[
C(x) = \int_0^x b/a, \quad \delta = \sup_{x>0} \int_0^x e^{-C} \int_x^\infty e^{C/a},
\]

\( \mathcal{F} = \{ f \in C(0,\infty) \cap C^1(0,\infty) : f(0) = 0 \text{ and } f'(0) > 0 \} \).

**Theorem 6.2** [Chen (1999a, 2000b, 2001a)]. For diffusion on \([0, \infty)\), the following assertions hold.

1. **Dual variational formulas:**

\[
\lambda_0 \geq \sup_{f \in \mathcal{F}} \inf_{x>0} e^{C(x)} f'(x) \left/ \int_x^\infty f e^{C/a} \right. \tag{6.3}
\]

\[
\lambda_0 \leq \inf_{f \in \mathcal{F}} \sup_{x>0} e^{C(x)} f'(x) \left/ \int_x^\infty f e^{C/a} \right. \tag{6.4}
\]

Furthermore, the signs of the equality in (6.3) and (6.4) hold if both \( a \) and \( b \) are continuous on \([0, \infty)\).

2. **Approximating procedure and explicit bounds:** A decreasing sequence \( \{\delta_n\} \) and an increasing sequence \( \{\delta'_n\} \) are constructed explicitly such that

\[
\delta_n^{-1} \geq \delta'_n^{-1} \geq \lambda_0 \geq \delta_n^{-1} \geq (4\delta)^{-1} \quad \text{for all } n.
\]

3. **Explicit criterion:** \( \lambda_0 \) (resp. \( \lambda_1 \)) > 0 iff \( \delta < \infty \).

We mention that the above two results are also based on Chen and Wang (1997a).

To see the power of the dual variational formulas, let us return to the weighted Hardy’s inequality.

**Theorem 6.3** [Muckenhoupt (1972)]. The optimal constant \( A \) in the inequality

\[
\int_0^\infty f^2 \nu \leq A \int_0^\infty f^2 d\lambda, \quad f \in C^1, f(0) = 0, \tag{6.5}
\]

satisfies \( B \leq A \leq 4B \), where

\[
B = \sup_{x>0} \nu[x, \infty] \int_x^\infty (d\lambda_{\text{abs}}/d\text{Leb})^{-1}
\]

and \( d\lambda_{\text{abs}}/d\text{Leb} \) is the derivative of the absolutely continuous part of \( \lambda \) with respect to the Lebesgue measure.
By setting $\nu = \pi$ and $\lambda = e^C dx$, it follows that the criterion in Theorem 6.2 is a consequence of the Muckenhoupt’s Theorem. Along this line, the criteria in Theorems 6.1 and 6.2 for a typical class of the processes were also obtained by Bobkov and Götze (1999a, b), in which, the contribution of an earlier paper by Luo (1992) was noted.

We now point out that the explicit estimates “$\delta^{-1} \geq \lambda_0 \geq (4\delta)^{-1}$” in Theorems 6.2 or 6.3 follow from our variational formulas immediately. Here we consider the lower bound “$(4\delta)^{-1}$” only, the proof for the upper bound “$\delta^{-1}$” is also easy, in terms of (6.4).

Recall that $\delta = \sup_{x > 0} \int_0^x e^{-C} \int_x^\infty e^C/\alpha$. Set $\varphi(x) = \int_0^x e^{-C}$. By using the integration by parts formula, it follows that

\[ \int_x^\infty \frac{\sqrt{\varphi} e^C}{a} = - \int_x^\infty \sqrt{\varphi} \, d\left( \int_x^\infty \frac{e^C}{a} \right) \leq \frac{\delta}{\sqrt{\varphi(x)}} + \frac{\delta}{2} \int_x^\infty \frac{\varphi'}{\varphi^{3/2}} \leq \frac{2\delta}{\sqrt{\varphi(x)}}. \]

Hence

\[ I\left( \sqrt{\varphi} \right)(x) = \frac{e^{-C(x)}}{\left( \sqrt{\varphi} \right)(x)} \int_x^\infty \frac{\sqrt{\varphi} e^C}{a} \leq \frac{e^{-C(x)} \sqrt{\varphi(x)}}{(1/2)e^{-C(x)}} - \frac{2\delta}{\sqrt{\varphi(x)}} = 4\delta. \]

This gives us the required bound by (6.3).

Theorem 6.2 can be immediately applied to the whole line or higher-dimensional situation. For instance, for Laplacian on compact Riemannian manifolds, it was proved by Chen & Wang (1997b) that

\[ \lambda_1 \geq \sup_{f \in F} \inf_{r \in (0, D)} I(f)(r)^{-1} =: \xi_1, \]

where $I(f)$ is the same as before but for some specific function $C(x)$. Thanks are given to the coupling technique which reduces the higher dimensional case to dimension one. We now have

\[ \delta^{-1} \geq \delta_n^{-1} \downarrow \xi_1 \geq \delta_n^{-1} \uparrow \geq (4\delta)^{-1}, \]

similar to Theorem 6.2. Refer to Chen (2000b, 2001a) for details. As we mentioned before, the use of the test functions is necessary for producing sharp estimates. Actually, the variational formula enables us to improve a number of best known estimates obtained previously by geometers, but none of them can be deduced from the estimates “$\delta^{-1} \geq \xi_1 \geq (4\delta)^{-1}$”. Besides, the approximating procedure enables us to determine the optimal linear approximation of $\xi_1$ in $K$:

\[ \xi_1 \geq \frac{\pi^2}{D^2} + \frac{K}{2}, \]

where $D$ is the diameter of the manifold and $K$ is the lower bound of Ricci curvature (cf., Chen, Scacciatelli and Yao (2001)). We have thus shown the value of our dual variational formulas.
7. Three basic inequalities. Up to now, we have mainly studied the Poincaré inequality, i.e., (7.1) below. Naturally, one may study other inequalities, for instance, the logarithmic Sobolev inequality or the Nash inequality listed below.

**Poincaré inequality**: \[ \| f - \pi(f) \|_2 \leq \lambda_1^{-1} D(f) \] (7.1)

**Logarithmic Sobolev inequality**: \[ \int f^2 \log(|f|/\|f\|) d\pi \leq \sigma^{-1} D(f) \] (7.2)

**Nash inequality**: \[ \| f - \pi(f) \|_2^{2+4/\nu} \leq \eta^{-1} D(f) \| f \|_1^{4/\nu} \] (for some \( \nu > 0 \)). (7.3)

Here, to save notation, \( \sigma \) (resp. \( \eta \)) denotes the largest constant so that (7.2) (resp. (7.3)) holds.

The importance of these inequalities is due to the fact that each inequality describes a type of ergodicity. First, (7.1) \( \iff \) (2.1). Next, the logarithmic Sobolev inequality implies (is indeed equivalent to, in the context of diffusions) the decay of the semigroup \( P_t \) to \( \pi \) exponentially in relative entropy with rate \( \sigma \) and the Nash inequality is equivalent to

\[ \| P_t f - \pi(f) \| \leq C \| f \|_1/t^{\nu/2}. \]

8. Criteria. Recently, the criteria for the last two inequalities as well as for the discrete spectrum (which means that there is no continuous spectrum and moreover, all eigenvalues have finite multiplicity) are obtained by Mao (2000, 2002a, b), based on the weighted Hardy’s inequality. On the other hand, the main parts of Theorems 6.1 and 6.2 are extended to a general class of Banach spaces in Chen (2002a, d, e), which unify a large class inequalities and provide a unified criterion in particular. We can now summarize the results in Table 8.1. The table is arranged in such order that the property in the latter line is stronger than the former one, the only exception is that even though the strong ergodicity is often stronger than the logarithmic Sobolev inequality but they are not comparable in general (Chen (2002b)).

**Birth-death processes**

Transition intensity:

- \( i \to i + 1 \) at rate \( b_i = q_{i,i+1} > 0 \)
- \( i \to i - 1 \) at rate \( a_i = q_{i,i-1} > 0 \).

Define

\[ \mu_0 = 1, \quad \mu_n = \frac{b_0 \cdots b_{n-1}}{a_1 \cdots a_n}, \quad n \geq 1; \quad \mu[i,k] = \sum_{i \leq j < k} \mu_j. \]
Table 8.1 Ten criteria for birth-death processes

<table>
<thead>
<tr>
<th>Property</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniqueness</td>
<td>$\sum_{n \geq 0} \frac{1}{\mu_n b_n} \mu[0, n] = \infty$ ((\ast))</td>
</tr>
<tr>
<td>Recurrence</td>
<td>$\sum_{n \geq 0} \frac{1}{\mu_n b_n} = \infty$</td>
</tr>
<tr>
<td>Ergodicity</td>
<td>((\ast)) &amp; $\mu[0, \infty) &lt; \infty$</td>
</tr>
<tr>
<td>Exponential ergodicity</td>
<td>((\ast)) &amp; $\sup_{n \geq 1} \mu[n, \infty) \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>$L^2$-exponential convergence</td>
<td>((\ast)) &amp; $\lim_{n \to \infty} \mu[n, \infty) \sum_{0 \leq j \leq n-1} \frac{1}{\mu_j b_j} = 0$</td>
</tr>
<tr>
<td>Discrete spectrum</td>
<td>((\ast)) &amp; $\sup_{n \geq 1} \mu[n, \infty) \log[\mu[n, \infty^{-1}] \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>Logarithmic Sobolev inequality</td>
<td>((\ast)) &amp; $\sup_{n \geq 1} \mu[n, \infty) \log[\mu[n, \infty^{-1}] \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>Strong ergodicity</td>
<td>((\ast)) &amp; $\sum_{n \geq 0} \frac{1}{\mu_n b_n} \mu[n+1, \infty) = \sum_{n \geq 1} \frac{1}{\mu_n} \sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>$L^1$-exponential convergence</td>
<td>((\ast)) &amp; $\sup_{n \geq 1} \mu[n, \infty) \frac{1/(\nu-2)/\nu}{\sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
<tr>
<td>Nash inequality</td>
<td>((\ast)) &amp; $\sup_{n \geq 1} \mu[n, \infty) \frac{1}{\sum_{j \leq n-1} \frac{1}{\mu_j b_j} &lt; \infty$</td>
</tr>
</tbody>
</table>

Here, “(\(\ast\)) & \(\cdots\)” means that one requires the uniqueness condition in the first line plus the condition “\(\cdots\)”.\(^1\)

### DIFFUSION PROCESSES ON \([0, \infty)\) WITH REFLECTING BOUNDARY

Operator:

$$L = a(x) \frac{d^2}{dx^2} + b(x) \frac{d}{dx}.$$  

Define

$$C(x) = \int_0^x \frac{b/a}{dx}, \quad \mu[x, y] = \int_x^y e^{C/a}.$$  

The reason we have one more criterion here is due to the equivalence of the logarithmic Sobolev inequality and the exponential convergence in entropy. However, this is no longer true in the discrete case. In general, the logarithmic Sobolev inequality is stronger than the exponential convergence in entropy. A criterion for the exponential convergence in entropy for birth-death processes remains open (cf., Zhang and Mao (2000) and Mao and Zhang (2000)). The two equivalences in the tables come from the next diagram.

\(^1\)In the original paper, for the Nash inequality there is an extra condition which is removed by the following paper:

Table 8.2 Eleven criteria for one-dimensional diffusions

9. New picture of ergodic theory.

**Theorem 9.1.** Let \((E, \mathcal{E})\) be a measurable space with countably generated \(\mathcal{E}\). Then, for a Markov processes with state space \((E, \mathcal{E})\), reversible and having transition probability densities with respect to a probability measure \(\pi\), we have the diagram shown in Figure 9.1.

![Diagram of nine types of ergodicity](image)

**Figure 9.1** Diagram of nine types of ergodicity

Here are some remarks about Figure 9.1.

1. The importance of the diagram is obvious. For instance, by using the estimates obtained from the study on Poincaré inequality, based on the advantage on the analytic approach — the \(L^2\)-theory and the equivalence in the diagram, one can estimate exponentially ergodic convergence rates, for which, the known knowledge is still very limited. Actually,
these two convergence rates are often coincided (cf. the proofs given in Appendix). In particular, one obtains a criterion for the exponential ergodicity in dimension one, which has been opened for a long period. Conversely, one obtains immediately some criteria, which are indeed new, for Poincaré inequality to be held from the well-known criteria for the exponential ergodicity. Here, the $L^1$-exponential convergence means that 

$$
\|P_t f - \pi(f)\|_1 \leq C \|f - \pi(f)\|_1 e^{-\varepsilon t}
$$

for some constants $\varepsilon > 0$ and $C (\geq 1)$ and for all $t \geq 0$. Due to the structure of the $L^1$-space, which is only a Banach but not Hilbert space, there is still very limited known knowledge about the $L^1$-exponential convergence rate. Based on the probabilistic advantage and the identity in the diagram, from the study on the strong ergodicity, one learns a lot about the $L^1$-exponential convergence rate.

(2) The $L^2$-algebraic ergodicity means that $\text{Var}(P_t f) \leq CV(f)t^{1-q} (t > 0)$ holds for some $V$ having the properties: $V$ is homogeneous of degree two (in the sense that $V(cf + d) = c^2V(f)$ for any constants $c$ and $d$) and $V(f) < \infty$ for all functions $f$ with finite support (cf. Liggett (1991)). Refer to Chen and Wang (2000), Röckner and Wang (2001) for the study on the $L^2$-algebraic convergence.

(3) The diagram is complete in the following sense: each single-directed implication can not be replaced by double-directed one. Moreover, the $L^1$-exponential convergence (resp., the strong ergodicity) and the logarithmic Sobolev inequality (resp., the exponential convergence in entropy) are not comparable.

(4) The reversibility is used in both of the identity and the equivalence. Without the reversibility, the $L^2$-exponential convergence still implies $\pi$-a.s. exponentially ergodic convergence.

(5) An important fact is that the condition “having densities” is used only in the identity of $L^1$-exponential convergence and $\pi$-a.s. strong ergodicity, without this condition, $L^1$-exponential convergence still implies $\pi$-a.s. strong ergodicity, and so the diagram needs only a little change (However, the reversibility is still required here). Thus, it is a natural open problem to remove this “density’s condition”.

(6) Except the identity and the equivalence, all the implications in the diagram are suitable for general Markov processes, not necessarily reversible, even though the inequalities are mainly valuable in the reversible situation. Clearly, the diagram extends the ergodic theory of Markov processes.

The diagram was presented in Chen (1999c, 2002b), originally stated mainly for Markov chains. Recently, the identity of $L^1$-exponential convergence and the $\pi$-a.s. strong ergodicity is proven by Mao (2002c). A counter-example of diffusion was constructed by Wang (2001) to show that the strong ergodicity does not imply the exponential convergence in entropy. Partial proofs of the diagram are given in Appendix.

10. Go to Banach spaces. To conclude this paper, we indicate an idea to show the reason why we should go to the Banach spaces.

Coste, L. (1995)]. When \( \nu > 2 \), the Nash inequality

\[
\| f - \pi(f) \|^2 \leq C_1 D(f) \| f \|^4/\nu
\]

is equivalent to the Sobolev-type inequality

\[
\| f - \pi(f) \|^2 \leq C_2 D(f),
\]

where \( \| \cdot \|_p \) is the \( L^p(\mu) \)-norm.

In view of Theorem 10.1, it is natural to study the inequality

\[
\| (f - \pi(f))^2 \|_{\mathbb{B}} \leq AD(f)
\]

for a general Banach space \((\mathbb{B}, \| \cdot \|_\mathbb{B}, \mu)\). It is interesting that even for the general setup, we still have quite satisfactory results. Refer to Bobkov and Götze (1999a, b) and Chen (2002a, d, e) for details.

Appendix: Partial proofs of Theorem 9.1. The detailed proofs and some necessary counterexamples were presented in Chen (1999c, 2002b) for reversible Markov processes, except the identity of the \( L^1 \)-exponential convergence and \( \pi \)-a.s. strong ergodicity. Note that for discrete state spaces, one can rule out "a.s." used in the diagram. Here, we prove the new identity and introduce some more careful estimates for the general state spaces. The author would like to acknowledge Y. H. Mao for his nice ideas which are included in this appendix. The steps of the proofs are listed as follows.

(a) Nash inequality \( \implies \) \( L^1 \)-exponential convergence and \( \pi \)-a.s. Strong ergodicity.

(b) \( L^1 \)-exponential convergence \( \iff \) \( \pi \)-a.s. Strong ergodicity.

(c) Nash inequality \( \implies \) Logarithmic Sobolev inequality.

(d) \( L^2 \)-exponential convergence \( \implies \) \( \pi \)-a.s. Exponential ergodicity.

(e) Exponential ergodicity \( \implies \) \( L^2 \)-exponential convergence.

Note that

\[
\var(\pi_0, \mathcal{E}_{\pi} f) = \| \pi_0 f - \pi(f) \|^2 \leq C^2 \| f \|^2 q^{-1} / q^2 (q := \nu/2 + 1)
\]

\[
\iff \| \pi_0 f - \pi(f) \|^2 \leq C \| f \|^2 / q^2 (q := \nu/2 + 1)
\]

\[
\iff \| \pi_0 \|_{1 \to 2} \leq C / q^{(q-1)/2}
\]

Since \( \| \pi_0 \|_{1 \to 1} \leq \| \pi_0 \|_{1 \to 2} \), we have

\[
\text{Nash inequality} \implies \text{\( L^1 \)-algebraic convergence}.
\]

Furthermore, because of the semigroup property, the convergence of \( \| \cdot \|_{1 \to 1} \) must be exponential, we indeed have

\[
\text{Nash inequality} \implies \text{\( L^1 \)-exponential convergence}.
\]
Actually, we have seen that there is a $t_0 > 0$ and $\gamma \in (0, 1)$ such that $\|P_t - \pi\|_{1 \to 1} \leq \gamma$. Given $t \geq 0$, express $t = mt_0 + h$ with $m \in \mathbb{N}_+$ and $h \in [0, t_0)$. Then for every $f$ with $\pi(f) = 0$, we have $\pi(P_tf) = 0$ for all $t$, and furthermore

$$\|P_tf\|_1 = \|P_{mt_0+h}f\|_1 \leq \|P_hf\|_1 \gamma^m \leq \|f\|_1 \gamma^{(t-1)/t_0} = \gamma^{-1}e^{(t_0^{-1}\log\gamma)t}$$

for all $t$. This gives the required assertion since $\log \gamma < 0.$

In the symmetric case: $P_t - \pi = (P_t - \pi)^*$, and so

$$\|P_{2t} - \pi\|_{1 \to \infty} \leq \|P_t - \pi\|_{1 \to 2}\|P_t - \pi\|_{2 \to \infty} = \|P_t - \pi\|_{1 \to 2}^2.$$ 

Hence, $\|P_t - \pi\|_{1 \to \infty} \leq C/t^{q-1}$. Thus,

$$\esssup_x \|P_t(x, \cdot) - \pi\|_{\var} = \esssup_x \sup_{|f| \leq 1} |(P_t(x, \cdot) - \pi)f| \leq \esssup_x \sup_{|f| \leq 1} |(P_t(x, \cdot) - \pi)f| = \esssup_x \sup_{|f| \leq 1} |(P_t(x, \cdot) - \pi)f| = \|P_t - \pi\|_{1 \to \infty} \leq C/t^{q-1} \to 0, \quad \text{as} \; t \to \infty.$$

This gives us the $\pi$-a.s. strong ergodicity.

(b) $L^1$-exponential convergence $\iff$ $\pi$-a.s. Strong ergodicity [Mao (2002c)]. Since $(L^1)^* = L^\infty \Rightarrow \|P_t - \pi\|_{1 \to 1} = \|P_t^* - \pi\|_{\infty \to \infty}$ and $P_t^*(x, \cdot) \ll \pi$, we have

$$\|P_t^* - \pi\|_{\infty \to \infty} = \esssup_x \sup_{|f| = 1} |(P_t^* - \pi)f(x)| = \esssup_x \sup_{|f| = 1} |(P_t^* - \pi)f(x)| = \esssup_x \|P_t^*(x, \cdot) - \pi\|_{\var}.$$ 

Hence, $\pi$-a.s. strong ergodicity is exactly the same as the $L^1$-exponential convergence. Without condition “$P_t^*(x, \cdot) \ll \pi$”, the second equality becomes “$\geq$”, and so we have in the general reversible case that

$L^1$-exponential convergence $\Rightarrow$ $\pi$-a.s. Strong ergodicity.

(c) Nash inequality $\Rightarrow$ Logarithmic Sobolev inequality [Chen (1999b)]. Because $\|f\|_1 \leq \|f\|_p$ for all $p \geq 1$, we have

$$\|\cdot\|_{2 \to 2} \leq \|\cdot\|_{1 \to 2} \leq C/t^{(q-1)/2},$$

and so

Nash inequality $\Rightarrow$ Poincaré inequality $\iff \lambda_1 > 0$.

$$\|P_t\|_{p \to 2} \leq \|P_t\|_{1 \to 2} \leq \|P_t - \pi\|_{1 \to 2} + \|\pi\|_{1 \to 2} < \infty, \quad p \in (1, 2).$$ 

The assertion now follows from [Bakry (1992); Theorem 3.6 and Proposition 3.9].
The remainder of the Appendix is devoted to the proof of the assertion:

\[ L^2 \text{-exponential convergence} \iff \pi \text{-a.s. Exponential ergodicity.} \quad (A1) \]

Actually, this is done by Chen (2000a). Because, by assumption, the process is reversible and \( P_t(x, \cdot) \ll \pi \). Set \( p_t(x, y) = \frac{dP_t(x, \cdot)}{d\pi}(y) \). Then we have \( p_t(x, y) = p_t(y, x), \pi \times \pi \text{-a.s.} \ (x, y) \). Hence

\[
\int p_s(x, y)^2 \pi(dy) = \int p_s(x, y)p_s(y, x)\pi(dy) = p_{2s}(x, x) < \infty
\]

(Carlen et al (1987)).

\[ (A2) \]

This means that \( p_t(x, \cdot) \in L^2(\pi) \) for all \( t > 0 \) and \( \pi \text{-a.s.} \ x \in E \). Thus, by [Chen (2000a); Theorem 1.2] and the remarks right after the theorem, \((A1)\) holds.

The proof above is mainly based on the time-discrete analog result by Roberts and Rosenthal (1997). Here, we present a more direct proof of \((A2)\) as follows.

\[ (d) \ L^2 \text{-exponential convergence} \implies \pi \text{-a.s. Exponential ergodicity [Chen (1991, 1998, 2000a)].} \]

Let \( \mu \ll \pi \). Then

\[
\|\mu P_t - \pi\|_{\text{Var}} = \sup_{|f| \leq 1} |(\mu P_t - \pi)f| \leq \sup_{|f| \leq 1} \left| \pi \left( \frac{d\mu}{d\pi} P_t f - f \right) \right| \\
\leq \sup_{|f| \leq 1} \left| \pi \left( f P_t^* \left( \frac{d\mu}{d\pi} \right) - f \right) \right| \\
\leq \sup_{|f| \leq 1} \left| \pi \left( f \left( P_t^* \left( \frac{d\mu}{d\pi} - 1 \right) \right) \right) \right| \\
\leq \left\| P_t^* \left( \frac{d\mu}{d\pi} - 1 \right) \right\|_1 \\
\leq \left\| \frac{d\mu}{d\pi} - 1 \right\|_2 e^{-t \text{gap}(L^*)} \\
= \left\| \frac{d\mu}{d\pi} - 1 \right\|_2 e^{-t \text{gap}(L)}. \quad (A3) \]

We now consider two cases separately.

In the reversible case with \( P_t(x, \cdot) \ll \pi \), by \((A2)\), we have

\[
\|P_t(x, \cdot) - \pi\|_{\text{Var}} \leq \left\| P_{t-s} \left( \frac{dP_s(x, \cdot)}{d\pi} - 1 \right) \right\|_1 \leq \|p_s(x, \cdot) - 1\|_2 e^{-(t-s) \text{gap}(L)} \\
= \sqrt{p_{2s}(x, x) - 1} e^{s \text{gap}(L)} e^{-t \text{gap}(L)}, \quad t \geq s. \quad (A4) \]

Therefore, there exists \( C(x) < \infty \) such that

\[
\|P_t(x, \cdot) - \pi\|_{\text{Var}} \leq C(x) e^{-t \text{gap}(L)}, \quad t \geq 0, \quad \pi \text{-a.s.} \ (x). \quad (A5) \]
Denote by \( \varepsilon_1 \) be the largest \( \varepsilon \) such that \( \| P_t(x, \cdot) - \pi \|_{\text{Var}} \leq C(x) e^{-\varepsilon t} \) for all \( t \). Then \( \varepsilon_1 \geq \text{gap}(\mathcal{L}) = \lambda_1 \).

In the \( \varphi \)-irreducible case, without using the reversibility and transition density, from \((A3)\), one can still derive \( \pi \)-a.s. exponential ergodicity (but may have different rates). Refer to Roberts and Tweedie (2001) for a proof in the time-discrete situation (the title of the quoted paper is confused, where the term “\( L^1 \)-convergence” is used for the \( \pi \)-a.s. exponentially ergodic convergence, rather than the standard meaning of \( L^1 \)-exponential convergence used in this paper. These two types of convergence are essentially different as shown in Theorem 9.1). In other words, the reversibility and the existence of the transition density are not essential in this implication.

\((e)\) \( \pi \)-a.s. Exponential ergodicity \( \implies \) \( L^2 \)-exponential convergence [Chen (2000a), Mao (2002c)]. In the time-discrete case, a similar assertion was proved by Roberts and Rosenthal (1997) and so can be extended to the time-continuous case by using the standard technique [cf., Chen (1992), \S 4.4]. The proof given below provides more precise estimates. Let the \( \sigma \)-algebra \( \mathcal{E} \) be countably generated. By Numemelin and P. Tuominen (1982) or [Numemelin (1984); Theorem 6.14 (iii)], we have in the time-discrete case that

\( \pi \)-a.s. geometrically ergodic convergence

\[ \Leftrightarrow \| P^n(x, \cdot) - \pi \|_{\text{Var}} \leq 1 \text{ geometric convergence}, \]

here and in what follows, the \( L^1 \)-norm is taken with respect to the variable “\( \bullet \)”. This implies in the time-continuous case that

\( \pi \)-a.s. exponentially ergodic convergence

\[ \Leftrightarrow \| P_t(x, \cdot) - \pi \|_{\text{Var}} \leq 1 \text{ exponential convergence}. \]

Assume that \( \| P_t(x, \cdot) - \pi \|_{\text{Var}} \leq C e^{-\varepsilon_2 t} \) with largest \( \varepsilon_2 \).

We now prove that \( \| P_t(x, \cdot) - \pi \|_{\text{Var}} \geq \| P_t - \pi \|_{\infty \rightarrow 1} \). Let \( \| f \|_{\infty} = 1 \). Then

\[ \| (P_t - \pi) f \|_1 = \int \pi(dx) \left| \int \left[ P_t(x, dy) - \pi(dy) \right] f(y) \right| \]

\[ \leq \int \pi(dx) \sup_{\| g \|_{\infty} \leq 1} \left| \int \left[ P_t(x, dy) - \pi(dy) \right] g(y) \right| \]

\[ = \| P_t(x, \cdot) - \pi \|_{\text{Var}} \]

\( \text{(Need } P_t(x, \cdot) \ll \pi \text{ or reversibility!)} \).

Next, we prove that \( \| P_{2t} - \pi \|_{\infty \rightarrow 1} = \| P_t - \pi \|_{\infty \rightarrow 2} \) in the reversible case. We have

\[ \| (P_t - \pi) f \|_2^2 = \langle (P_t - \pi) f, (P_t - \pi) f \rangle \]

\[ = \langle f, (P_t - \pi)^2 f \rangle \]

\[ = \langle f, (P_{2t} - \pi) f \rangle \]

\[ \leq \| f \|_{\infty} \| (P_{2t} - \pi) f \|_1 \]

\[ \leq \| f \|_{\infty}^2 \| P_{2t} - \pi \|_{\infty \rightarrow 1}. \]
Hence $\|P_{2t} - \pi\|_{\infty \to 1} \geq \|P_t - \pi\|_{\infty \to 2}^2$. The inverse inequality is obvious by using the semigroup property and symmetry:

$$
\|P_{2t} - \pi\|_{\infty \to 1} \leq \|P_t - \pi\|_{\infty \to 2} \|P_t - \pi\|_{2 \to 1} = \|P_t - \pi\|_{\infty \to 2}^2.
$$

We remark that in general case, without reversibility, we have $\|P_t - \pi\|_{\infty \to 1} > \|P_t - \pi\|_{\infty \to 2}^2$. Actually,

$$
\|P_{2t} - \pi\|_{\infty \to 1} \leq 2\|f\|_{\infty} \int |(P_t - \pi)f|d\pi
\leq 2\|f\|_{2}^2 \|P_t - \pi\|_{\infty \to 1}, \quad f \in L^\infty(\pi).
$$

Finally, assume that the process is reversible. We prove that $\lambda_1 = \text{gap}(L) > \varepsilon_2$. We have just proved that for every $f$ with $\pi(f) = 0$ and $\|f\|_2 = 1$, $\|P_t f\|_2^2 \leq C \|f\|_{\infty}^2 e^{-2\varepsilon_2 t}$. Following [Wang (2000; Lemma 2.2), or Röckner and Wang (2001)], by the spectral representation theorem, we have

$$
\|P_t f\|_2^2 = \int_0^\infty e^{-2\lambda t} d(E_\lambda f, f) 
\geq \left[ \int_0^\infty e^{-2\lambda s} d(E_\lambda f, f) \right]^{t/s} \quad (\text{by Jensen inequality})
= \|P_s f\|_2^{2t/s}, \quad t \geq s.
$$

Thus, $\|P_s f\|_2^2 \leq \left[ C \|f\|_{\infty}^2 \right]^{s/t} e^{-2\varepsilon_2 s}$. Letting $t \to \infty$, we get

$$
\|P_s f\|_2^2 \leq e^{-2\varepsilon_2 s}, \quad \pi(f) = 0, \|f\|_2 = 1, \quad f \in L^\infty(\pi).
$$

Since $L^\infty(\pi)$ is dense in $L^2(\pi)$, we have

$$
\|P_s f\|_2^2 \leq e^{-2\varepsilon_2 s}, \quad s \geq 0, \quad \pi(f) = 0, \|f\|_2 = 1.
$$

Therefore, $\lambda_1 \geq \varepsilon_2$. □

**Remark A1.** Note that when $p_{2s}(\cdot, \cdot) \in L^{1/2}(\pi)$ (in particular, when $p_{2s}(x, x)$ is bounded in $x$) for some $s > 0$, from (A4), it follows that there exists a constant $C$ such that $\|\|P_t(\cdot, \cdot) - \pi\|_{\text{Var}}\|_1 \leq Ce^{-\lambda_1 t}$. Then, we have $\varepsilon_2 \geq \lambda_1$. Combining this with (e), we indeed have $\lambda_1 = \varepsilon_2$.

**Remark A2.** It is proved by Hwang et al (2002) that under mild condition, in the reversible case, $\lambda_1 = \varepsilon_1$. Refer also to Wang (2002) for related estimates.

**Final remark.** The main body of this paper is an updated version of Chen (2001c), which was written at the beginning stage of the study on seeking explicit criteria. The resulting picture is now quite complete and so the most parts of the original paper has to be changed, except the first section. This paper also refines a part of Chen (2002c).
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Abstract. The Poincaré-type inequality is a unification of various inequalities including the F-Sobolev inequalities, Sobolev-type inequalities, logarithmic Sobolev inequalities, and so on. The aim of this paper is to deduce some unified upper and lower bounds of the optimal constants in Poincaré-type inequalities for a large class of normed linear (Banach, Orlicz) spaces in terms of capacity. The lower and upper bounds differ only by a multiplicative constant, and so the capacitary criteria for the inequalities are also established. Both the transient and the ergodic cases are treated. Besides, the explicit lower and upper estimates in dimension one are computed.

1. Introduction. In this section, we recall some necessary notation and state the main results of this paper.

Let $E$ be a locally compact separable metric space with Borel $\sigma$-algebra $\mathcal{E}$, $\mu$ an everywhere dense Radon measure on $E$, and $(D, \mathcal{D}(D))$ a regular Dirichlet form on $L^2(\mu) = L^2(E; \mu)$. The starting point of our study is the following result, due to V. G. Maz’ya (1973) [cf. Maz’ya [17] for references] in the typical case and Z. Vondraˇcek [22] in general. Its proof is simplified recently by M. Fukushima and T. Uemura [10].

Theorem 1.0. For a regular transient Dirichlet form $(D, \mathcal{D}(D))$, the optimal constant $A$ in the Poincaré inequality

$$\|f\|^2 = \int_E f^2 d\mu \leq AD(f), \quad f \in \mathcal{D}(D) \cap C_0(E),$$

satisfies $B \leq A \leq 4B$, where $\| \cdot \|$ is the norm in $L^2(\mu)$ and

$$B = \sup_{\text{compact } K} \frac{\mu(K)}{\text{Cap}(K)}.$$
Recall that
\[ \text{Cap}(K) = \inf \{ D(f) : f \in \mathcal{D}(D) \cap C_0(E), f|_K \geq 1 \}, \]
where \( C_0(E) \) is the set of continuous functions with compact support. Certainly, in (1.1), one may replace \( \mathcal{D}(D) \cap C_0(E) \) by \( \mathcal{D}(D) \) or by the extended Dirichlet space \( \mathcal{D}_e(D) \), which is the set of \( \mathcal{E} \)-measurable functions \( f : |f| < \infty, \mu\text{-a.e.} \), there exists a sequence \( \{f_n\} \subset \mathcal{D}(D) \) such that \( D(f_n - f_m) \to 0 \) as \( n, m \to \infty \) and \( \lim_{n \to \infty} f_n = f, \mu\text{-a.e.} \). Refer to the standard books Fukushima, Oshima and Takeda [9], Ma and Röckner [14] for some preliminary facts about the Dirichlet forms theory.

Actually, inequality (1.1) in one-dimensional case was initiated by G. H. Hardy in 1920 and completed by B. Muckenhoupt in 1970 (see also Opic and Kufner [19]), in the context of diffusions (elliptic operators) with explicitly isoperimetric constant \( B \).

The first goal of this paper is to extend (1.2) to the Poincaré-type inequality
\[ \| f^2 \|_B \leq A_B D(f), \quad f \in \mathcal{D}(D) \cap C_0(E), \] (1.3)
for a class of normed linear spaces \( (B, \| \cdot \|_B, \mu) \) of real functions on \( E \). To do so, we need the following assumptions on \( (B, \| \cdot \|_B, \mu) \).

\begin{enumerate}
  \item \( I_K \in B \) for all compact \( K \).
  \item If \( h \in B \) and \( |f| \leq h \), then \( f \in B \).
  \item \( \| f \|_B = \sup_{g \in \mathcal{D}} \int_{E} |f| g \mu \),
\end{enumerate}

where \( \mathcal{D} \), to be specified case by case, is a class of nonnegative \( \mathcal{E} \)-measurable functions. By using Fatou’s lemma and the completeness of \( \mathcal{D}_e(D) \), one can also replace \( \mathcal{D}(D) \cap C_0(E) \) by \( \mathcal{D}_e(D) \) in (1.3).

We can now state our first result as follows.

**Theorem 1.1.** Assume \((H_1)-(H_3)\). For a regular transient Dirichlet form \((D, \mathcal{D}(D))\), the optimal constant \( A_B \) in (1.3) satisfies
\[ B_B \leq A_B \leq 4B_B, \] (1.4)
where
\[ B_B := \sup_{\text{compact } K} \frac{\| I_K \|_B}{\text{Cap}(K)}. \] (1.5)

When \( B = L^p(\mu) \ (p \geq 1) \), Theorem 1.1 was proven by Fukushima and Uemura [10].

Next, we go to the ergodic case. Assume that \( \mu(E) < \infty \) and set \( \pi = \mu/\mu(E) \). Throughout this paper, we use the simplified notation: \( \tilde{f} = f - \pi(f) \), where \( \pi(f) = \int f \, d\pi \). We adopt a splitting technique. Let \( E_1 \subset E \) be open with \( \pi(E_1) \in (0, 1) \) and write \( E_2 = E^c_1 \setminus \partial E_1 \). Restricting the functions \( f \) in (1.1) to each \( E_i \) (i.e., \( f|_{E_i} = 0, \mu\text{-a.e.}) \), by Theorem 1.0, we obtain the corresponding constant \( B_i \) as follows.
\[ B_i = \sup_{\text{compact } K \subset E_i} \frac{\mu(K)}{\text{Cap}(K)}, \quad i = 1, 2. \] (1.6)

This notation is meaningful because the restriction to an open set of a regular Dirichlet form is again regular (cf. Fukushima et al [9], Theorem 4.4.3). Moreover, since \((D, \mathcal{D}(D))\) is irreducible, its restrictions to \( E_1 \) and \( E_2 \) must be transient.
Theorem 1.2. Let \( \mu(E) < \infty \). Then for a regular, irreducible, and conservative Dirichlet form, the optimal constant \( \overline{A} \) in the Poincaré inequality
\[
\| f^2 \| \leq \overline{A} D(f), \quad f \in \mathcal{D}(D) \cap C_0(E),
\] (1.7)
satisfies
\[
\overline{A} \geq \sup_{\text{open } E \cap E'} \max \left\{ B_1 \pi(E_i^c) \pi(E_i^c) \right\} \geq \frac{1}{2} \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{B}_1,
\]
\[
\overline{A} \leq 4 \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{B}_1.
\] (1.8)
In particular, \( \overline{A} < \infty \) iff \( \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{B}_1 < \infty \).

The restriction of \( \mathcal{B} \) to \( E_i \) gives us \((\mathcal{B}_i, \| \cdot \|_{\mathcal{B}_i}, \mu_i)\):
\[
\mathcal{B}_i = \{ f|_{E_i} : f \in \mathcal{B} \}, \quad \mu_i = \mu|_{E_i}, \quad \mathcal{G}_i = \{ g|_{E_i} : g \in \mathcal{G} \},
\]
\[
\| f \|_{\mathcal{B}_i} = \sup_{g \in \mathcal{G}_i} \int_{E_i} |f| g \mu_i = \sup_{g \in \mathcal{G}_i} \int_{E_i} |f| g \mu, \quad i = 1, 2.
\]

Correspondingly, we have a restricted Dirichlet form \((D, \mathcal{G}_i)\) on \( L^2(E_i, \mu_i) \), where \( \mathcal{G}_i = \{ f \in \mathcal{D}(D) : \text{the quasi-version of } f \text{ equals } 0 \text{ on } E_i^c \text{, q.e.} \}. \) The corresponding constants given by Theorem 1.1 are denoted by \( \overline{A}_{\mathcal{B}_i} \) and \( \overline{B}_{\mathcal{B}_i} \) \( (i = 1, 2) \), respectively.

In the ergodic case, we also use the following assumptions.

(H4) \( \mu(E) < \infty \).
(H5) \( 1 \in \mathcal{B} \).

Denote by \( c_1 \) a constant such that
\[
|\pi(f)| \leq c_1 \| f \|_{\mathcal{B}}, \quad f \in \mathcal{B}.
\] (1.9)
For each \( G \subset E \), denote by \( c_2(G) \) a constant such that
\[
|\pi(f|_G)| \leq c_2(G) \| f|_G \|_{\mathcal{B}}, \quad f \in \mathcal{B}.
\] (1.10)

Theorem 1.3. Let \((D, \mathcal{G}(D))\) be a regular, irreducible, and conservative Dirichlet form. Assume that \((H_2)-(H_5)\) hold and that
\[
\sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} c_2(E_1) \pi(E_1)|1|_{\mathcal{B}} < 1.
\]
Then the optimal constant \( \overline{A}_{\mathcal{B}} \) in the Poincaré-type inequality
\[
\| f^2 \|_{\mathcal{B}} \leq \overline{A}_{\mathcal{B}} D(f), \quad f \in \mathcal{D}(D) \cap C_0(E),
\] (1.11)
satisfies
\[
\overline{A}_{\mathcal{B}} \geq \kappa \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{A}_{\mathcal{B}_1} \geq \kappa \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{B}_{\mathcal{B}_1},
\] (1.12)
\[
\overline{A}_{\mathcal{B}} \leq \bar{k} \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{A}_{\mathcal{B}_1} \leq 4 \bar{k} \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \overline{B}_{\mathcal{B}_1},
\] (1.13)
where
\[ k = \left( 1 - \sup_{E_1: \pi(E_1) \in (0, 1/2]} \sqrt{c_2(E_1)\pi(E_1)||1||_B} \right)^2, \quad \bar{k} = \left( 1 + \sqrt{c_1||1||_B} \right)^2. \]

A typical case for which one needs the Banach form of Poincaré-type inequality is the F-Sobolev inequality (cf. Wang [23], Gong and Wang [11]):
\[ \int_E f^2 F(f^2) \, d\mu \leq A_F D(f), \quad f \in \mathcal{D}(f) \cap C_0(E). \] \hspace{1cm} (1.14)

Recall that a function \( \Phi: \mathbb{R} \to \mathbb{R} \) is an \( N \)-function if it is nonnegative, continuous, convex, even (i.e., \( \Phi(-x) = \Phi(x) \)), and satisfies
\[ \Phi(x) = 0 \iff x = 0, \quad \lim_{x \to 0} \Phi(x)/x = 0, \quad \lim_{x \to \infty} \Phi(x)/x = \infty. \]

We will often assume the following growth condition (or \( \Delta_2 \)-condition) for \( \Phi \):
\[ \sup_{x \geq 1} \Phi(2x)/\Phi(x) < \infty \quad \left( \iff \sup_{x \geq 1} x\Phi'_+(x)/\Phi(x) < \infty \right), \]
where \( \Phi'_+ \) is the left derivative of \( \Phi \). The conditions listed below for \( F \) guarantee that the function \( \Phi(x) := |x|F(|x|) \), as an \( N \)-function, satisfies the above conditions.

**Theorem 1.4.** Let \( F: \mathbb{R}_+ \to \mathbb{R}_+ \) satisfy the following conditions:

\begin{enumerate}
  \item \( 2F' + xF'' \geq 0 \) on \([0, \infty)\).
  \item \( F \neq 0 \) on \((0, \infty)\), \( \lim_{x \to 0} F(x) = 0 \) and \( \lim_{x \to \infty} F(x) = \infty \).
  \item \( \sup_{x \geq 1} xF'(x)/F(x) < \infty \).
\end{enumerate}

Then Theorem 1.1 is valid for the Orlicz space \( (\mathbb{B} = L^\Phi(\mu), \| \cdot \|_\mathbb{B} = \| \cdot \|_\Phi) \) with \( N \)-function \( \Phi(x) = |x|F(|x|) \):
\[ L^\Phi(\mu) = \left\{ f: \int_E \Phi(f) \, d\mu < \infty \right\}, \] \hspace{1cm} (1.15)
\[ \| f \|_\Phi = \sup \left\{ \int_E |f|g \, d\mu : \int \Phi_c(g) \, d\mu \leq 1 \right\}, \] \hspace{1cm} (1.16)
where \( \Phi_c \) is the complementary function of \( \Phi \). [If we denote by \( \varphi_c \) the inverse function of the left-derivative of \( \Phi \), then \( \Phi_c \) can be expressed as \( \Phi_c(y) = \int_0^{|y|} \varphi_c \).] Furthermore the isoperimetric constant is given by
\[ B_\Phi = \sup_{\text{compact } K} \frac{\alpha_s(K)^{-1} + \mu(K)F(\alpha_s(K))}{\text{Cap}(K)}, \] \hspace{1cm} (1.17)
where \( \alpha_s(K) \) is the minimal positive root of the equation: \( \alpha^2 F'(\alpha) = \mu(K) \).

The corresponding ergodic case of Theorem 1.4 has been treated in [1; Theorems 11 and 12].

A more particular case is that \( F = \log \). Then we have, in the ergodic case, the logarithmic Sobolev inequality
\[ \int_E f^2 \log \left[ f^2/\pi(f^2) \right] \, d\mu \leq A_{\text{Log}} D(f), \quad f \in \mathcal{D}(f) \cap C_0(E) \] \hspace{1cm} (1.18)
(due to L. Gross (1976), cf. Gross [12] and the references within). By examining the entropy carefully, using different Banach spaces (but not Orliczian) for the upper and lower bounds respectively, we obtain the following result.
Theorem 1.5. Let \((D, \mathcal{D}(D))\) be a regular, irreducible, and conservative Dirichlet form. Assume that \((H_2)-(H_5)\) hold. Then we have

\[
\frac{\log 2}{\log(1 + 2 e^2)} B_{\log}(e^2) \leq B_{\log}(1/2) \leq A_{\log} \leq 4 B_{\log}(e^2),
\]

(1.19)

where

\[
B_{\log}(\gamma) = \sup_{\text{open } O: \pi(O) \in (0, 1/2]} \frac{\mu(K)}{\text{Cap}(K)} \log \left(1 + \frac{\gamma}{\pi(K)}\right).
\]

(1.20)

One may regard Theorem 1.1–1.5 as extensions of the one-dimensional results obtained by S. G. Bobkov and F. Götze [3], Y. H. Mao [15, 16], F. Barthe and C. Roberto [2] and the author [5, 6]. However, the criteria and estimates given in the quoted papers are completely explicit, without using capacity. Even though the capacitary results in dimension one can also be made explicit, as shown in Section 4, the capacitary results here are much more involved; but this may be the price one has to pay for such a general setup (for the higher dimensions, in particular). Nevertheless, we have got the precise formula for the isoperimetric constant \(B_\log\) (or \(B_\log\)) in the general setup. Of course, it is valuable to work out more explicit expression for the constant in particular situations.

The proofs of Theorems 1.1–1.4 are presented in the next section. The proof of Theorem 1.5 and some related results are given in Section 3. In the last section, the isoperimetric constants in dimension one are computed explicitly.

2. Proofs of Theorems 1.1–1.4. The key to prove Theorem 1.0 is the following result [cf. Fukushima and Uemura [10], Theorem 2.1]:

Theorem 2.1.

\[
\int_0^\infty \text{Cap}\{x \in E: |f(x)| \geq t\}d(t^2) \leq 4D(f), \quad f \in \mathcal{D}(D) \cap C_0(E).
\]

Having Theorem 2.1 in mind, the proof of Theorem 1.0 and more generally of Theorem 1.1 is quite standard. Here we follow the proof of Theorem 3.1 in Kaimanovich [13].

Proof of Theorem 1.1. Let \(f \in \mathcal{D}(D) \cap C_0(E)\) and set \(N_t = \{|f| \geq t\}\). Since \(N_t\) is compact, by \((H_1)\), \(I_{N_t} \in \mathbb{B}\). Next, since \(|f| \leq \|f\|_{\infty} I_{\supp(f)}\), by \((H_1)\) and \((H_2)\), \(f^2 \in \mathbb{B}\). Note that

\[
\int_0^\infty I_{N_t}d(t^2) = 2 \int_0^\infty tI_{\{|f| \geq t\}}dt = 2 \int_0^{|f|} t dt = f^2 \quad \text{(co-area formula)}.
\]
By \((H_3)\), the definition of \(B_3\), and Theorem 2.1, we obtain

\[
\|f^2\|_B = \sup_{g \in \mathcal{D}} \int_E f^2 g d\mu \\
= \sup_{g \in \mathcal{D}} \int_E \left( \int_0^\infty I_{N_t} dt^2 \right) g d\mu \\
= \sup_{g \in \mathcal{D}} \int_0^\infty \int_E I_{N_t} g d\mu (t^2) \\
\leq \int_0^\infty \|I_{N_t}\|_B dt^2 \\
\leq B_3 \int_0^\infty \text{Cap}(N_t) dt^2 \\
\leq 4B_3 D(f).
\]

This implies that \(A_3 \leq 4B_3\).

Next, for every compact \(K\) and any function \(f \in \mathcal{D}(D) \cap C_0(E)\) with \(f|_K \geq 1\), by \((H_2)\) and \((H_3)\), we have

\[
\|I_K\|_B \leq \|f^2\|_B \leq A_3 D(f).
\]

Thus,

\[
\|I_K\|_B \leq A_3 \inf\{D(f) : f \in \mathcal{D}(D) \cap C_0(E), f|_K \geq 1\} = A_3 \text{Cap}(K).
\]

Taking supremum over all compact \(K\), it follows that \(B_3 \leq A_3\) and the proof is completed. \(\square\)

To prove Theorem 1.2, we need the following result.

**Lemma 2.2.** Let \((D, \mathcal{D}(D))\) be a regular and conservative Dirichlet form, \(\mu(E) < \infty\), \(f \in \mathcal{D}(D) \cap C(E)\), and \(c\) a constant. Define \(f^\pm = (f - c)^\pm\). Then we have \(D(f) \geq D(f^+) + D(f^-)\).

**Proof.** Let \(P_t(x, dy)\) be the transition probability function determined by the Dirichlet form and set \(\mu_t(dx, dy) = \mu(dx)P_t(x, dy)\). Then, by the spectral representation theorem, we have

\[
\frac{1}{2t} \int \mu_t(dx, dy)[g(y) - g(x)]^2 \uparrow D(g) \quad \text{as} \quad t \downarrow 0 \quad \text{for all} \quad g \in L^2(\mu). \tag{2.1}
\]

Next, \(\{f^+ > 0\}\) and \(\{f^- > 0\}\) are open sets on which the restricted Dirichlet forms are also regular. Moreover, since \(1 \in \mathcal{D}(D)\), we have \(f^\pm \in \mathcal{D}(D)\); and hence \(f^\pm\) belong to the corresponding restricted Dirichlet forms, respectively. Furthermore, it is easy to check the following crucial identity:

\[
|f(y) - f(x)| = |f^+(y) - f^+(x)| + |f^-(y) - f^-(x)|. \tag{2.2}
\]
Therefore

\[
D(f) = \lim_{t \downarrow 0} \frac{1}{2t} \int \mu_t(dx,dy)[f(y) - f(x)]^2
= \lim_{t \downarrow 0} \frac{1}{2t} \int \mu_t(dx,dy)[|f^+(y) - f^+(x)| + |f^-(y) - f^-(x)|]^2
\geq \lim_{t \downarrow 0} \frac{1}{2t} \int \mu_t(dx,dy)(f^+(y) - f^+(x))^2 + \\
+ \lim_{t \downarrow 0} \frac{1}{2t} \int \mu_t(dx,dy)(f^-(y) - f^-(x))^2
= D(f^+) + D(f^-). \quad \Box
\] (2.3)

Proof of Theorem 1.2. The proof below is essentially the same as in Chen and Wang [7] and Chen [4, Theorem 3.1].

For each \( \varepsilon > 0 \), choose \( f_\varepsilon \in \mathcal{D}(D) \cap C_0(\mathcal{E}) \) with \( \pi(f_\varepsilon) = 0 \) and \( \pi(f_\varepsilon^2) = 1 \) such that \( \overline{A}^{-1} + \varepsilon \geq D(f_\varepsilon) \). Next, choose \( c_\varepsilon \) such that \( \pi(f_\varepsilon < c_\varepsilon) \leq 1/2 \) and \( \pi(f_\varepsilon > c_\varepsilon) \leq 1/2 \). Set \( f_\varepsilon^+ = (f_\varepsilon - c_\varepsilon)^+ \) and \( G_\varepsilon^\pm = \{ f_\varepsilon^\pm > 0 \} \). Then \( G_\varepsilon^\pm \) are open sets and Theorem 1.1 is meaningful for the restricted Dirichlet forms on \( G_\varepsilon^\pm \). Denote by \( A(G) \) the the optimal constant \( A \) in (1.1), when the functions are restricted on \( G \). By Lemma 2.2, we obtain

\[
1 \leq 1 + c_\varepsilon^2
= \pi[(f_\varepsilon^+)^2 + (f_\varepsilon^-)^2]
\leq A(G_\varepsilon^+)D(f_\varepsilon^+) + A(G_\varepsilon^-)D(f_\varepsilon^-)
\leq [A(G_\varepsilon^+) \vee A(G_\varepsilon^-)] \left[D(f_\varepsilon^+) + D(f_\varepsilon^-)\right]
\leq [A(G_\varepsilon^+) \vee A(G_\varepsilon^-)] D(f_\varepsilon)
\leq [A(G_\varepsilon^+) \vee A(G_\varepsilon^-)] (\overline{A}^{-1} + \varepsilon)
\leq (\overline{A}^{-1} + \varepsilon) \sup_{\text{open } O: \pi(O) \in (0,1/2]} A(O).
\]

Because \( \varepsilon \) is arbitrary, we obtain a upper bound of \( \overline{A} \).

Next, for every \( f \in \mathcal{D}(D) \) with \( f|_{G^c} = 0 \) and \( \pi(f^2) = 1 \), we have

\[
\pi(f^2) - \pi(f)^2 = 1 - \pi(fI_G)^2 \geq 1 - \pi(f^2)\pi(G) = 1 - \pi(G) = \pi(G^c).
\]

Hence

\[
\overline{A} \geq \frac{\pi(f^2) - \pi(f)^2}{D(f)} \geq \frac{\pi(G^c)}{D(f)}.
\]

This implies that \( \overline{A} \geq A(G)\pi(G^c) \). By symmetry, we have

\[
\overline{A} \geq \max \{ A(E_1)\pi(E_1^c), A(E_2)\pi(E_2^c) \}.
\]
Therefore
\[ \overline{A} \geq \sup_{\text{open } E_1 \text{ and } E_2} \max \{ A(E_1) \pi(E_1^c), A(E_2) \pi(E_2^c) \} \]
\[ \geq \frac{1}{2} \sup_{\text{open } O: \pi(O) \in (0,1/2]} A(O). \]

This gives us a lower bound of \( \overline{A} \).

Finally, the assertion of Theorem 1.2 follows from Theorem 1.0. □

To prove Theorem 1.3, we need the following proposition, taken from Chen [6, Proposition 2.4].

**Proposition 2.3.** Let \((E, \mathcal{E}, \pi)\) be a probability space and \((B, \| \cdot \|_B)\) a normed linear space, satisfying \((H_5)\) and \((H_2)\), of Borel measurable functions on \((E, \mathcal{E}, \pi)\).

1. Let \(c_1\) be given by (1.9). Then
\[ \| f^2 \|_B \leq (1 + \sqrt{c_1 \| 1 \|_B})^2 \| f^2 \|_B. \]

2. Let \(c_2(G)\) be given by (1.10). If \(c_2(G) \pi(G) \| 1 \|_B < 1\), then for every \(f\) with \(f|_{G^c} = 0\), we have
\[ \| f^2 \|_B \leq \| f^2 \|_B/[1 - \sqrt{c_2(G) \pi(G) \| 1 \|_B}]^2. \]

**Proof of Theorem 1.3.** (a) Let \(f \in \mathcal{P}(D) \cap C_0(E)\). Choose \(c_f\) such that \(E_1 := \{ f > c_f \}\) and \(E_2 := \{ f < c_f \}\) satisfy \(\pi(E_1) \leq 1/2\) and \(\pi(E_2) \leq 1/2\). Then \(E_1\) and \(E_2\) are open sets. Define \(f_1 = (f - c_f)^+\) and \(f_2 = (f - c_f)^-\). By part (1) of Proposition 2.3, it follows that
\[ \| f^2 \|_B = \| f - c_f^2 \|_B \leq \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 \| (f - c_f)^2 \|_B. \]

But
\[ \| (f - c_f)^2 \|_B = \| f_1^2 + f_2^2 \|_B \leq \| f_1^2 \|_B + \| f_2^2 \|_B, \]
hence by Theorem 1.1 and Lemma 2.2, we get
\[ \| f^2 \|_B \leq \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 A_{B^1} D(f_1) + \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 A_{B^2} D(f_2) \]
\[ \leq \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 (A_{B^1} \lor A_{B^2})(D(f_1) + D(f_2)) \]
\[ \leq \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 (A_{B^1} \lor A_{B^2}) D(f). \]

This means that
\[ \overline{A}_B \leq \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 (A_{B^1} \lor A_{B^2}) \leq \left( 1 + \sqrt{c_1 \| 1 \|_B} \right)^2 \sup_{\text{open } E_1: \pi(E_1) \leq 1/2} A_{B^1}. \]
(b) Conversely, assume that (1.11) holds. Let \( f \in \mathcal{D}(D) \cap C_0(E) \), \( f|_{E^c_1} = 0 \) for some open \( E_1 \) with \( \pi(E_1) \leq 1/2 \). Then, from part (2) of Proposition 2.3 and (1.11), it follows that
\[
\|f^2\|_B \leq \left(1 - \sqrt{c_2(E_1)\pi(E_1)}\right)^2 \|\hat{f}\|_B^2 \leq \frac{\mathcal{A}_B}{(1 - \sqrt{c_2(E_1)\pi(E_1)}\|1\|_B)^2} D(f).
\]

This means that
\[
\mathcal{A}_B \geq \left(1 - \sqrt{c_2(E_1)\pi(E_1)}\right)^2 A_{B^1}.
\]

Noticing that \( \sup_{\text{open } E_1: \pi(E_1) \leq 1/2} c_2(E_1)\pi(E_1)\|1\|_B < 1 \) by assumption, we obtain
\[
\mathcal{A}_B \geq \left(1 - \sup_{\text{open } E_1: \pi(E_1) \leq 1/2} c_2(E_1)\pi(E_1)\|1\|_B\right)^2 \sup_{\text{open } E_1: \pi(E_1) \leq 1/2} A_{B^1}. \quad \Box
\]

**Proof of Theorem 1.4.** By assumptions, \( \Phi(x) = |x|F(|x|) \) is an \( N \)-function. From M. M. Rao and Z. D. Ren [20, §3.3, Theorem 13 and Proposition 14], it follows that
\[
\|I_G\| = \inf_{\alpha > 0} \frac{1}{\alpha} (1 + \mu(G)\Phi(\alpha)).
\]
The infimum on the right-hand side is achieved at \( \alpha^* \), which is the minimal root of the equation: \( \alpha^2 F'(\alpha) = \mu(G) \). Combining this with (1.5), we get (1.17). \( \Box \)

### 3. Logarithmic Sobolev inequality.

This section is devoted to the logarithmic Sobolev inequality. First, we present a result as an illustration of the application of Theorem 1.3. Then we prove the refinement Theorem 1.5.

**Theorem 3.1.** Let \( (D, \mathcal{D}(D)) \) be a regular, irreducible, and conservative Dirichlet form. Assume that \( (H_2)-(H_5) \) hold. Next, let \( \Phi(x) = |x| \log(1 + |x|) \). Then the optimal \( A_{\log} \) in (1.18) satisfies
\[
\frac{(\sqrt{2} - 1)^2}{5} B_\Phi \leq A_{\log} \leq \frac{51 \times 16}{5} B_\Phi, \tag{3.1}
\]
where
\[
B_\Phi = \sup_{\text{open } O: \pi(O) \in (0, 1/2]} \frac{M(\mu(K))}{\text{Cap}(K)}, \tag{3.2}
\]
\[
M(x) = \frac{1}{2} \left(\sqrt{1 + 4x} - 1\right) + x \log \left(1 + \frac{1 + \sqrt{1 + 4x}}{2x}\right) \sim x \log x^{-1} \quad \text{as } x \to 0.
\]

Since the proof of Theorem 3.1 is essentially known, we sketch the main steps only for the reader’s convenience.

From now on, we fix \( \Phi(x) = |x| \log(1 + |x|) \) and define \( \Psi(x) = x^2 \log(1 + x^2) \). We need an equivalent norm \( \|\cdot\|_{\Phi} \) of \( \|\cdot\|_\Phi \) as follows
\[
\|f\|_{\Phi} = \inf \left\{ \alpha > 0 : \int_E \Phi(f/\alpha)d\mu \leq 1 \right\},
\]
which is usually easier to compute. The key observation is the following result:
Lemma 3.2. For any $f$ with $f^2 \in L^4(\mu)$, we have
\[
\frac{4}{5} \| f - \pi(f) \|_{(\psi)}^2 \leq \mathcal{L}(f) \leq \frac{51}{20} \| f - \pi(f) \|_{(\psi)}^2,
\]
where $\mathcal{L}(f) = \sup_{c \in \mathbb{R}} \text{Ent}((f + c)^2)$ and $\text{Ent}(f) = \int_{\mathbb{R}} f \log(f/\| f \|_{L^1(\mu)}) \, d\mu$ for $f \geq 0$.

This result comes from Bobkov and Götze [3] and Deuschel and Stroock [8, p. 247], which go back to Rothaus [21]. An improvement of the coefficients is made in Chen [5]. Lemma 3.2 leads to the use of the Orlicz space $\mathcal{B} = L^4(\mu)$ with norm $\| \cdot \|_{(\psi)}$ and the following inequalities
\[
\| f \|_{\mathcal{B}}^2 \leq A'_B^1 D(f), \quad f \in \mathcal{D}(D) \cap C_0(E), \quad (3.3)
\]
\[
\| \bar{f} \|_{\mathcal{B}}^2 \leq \overline{A}^*_B D(f), \quad f \in \mathcal{D}(D) \cap C_0(E), \quad (3.4)
\]
as variants of (1.1) and (1.11). In parallel to Proposition 2.3, we have (cf. Chen [6, Proposition 3.4]) the following result.

Proposition 3.3. Everything in the premise is the same as in Proposition 2.3.

(1) Assume that there is a constant $c'_1$ such that $|\pi(f)| \leq c'_1 \| f \|_{\mathcal{B}}$ for all $f \in \mathcal{B}$. Then
\[
\| f \|_{\mathcal{B}} \leq (1 + c'_1 \| 1 \|_{\mathcal{B}}) \| f \|_{\mathcal{B}}.
\]

(2) Next, for a given $G \in \mathcal{E}$, let $c'_2(G)$ be a constant such that $|\pi(f I_G)| \leq c'_2(G) \| f I_G \|_{\mathcal{B}}$ for all $f \in \mathcal{B}$. If $c'_2(G) \| 1 \|_{\mathcal{B}} < 1$, then for every $f$ with $f|_{G^c} = 0$ we have
\[
\| f \|_{\mathcal{B}} \leq \| \bar{f} \|_{\mathcal{B}} /[1 - c'_2(G) \| 1 \|_{\mathcal{B}}].
\]

Denote by $A'_B^1$ the optimal constant in (3.3) when the functions are restricted to $E_i$, $i = 1, 2$. By using Proposition 3.3 and following the proof of Theorem 1.3, we obtain the following result.

Theorem 3.4. Let $(D, \mathcal{D}(D))$ be a regular, irreducible, and conservative Dirichlet form. Assume that $(H_2)$–$(H_5)$ hold and that
\[
\sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} c'_2(E_1) \| 1 \|_{\mathcal{B}} < 1.
\]

Then the optimal constants $A'_B^1$ and $\overline{A}^*_B$ in (3.3) and (3.4), respectively, obey the following relation:
\[
\left( 1 - \sup_{\text{open } E_1: \pi(E_1) \in (0,1/2]} \sqrt{c'_2(E_1) \| 1 \|_{\mathcal{B}}} \right)^2 A'_B^1 \leq \overline{A}^*_B \leq 4 \left( 1 + \sqrt{c'_1 \| 1 \|_{\mathcal{B}}} \right)^2 A'_B^1.
\]

Proof of Theorem 3.1.
(a) First, we compute the constants \(c'_1\) and \(c'_2(E_1)\) used in Theorem 3.4. Actually, this can be done in the same way as in the proof of the last theorem in Chen [5] or [6]:

\[
c'_1 = \Psi^{-1}(Z^{-1}), \quad (3.5)
\]

\[
c'_2(E_1) = \Psi^{-1}(Z_1^{-1})Z_1/Z. \quad (3.6)
\]

where \(\Psi^{-1}\) is the inverse of \(\Psi\) and \(Z = \mu(E)\), \(Z_1 = \mu(E_1)\). As an illustration, we now prove (3.6). Because of the convexity of \(\Phi\), we have for \(f_1 := fI_{E_1}\) that

\[
\|f_1\|_{(\Phi)} = \inf \left\{ \alpha > 0 : \frac{1}{Z_1} \int_{E_1} \Phi(|f|/\alpha)\,d\pi \leq \frac{1}{Z_1} \right\}
\]

\[
\geq \inf \left\{ \alpha > 0 : \Phi\left(\frac{1}{Z_1} \int_{E_1} |f|\,d\pi/\alpha \right) \leq \frac{1}{Z_1} \right\}
\]

\[
= \frac{Z \pi(|f_1|)}{Z_1 \Phi^{-1}(Z_1^{-1})}.
\]

Hence

\[
\|f_1\|_{(\Phi)}^2 = \|f_1\|_{(\Phi)}
\]

\[
\geq \frac{Z}{Z_1 \Phi^{-1}(Z_1^{-1})} \pi(f_1^2)
\]

\[
\geq \frac{Z^2}{Z_1^2 \Phi^{-1}(Z_1^{-1})} \left[ \pi(f_1) \right]^2
\]

\[
= \left[ \frac{Z \pi(f_1)}{Z_1 \Phi^{-1}(Z_1^{-1})} \right]^2.
\]

This means that one can choose \(c'_2(E_1)\) as in (3.6).

(b) Next, since \(\|1\|_{(\Phi)} = 1/\Psi^{-1}(Z^{-1})\), \(Z_1 \leq Z/2\), and \(\Psi^{-1}(x)/x\) is decreasing in \(x\), it follows that

\[
\sup_{\text{open } E_1 : \pi(E_1) \in (0,1/2]} c'_2(E_1)\|1\|_{(\Phi)} = \sup_{\text{open } E_1 : \pi(E_1) \in (0,1/2]} \frac{Z_1 \Psi^{-1}(Z_1^{-1})}{Z \Psi^{-1}(Z^{-1})}
\]

\[
\leq \frac{\Psi^{-1}(2Z^{-1})}{2 \Psi^{-1}(Z^{-1})}
\]

\[
< 1,
\]

and so the assumption of Theorem 3.4 holds.

Note that

\[
\left[ 1 - \frac{\Psi^{-1}(2Z^{-1})}{2 \Psi^{-1}(Z^{-1})} \right]^2 \geq \frac{(\sqrt{2} - 1)^2}{2}, \quad (3.7)
\]

as proved at the end of Chen [5]. The estimates in (3.1) now follow from (3.5)–(3.7) and the following comparison of the norms: \(\|f\|_{(\Phi)} \leq \|f\|_{\Phi} \leq 2\|f\|_{(\Phi)}\). □
We now turn to prove Theorem 1.5. Since the \( N \)-function \( \Phi(x) = |x| \log(1 + |x|) \) used in Theorem 3.1 is a little different from the function \( |x| \log |x| \) used in the entropy, it is natural to examine the entropy more carefully. The starting point is the classical variational formula for the entropy \( \text{Ent}(\phi) = \int_E \phi \log(\phi/\pi(\phi)) \, d\pi \):

\[
\text{Ent}(\phi) = \sup \left\{ \int_E \phi g \, d\pi : \int_E e^g \, d\pi \leq 1 \right\}, \quad \phi \geq 0. \tag{3.8}
\]

The right-hand side is very much the same as the norm defined by \((H_3)\). However, the only nonnegative function \( g \) in the constraint is zero. This leads us to consider the following upper and lower estimates, due to Barthe and Roberto \([2]\).

**Lemma 3.5.** Let \((X, \mathcal{B}, \pi)\) be a probability space, \( G \in \mathcal{B} \), and \( \phi \in \mathcal{B}_+ \) with \( \phi|_G^c = 0 \). Then we have

1. \[
\text{Ent}(\phi) + 2 \int_X \phi \, d\pi \leq \sup \left\{ \int_X \phi g \, d\pi : \int_X e^g \, d\pi \leq e^2 + 1, \ g \geq 0 \right\} = \sup \left\{ \int_G \phi g \, d\pi : \int_G e^g \, d\pi \leq e^2 + \pi(G), \ g \geq 0 \right\}, \quad \phi \geq 0.
\]

2. If moreover \( \pi(G) < 1 \), then

\[
\text{Ent}(\phi) \geq \sup \left\{ \int_G \phi g \, d\pi : \int_G e^g \, d\pi \leq 1, \ g \geq 0 \right\}, \quad \phi \geq 0.
\]

To compute the bounds in Lemma 3.5, we also need the following result \([2; \text{Lemma 6}]\).

**Lemma 3.6.** Let \((X, \mathcal{B}, \mu)\) be a finite measure space, \( C \geq \mu(X) \), and \( G \in \mathcal{B} \) with \( \mu(G) > 0 \). Then

\[
\sup \left\{ \int_X I_G h \, d\mu : \int_X e^h \, d\mu \leq C \text{ and } h \geq 0 \right\} = \mu(G) \log \left( 1 + \frac{C - \mu(X)}{\mu(G)} \right).
\]

The two parts in Lemma 3.5 are used, respectively, for the upper and lower estimates given in Theorem 1.5. In view of (3.8), part (2) of the lemma is quite close to the entropy. As will be seen below, part (1) of the lemma leads us to define a norm by \((H_3)\), using

\[
\mathcal{G} = \left\{ g \geq 0 : \int_E e^g \, d\pi \leq e^2 + 1 \right\}.
\]

It corresponds to \( \Phi_c(x) = e^{-2}(e^{|x|} - 1) \) and hence \( \Phi(x) = |x| \log |x| + |x| \) which is not an \( N \)-function, since \( \lim_{x \to 0} \Phi(x)/x = -\infty \); and is even not a Young function, since \( \Phi \not\geq 0 \). Thus, we are out of the Orlicz spaces. In contrast with Theorem 3.1, here two different norms are adopted rather than a single one.
Proof of Theorem 1.5. For convenience, we replace the finite measure \( \mu \) with the probability measure \( \pi = \mu/\mu(E) \) in this proof. This makes no change of \( A_{\text{Log}} \) in (1.18).

(a) We now consider the normed linear space \((B, \| \cdot \|_B)\), where the norm \( \| \cdot \|_B \) is defined by \((H_3)\) in terms of
\[
\mathcal{G} = \left\{ g \geq 0 : \int_E e^g d\pi \leq e^2 + 1 \right\}.
\]
Following the proof (a) of Theorem 1.3, for a given \( f \in \mathcal{D}(D) \cap C_0(E) \), let \( c_f \) be a median of \( f \) and set \( f_1 = (f - c_f)^+ \) and \( f_2 = (f - c_f)^- \). By Lemma 9 in Rothaus [21], we have
\[
\text{Ent}(f^2) \leq \inf_{c \in \mathbb{R}} \{ \text{Ent}((f - c)^2) + 2\|f - c\|^2 \}. \tag{3.9}
\]
Applying part (1) of Lemma 3.5 with \( G = E \), Theorem 1.1, and Lemma 2.2, we obtain
\[
\text{Ent}(f^2) \leq \| (f - c_f)^2 \|_B \quad \text{(by \(3.9\) and Lemma 3.5)}
\]
\[
= \| f_1^2 + f_2^2 \|_B
\]
\[
\leq \| f_1^2 \|_B + \| f_2^2 \|_B
\]
\[
\leq 4B_{B^1} D(f_1) + 4B_{B^2} D(f_2) \quad \text{(by Theorem 1.1)}
\]
\[
\leq 4(B_{B^1} \vee B_{B^2})(D(f_1) + D(f_2))
\]
\[
\leq 4(B_{B^1} \vee B_{B^2}) D(f) \quad \text{(by Lemma 2.2)},
\]
where \( B_{B^i} \) is given by Theorem 1.1. More precisely, by part (1) of Lemma 3.5 with \( G = E_i \), we have \( \| f_i \|_B = \| f_i \|_{B^i} \) with respect to the class
\[
\mathcal{G}^i = \left\{ g \geq 0 : \int_{E_i} e^g d\pi \leq e^2 + \frac{1}{2} \right\}
\]
of functions on \( E_i := \{ f_i > 0 \}, i = 1, 2 \). We have thus proved that
\[
A_{\text{Log}} \leq 4(B_{B^1} \vee B_{B^2}). \tag{3.10}
\]
By Lemma 3.6, we have
\[
\| I_K \|_{B^i} = \pi(K) \log \left( 1 + \frac{e^2 + 1/2 - 1/2}{\pi(K)} \right) = \pi(K) \log \left( 1 + \frac{e^2}{\pi(K)} \right).
\]
Combining this with (3.10), (1.5), and (1.20), we obtain \( A_{\text{Log}} \leq 4 B_{\text{Log}}(e^2) \).

(b) To prove the lower bound, assume (1.18). Let \( E_1 \) be open with \( \pi(E_1) \leq 1/2 \) and let \( f \in \mathcal{D}(D) \cap C_0(E) \) with \( f|_{E_1} = 0 \). Then by part (2) of Lemma 3.5,
\[
\text{Ent}(f^2) \geq \sup \left\{ \int_{E_1} f^2 g d\pi : \int_{E_1} e^g d\pi \leq 1, g \geq 0 \right\}.
\]
The right-hand side is the norm of $f$, denoted by $\|f\|_{B^1}$, with respect to a new class $\mathcal{G}^1 = \{ g \geq 0 : \int_{E_1} e^g d\pi \leq 1 \}$ of functions on $E_1$. To compute this norm, we use Lemma 3.6 again,

$$
\|I_K\|_{B^1} = \sup_{g \in \mathcal{G}^1} \int_{E_1} I_K g d\pi = \pi(K) \log \left( 1 + \frac{1 - \pi(E_1)}{\pi(K)} \right) \geq \pi(K) \log \left( 1 + \frac{1}{2\pi(K)} \right), \quad K \subset E_1.
$$

Combining this estimate with (1.18) and applying Theorem 1.1 to $(B^1, \|\cdot\|_{B^1}, \mu^1)$, we obtain $A_{\log} \geq B_{\log}(1/2)$ as required.

The factor $\log 2/\log(1 + e^2)$ in the lower estimate of the theorem is due to the fact that $\log(1 + e^2/x) \leq \log 2 < 4$ as $x \uparrow 1/2$. \qed

4. Computation of isoperimetric constant in dimension one.

It is known that in general, the optimal constant $A$ in (1.1) is not explicitly computable even in dimension one. However, the next two results show that the isoperimetric constant $B$ in (1.2) in dimension one is computable and coincides with the Muckenhoupt-type bound (cf., [18], [4]).

**Corollary 4.1.** Consider an ergodic birth–death process with birth rates $b_i$ ($i \geq 0$) and death rates $a_i$ ($i \geq 1$). Define

$$
\mu_0 = 1, \quad \mu_n = \frac{b_0 b_1 \cdots b_{n-1}}{a_1 a_2 \cdots a_n}, \quad n \geq 1.
$$

Then the isoperimetric constant $B_{\mathbb{B}}$ in (1.5) with Dirichlet boundary at 0 can be expressed as follows:

$$
B_{\mathbb{B}} = \sup_{n \geq 1} \|I_{[n, \infty]}\|_{\mathbb{B}} \sum_{i=0}^{n-1} \frac{1}{\mu_i b_i}.
$$

**Proof.** (a) We show that in the definition of $\text{Cap}(K)$, one can replace “$f|_K \geq 1$” by “$f|_K = 1$”.

Because $1 \in \mathcal{D}(D)$, we have $f \wedge 1 \in \mathcal{D}(D) \cap C_0(E)$ if so is $f$. Then the assertion follows from $D(f) \supseteq D(f \wedge 1)$.

(b) Next, let $K_i$ ($i = 1, 2, \ldots, k$) be disjoint intervals with natural order. Set $K = [\min K_1, \max K_k]$, where $\min K = \min \{ i : i \in K \}$ and $\max K = \max \{ i : i \in K \}$. We show that

$$
\frac{\|I_K\|_{\mathbb{B}}}{\text{Cap}(K)} \geq \frac{\|I_{K_1 + \cdots + K_k}\|_{\mathbb{B}}}{\text{Cap}(K_1 + \cdots + K_k)}.
$$

In other words, the ratio for a disconnected compact set is less than or equal to that of the corresponding connected one. For $f$ with $f|_{K_1 + \cdots + K_k} = 1$, the
restriction of \( f \) to the intervals \([\max K_{i}, \min K_{i+1}]\) may not be a constant. Thus, if we define \( \tilde{f} = f \) on \( K' \) and \( f|_{K} = 1 \), then \( D(\tilde{f}) \leq D(f) \), due to the character of birth–death processes. This means that \( \text{Cap}(K) \leq \text{Cap}(K_{1} + \cdots + K_{k}) \). In fact, equality holds, because for \( f \) with \( f|_{K} = 1 \), we must have \( f|_{K_{1} + \cdots + K_{k}} = 1 \) and so the inverse inequality is trivial. Since \( K \supset K_{1} + \cdots + K_{k} \) and \((H_{3})\), we have \( \|f\|_{K} \geq \|f|_{K_{1} + \cdots + K_{k}}\|_{K} \). This proves the required assertion.

(c) Because of \((b)\), to compute the isoperimetric constant, it suffices to consider the compact sets having the form \( K = \{n, n+1, \ldots, m\} \) for \( m \geq n \geq 1 \). We now fix such a compact set \( K \) and compute \( \text{Cap}(K) \).

Given \( f \) with \( f|_{K} = 1 \) and \( \text{supp}(f) = \{1, \ldots, N\} \), \( N \geq m \), we have

\[
D(f) = \sum_{i=0}^{n-1} \mu_{i}b_{i}(f_{i+1} - f_{i})^{2} + \sum_{i=m}^{N} \mu_{i}b_{i}(f_{i+1} - f_{i})^{2},
\]

(4.1)

where \( f_{0} = 0 \) and \( f_{N+1} = 0 \). Then

\[
\frac{\partial D}{\partial f_{j}} = -2\mu_{j}b_{j}(f_{j+1} - f_{j}) + 2\mu_{j-1}b_{j-1}(f_{j} - f_{j-1})
\]

\[
= -2\mu_{j}b_{j}v_{j} + 2\mu_{j-1}b_{j-1}v_{j-1}, \quad 1 \leq j \leq n-1 \quad \text{or} \quad m+1 \leq j \leq N,
\]

where \( v_{i} = f_{i+1} - f_{i} \). The condition \( \partial D / \partial f_{j} = 0 \) gives us

\[
v_{j} = \frac{\mu_{j-1}b_{j-1}}{\mu_{j}b_{j}}v_{j-1}, \quad 1 \leq j \leq n-1 \quad \text{or} \quad m+1 \leq j \leq N.
\]

Hence

\[
v_{j} = \frac{\mu_{0}b_{0}v_{0}}{\mu_{j}b_{j}}, \quad 0 \leq j \leq n-1, \quad \text{and} \quad v_{j} = \frac{\mu_{m}b_{m}v_{m}}{\mu_{j}b_{j}}, \quad m \leq j \leq N.
\]

(4.2)

Therefore

\[
f_{j} = \sum_{i=0}^{j-1} v_{i} = \mu_{0}b_{0}v_{0} \sum_{i=0}^{j-1} \frac{1}{\mu_{i}b_{i}}, \quad 0 \leq j \leq n,
\]

\[
f_{j} = \sum_{i=m}^{j-1} v_{i} + 1 = \mu_{m}b_{m}v_{m} \sum_{i=m}^{j-1} \frac{1}{\mu_{i}b_{i}} + 1, \quad m \leq j \leq N.
\]

On the other hand, since \( f_{n} = 1 \) and \( v_{N} = f_{N+1} - f_{N} = -f_{N} \), we get

\[
1 = \mu_{0}b_{0}v_{0} \sum_{i=0}^{n-1} \frac{1}{\mu_{i}b_{i}}, \quad \mu_{m}b_{m}v_{m} = \frac{\mu_{m}b_{m}v_{m}}{\mu_{N}b_{N}} = -\mu_{m}b_{m}v_{m} \sum_{i=m}^{N-1} \frac{1}{\mu_{i}b_{i}} - 1.
\]

Then

\[
\mu_{0}b_{0}v_{0} = \left( \sum_{i=0}^{n-1} \frac{1}{\mu_{i}b_{i}} \right)^{-1}, \quad \mu_{m}b_{m}v_{m} = -\left( \sum_{i=m}^{N-1} \frac{1}{\mu_{i}b_{i}} \right)^{-1}.
\]

(4.3)
Inserting (4.2) and (4.3) into (4.1), we obtain
\[
D(f) = \sum_{i=0}^{n-1} \mu_i b_i v_i^2 + \sum_{i=m}^{N} \mu_i b_i v_i^2
\]
\[
= (\mu_0 b_0 v_0)^2 \sum_{i=0}^{n-1} \frac{1}{\mu_i b_i} + (\mu_m b_m v_m)^2 \sum_{i=m}^{N} \frac{1}{\mu_i b_i}
\]
\[
= \left( \sum_{i=0}^{n-1} \frac{1}{\mu_i b_i} \right)^{-1} + \left( \sum_{i=m}^{N} \frac{1}{\mu_i b_i} \right)^{-1}.
\]
Since the process is recurrent, \(\sum_{i=m}^{\infty} 1/\mu_i b_i = \infty\), we have
\[
\text{Cap}(K) = \inf \{D(f), f_0 = 0, f \text{ has finite support}, f|_{K} \geq 1 \} = \left( \sum_{i=0}^{n-1} \frac{1}{\mu_i b_i} \right)^{-1},
\]
which is independent of \(m\). Therefore
\[
B_{\mathbb{R}} = \sup_{K} \frac{\|I_K\|_{\mathbb{R}}}{\text{Cap}(K)} = \sup_{1 \leq n \leq m} \frac{\|I_{[n,m]}\|_{\mathbb{R}}}{\text{Cap}([n,m])} = \sup_{n \geq 1} \frac{\|I_{[n,\infty]}\|_{\mathbb{R}}}{\sum_{i=0}^{n-1} \frac{1}{\mu_i b_i}}
\]
as required. \(\square\)

We remark that once we know the solution \(f\) that minimizes \(D(f)\), the proof (c) above can be done in a different way as illustrated in the next proof.

**Corollary 4.2.** Consider an ergodic diffusion on \((0, \infty)\) with operator
\[
L = a(x) d^2/dx^2 + b(x) d/dx
\]
and reflecting boundary. Suppose that the corresponding Dirichlet form \((D, \mathcal{D}(E))\) is regular, having the core \(C_d[0, \infty)\): the set of all continuous functions with piecewise continuous derivatives and having compact support. Define \(C(x) = \int_0^x b/a\) for \(x > 0\). Then for Dirichlet boundary at 0, we have
\[
B_{\mathbb{R}} = \sup_{x > 0} \|I_{[x,\infty]}\|_{\mathbb{R}} \int_0^x e^{-C}.
\]

**Proof.** In view of (b) in the above proof, to compute the isoperimetric constant, we need only consider the compact \(K = [n, m]\), \(m > n, m, n \in \mathbb{R}_+\). Define
\[
g(x) = \begin{cases} 
\int_0^x e^{-C} / \int_0^n e^{-C}, & \text{if } 0 \leq x \leq n, \\
1, & \text{if } n \leq x \leq m, \\
1 - \int_m^x e^{-C} / \int_m^N e^{-C}, & \text{if } x \geq m.
\end{cases}
\]
We now show that \(\text{Cap}(K)\) can be computed in terms of \(g \in C_d[0, \infty)\). Note that
\[
\text{Cap}(K) = \inf \{D(f) : f \in C_d[0, \infty) : f|_K = 1 \}.
\]
Next, let \( f_1 \in C_d[0,n] \) with \( f_1(0) = f_1(n) = 0 \), \( f_2 \in C_d[m,N] \) with \( f_2(m) = f_2(N) = 0 \), and study the following variational problem with respect to \( \varepsilon_1 \) and \( \varepsilon_2 \):

\[
H(\varepsilon_1, \varepsilon_2) = \int_0^n (g' + \varepsilon_1 f_1')^2 e^C + \int_m^N (g' + \varepsilon_2 f_2')^2 e^C.
\]

If necessary, one may regard \( \int_0^n \) as \( \int_0^\infty \) and similarly for \( \int_m^N \). Without loss of generality, assume that \( f_1' \neq 0 \). Otherwise, we can set \( \varepsilon_k = 0 \). Clearly, \( H \) should have a minimum in a bounded region. From \( \partial H/\partial \varepsilon_k = 0 \), it follows that

\[
\varepsilon_1 = -\frac{\int_0^n f_1 f_1' e^C}{\int_0^n f_1^2 e^C} = -\frac{\int_0^n f_1}{(\int_0^n f_1^2 e^C)(\int_0^n e^{-C})} = -\frac{f_1(n) - f_1(0)}{(\int_0^n f_1^2 e^C)(\int_0^n e^{-C})} = 0,
\]

\[
\varepsilon_2 = -\frac{\int_m^N f_2 f_2' e^C}{\int_m^N f_2^2 e^C} = -\frac{\int_m^N f_2}{(\int_m^N f_2^2 e^C)(\int_m^N e^{-C})} = -\frac{f_2(N) - f_2(m)}{(\int_m^N f_2^2 e^C)(\int_m^N e^{-C})} = 0.
\]

More precisely, if \( f' \) is discontinuous at \( n_1, \ldots, n_k \), then

\[
\int_0^n f' = \int_0^{n_1} f' + \cdots + \int_{n_k}^n f' = (f(n_1) - f(0)) + \cdots + (f(n) - f(n_k)) = f(n) - f(0) = 0,
\]

since \( f \) is continuous. Thus, \( H(\varepsilon_1, \varepsilon_2) \) attains its minimum

\[
D(g) = \left( \int_0^n e^{-C} \right)^{-1} + \left( \int_m^N e^{-C} \right)^{-1}
\]

at \( \varepsilon_1 = \varepsilon_2 = 0 \). Moreover, due to the recurrence, we have \( \int_m^\infty e^{-C} = \infty \). Collecting these facts, we obtain \( \text{Cap}(K) = \left( \int_0^n e^{-C} \right)^{-1} \). The assertion now follows immediately. \( \square \)

Because of the linear order in the real line, it is easy to write down the explicit estimates of the logarithmic Sobolev constant \( A_{\text{Log}} \), in terms of Theorem 1.5 and Corollaries 4.1 and 4.2.

**Corollary 4.3.** For ergodic birth–death processes, let \( m \) satisfy

\[
\pi(0,m) := \sum_{j=0}^{m-1} \frac{\mu_j}{Z} \leq 1/2 \quad \text{and} \quad \pi(m,\infty) := \sum_{j=m+1}^{\infty} \frac{\mu_j}{Z} \leq 1/2,
\]

where \( Z = \sum_{k=0}^{\infty} \mu_k \). Then we have

\[
\frac{\log 2}{\log(1 + 2e^2)} B_{\text{Log}}(e^2) \leq B_{\text{Log}}(1/2) \leq A_{\text{Log}} \leq 4 B_{\text{Log}}(e^2),
\]

where \( B_{\text{Log}}(\gamma) = B_+(\gamma) \vee B_-(\gamma) \) and

\[
B_+(\gamma) = \sup_{n,m} \frac{\mu[n,\infty]}{\pi[n,\infty]} \log \left( 1 + \frac{\gamma}{\pi[n,\infty]} \right) \sum_{j=m}^{n} \frac{1}{\mu_j b_j},
\]

\[
B_-(\gamma) = \sup_{0 \leq n < m} \frac{\mu[0,n]}{\pi[0,n]} \log \left( 1 + \frac{\gamma}{\pi[0,n]} \right) \sum_{j=n}^{m-1} \frac{1}{\mu_j b_j}.
\]
Proof. Here we prove the upper estimate only since the proof for the lower estimate is similar. Set $E_1 = \{m+1, m+2, \ldots\}$ and $E_2 = \{0, \ldots, m-1\}$. Following the proof (a) of Theorem 1.5, we obtain (3.10) with respect to $E_1$ and $E_2$. Applying Corollary 4.1 to each $E_i$, we get $B_{\pm}(e^2)$. We remark that in the application of Corollary 4.1 to $E_1$, the Dirichlet boundary is setting at $m$ rather than at 0. In other words, we need to consider the inverse order on $E_1$.

For one-dimensional diffusion, a similar result of Corollary 4.3 was obtained by Barthe and Roberto [2].

**Corollary 4.4.** Let $\mu$ and $\nu$ be Borel measures on $\mathbb{R}$ with $\mu(\mathbb{R}) < \infty$ and denote by $h$ the derivative of the absolutely continuous part of $\nu$ with respect to the Lebesgue measure. Next, set $\pi = \mu/\mu(\mathbb{R})$ and let $m$ be the median of $\pi$. Then the optimal constant $A_{\log}$ in the inequality

$$
\int_{\mathbb{R}} f^2 \log \left( \frac{f^2}{\pi(f^2)} \right) d\mu \leq A_{\log} \int_{\mathbb{R}} f'^2 d\nu, \quad f \in C_d(\mathbb{R}),
$$

(cf. Corollary 4.2 for definition of $C_d(\mathbb{R})$) satisfies

$$
\frac{\log 2}{\log(1+2e^2)} B_{\log}(e^2) \leq B_{\log}(1/2) \leq A_{\log} \leq 4 B_{\log}(e^2),
$$

with $B_{\log}(\gamma) = B_+(\gamma) \lor B_-(\gamma)$, where

$$
B_+(\gamma) = \sup_{x>m} \mu[x, \infty) \log \left( 1 + \frac{\gamma}{\pi[x, \infty)} \right) \int_{x}^{\infty} 1 \frac{1}{h},
$$

$$
B_-(\gamma) = \sup_{x<m} \mu(-\infty, x] \log \left( 1 + \frac{\gamma}{\pi(-\infty, x]} \right) \int_{-\infty}^{x} 1 \frac{1}{h}.
$$

Actually, Corollaries 4.3 and 4.4 can be further improved by using the variational formulas presented in Chen [5, 6].
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The exponential convergence rate in entropy is studied for symmetric forms, with a special attention to the Markov chain with a state space having two point only. Some upper and lower bounds of the rate are obtained and five examples with precise or qualitatively exact estimates are presented.
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1 Introduction

Let \((E, \mathcal{E}, \pi)\) be a probability space satisfying \(\{(x, x) : x \in E\} \in \mathcal{E} \times \mathcal{E}\). Denote by \(L^2(\pi)\) the usual real \(L^2\)-space with norm \(\| \cdot \|\). Consider a symmetric form \((D, \mathcal{D}(D))\) (not necessarily a Dirichlet form) on \(L^2(\pi)\):

\[
D(f) = \frac{1}{2} \int_{E \times E} J(dx, dy) [f(y) - f(x)]^2,
\]

\[
\mathcal{D}(D) = \{ f \in L^2(\pi) : D(f) < \infty \},
\]

where \(J \geq 0\) is a symmetric measure, having no charge on the diagonal set \(\{(x, x) : x \in E\}\). A typical example is as follows. For a nonnegative kernel \(q(x, dy)\) satisfying \(q(x, E \setminus \{x\}) < \infty\) for all \(x \in E\), reversible with respect to \(\pi\) (i.e., \(\pi(dx)q(x, dy) = \pi(dy)q(y, dx)\)), we simply take

\[
J(dx, dy) = \pi(dx)q(x, dy).
\]

More especially, for a \(Q\)-matrix \((q_{ij} : i, j \in E)\), reversible with respect to \((\pi_i > 0)\) (i.e., \(\pi_i q_{ij} = \pi_j q_{ji}\) for all \(i, j\)), we take \(J_{ij} = \pi_i q_{ij} (j \neq i)\) as the density of the symmetric measure \(J(dx, dy)\) with respect to the counting measure.
The exponential convergence rate we are interested in is defined as follows:

\[
\alpha_1 = \inf \left\{ \frac{D(f, \log f)}{2 \text{Ent}(f)} : f \geq 0, \ 0 < \text{Ent}(f) < \infty \right\},
\]

(2)

where

\[
\text{Ent}(f) = \pi \left( f \log \frac{f}{\pi(f)} \right), \quad \pi(f) = \int f d\pi.
\]

Instead of \( \alpha_1 \), sometimes we write \( \alpha_1(Q) \) if \( J \) is determined by a \( Q \)-matrix. In particular, when \( E = \{0, 1\} \) and

\[
Q = \begin{pmatrix} -\theta & \theta \\ 1 - \theta & \theta - 1 \end{pmatrix}, \quad \theta \in (0, 1),
\]

(3)

we have

\[
\pi_0 = 1 - \theta, \quad \pi_1 = \theta, \quad J_{01} = J_{10} = \theta(1 - \theta).
\]

Then we write \( \alpha_1(\theta) \) rather than \( \alpha_1(Q) \) throughout this paper. Clearly, we have \( \alpha_1(\theta) = \alpha_1(1 - \theta) \). Even for this simplest situation, the precise value of \( \alpha_1(\theta) \) is still unknown and non-trivial. We will come back to this case later.

It is well known that entropy plays a crucial role in many fields such as physics and information theory. The importance of the constant \( \alpha_1 \) is due to the fact that it describes the convergence rate of the semigroup \( \{P_t\}_{t \geq 0} \) determined by the symmetric form \( (D, D(f)) \):

\[
\text{Ent}(P_t f) \leq \text{Ent}(f) e^{-2\alpha_1 t}, \quad t \geq 0, \ f \geq 0
\]

(4)

(cf. [17; Theorem 1.1]).

Up to now, our knowledge about \( \alpha_1 \) is still quite limited. To state a general result, we need two related constants: the spectral gap (or the first non-trivial eigenvalue) \( \lambda_1 \) and the logarithmic Sobolev constant \( \sigma \) defined as follows:

\[
\lambda_1 = \inf \left\{ \frac{D(f)}{\text{Var}(f)} : f \in L^2(\pi), f \neq \text{const} \right\},
\]

(5)

\[
\sigma = \inf \left\{ \frac{2D(f)}{\text{Ent}(f^2)} : f \geq 0, \ 0 < \text{Ent}(f^2) < \infty \right\},
\]

(6)

where \( \text{Var}(f) \) is the variation of \( f \) with respect to \( \pi \):

\[
\text{Var}(f) = \pi(f^2) - \pi(f)^2.
\]

The main known result proved in [17; Theorem 1.2] says that

\[
\sigma \leq \alpha_1 \leq \lambda_1.
\]

(7)

This provides us some sharp results whenever \( \sigma = \lambda_1 \), refer to [1]. In the context of diffusions, it is known that \( \sigma = \alpha_1 \), so we need only to consider the
jump type of symmetric forms defined by (1). In the simplest case of (3), it is known that
\[ \lambda_1 = 1, \quad \sigma = \frac{2(1 - 2\theta)}{\log(\theta^{-1} - 1)}. \]
(8)
The first result in (8) is easy but the second one is not so, for which there are several different proofs, refer to [12], [2], [6] and [1]. We will discuss them again in §5.2. For \(\alpha_1\), no precise result is known but the following estimate
\[ \frac{1}{2} \left( \sqrt{\theta} + \sqrt{1 - \theta} \right)^2 \leq \alpha_1 \leq \lambda_1 \]
given in [14; Proposition 3.1]. Our first goal is to improve (9)(cf. Lemma 5.4 in §5).

**Theorem 1.1** For \(\alpha_1(\theta), \theta \in [0, 1/2]\), we have
\[ \frac{1}{2} \left[ 1 + \left( \frac{\theta(1 - \theta)}{2} \right)^{1/3} + \frac{1 - 2\theta}{\log(\theta^{-1} - 1)} \right] \leq \alpha_1 \leq \frac{1}{2} \left[ 1 + \frac{2(1 - 2\theta)}{\log(\theta^{-1} - 1)} \right]. \]
(10)
It is interesting to note that the upper bound in (10) is simply the mean of \(\lambda_1\) and \(\sigma\), and for the lower bound, a half of \(\sigma\) is replaced by \((\theta(1 - \theta)/2)^{1/3}\). We are happy for such simple and explicit formulas. Moreover, the sign of the equalities hold if and only if at the end points \(\theta = 0\) and \(1/2\). A numerical computation shows that the error for the upper bound is \(\leq 0.0262\) and the one for the lower bounds is \(\leq 0.01\).

As applications of Theorem 1.1, we have the following two results.

**Theorem 1.2** For the symmetric form given in (1), we have the following upper estimates.

1. The exponential convergence rate \(\alpha_1\) in entropy is bounded from above by
\[ \inf_{A: \pi(A) \in (0, 1/2]} \alpha_1(\pi(A)) J(A \times A^c) \]
\[ \leq \inf_{A: \pi(A) \in (0, 1/2]} \left[ \frac{1}{2} + \frac{\pi(A^c) - \pi(A)}{\log(\pi(A^c)/\pi(A))} \right] J(A \times A^c). \]

2. The logarithmic Sobolev constant \(\sigma\) is bounded from above by
\[ 2 \inf_{A: \pi(A) \in (0, 1/2]} \frac{(\pi(A^c) - \pi(A)) J(A \times A^c)}{\pi(A) \pi(A^c) \log(\pi(A^c)/\pi(A))}. \]

All of the formulas are symmetric in \(A\) and \(A^c\). Hence one may replace \(\inf_{A: \pi(A) \in (0, 1/2]}\) with \(\inf_{A: \pi(A) \in [1/2, 1]}\) or \(\inf_{A: \pi(A) \in (0, 1)}\).
Theorem 1.3 Let \((\pi_i)\) be a positive probability measure on a finite set \(E\). Suppose that a reversible \(Q\)-matrix \((q_{ij})\) satisfies
\[
c_* := \min_{i,j: i \neq j} q_{ij}/\pi_j > 0.
\]
Then we have
\[
\alpha_1(Q) \geq c_* \alpha_1(\pi_*) \geq c_* \left[ 1 + \left( \frac{\pi_*(1 - \pi_*)}{2} \right)^{1/3} + \frac{1 - 2\pi_*}{\log(1/\pi_* - 1)} \right],
\]
where \(\pi_* = \min_i \pi_i\). The sign of the first equality holds provided \(q_{ij} = \pi_j\) for all \(i \neq j\). Similarly, we have
\[
\alpha_1(Q) \leq c^* \alpha_1(\pi_*) \leq c^* \left[ 1 + \frac{2(1 - 2\pi_*)}{\log(1/\pi_* - 1)} \right],
\]
where
\[
c^* := \max_{i,j: i \neq j} q_{ij}/\pi_j.
\]
Part (2) of Theorem 1.2 improves the upper bound
\[
2 \inf_{A: \pi(A) \in (0,1) \setminus \pi(A) \log \pi(A)} J(A \times A^c)
\]
given in [8; Theorem 1.1]. To see this, first note that
\[
(1 - x) \log \frac{1}{1 - x} \geq x \log \frac{1}{x}, \quad x \in [1/2, 1],
\]
Hence
\[
\inf_{A: \pi(A) \in (0,1) \setminus \pi(A) \log \pi(A)} \frac{J(A \times A^c)}{\pi(A) \log \pi(A)} = \inf_{A: \pi(A) \in (0,1/2) \setminus \pi(A) \log \pi(A)} \frac{J(A \times A^c)}{\pi(A) \log \pi(A)}.
\]
Next note that
\[
\frac{1 - 2x}{x(1 - x) \log(1/x - 1)} \leq \frac{1}{x \log(1/x)} \quad x \in [0, 1/2].
\]
From these facts we obtain the required assertion.

The proofs of Theorems 1.2 and 1.3 are given in §2 and §4, respectively. In §3, we study the upper estimate by a different approach (Theorem 3.1). To illustrate the power of the above results, five examples are treated successively in §2-§3 and are summarized as follows.

Proposition 1.4 Five models for the first non-trivial eigenvalue \(\lambda_1\), the exponential convergence rate \(\alpha_1\) in entropy, and the logarithmic Sobolev constant \(\sigma\) are given in the Table 1. The results for the first two models are precise, for the third one is approximately sharp, and for the last two models are qualitatively exact. Except the first one, the others are all birth–death processes with \(Q\)-matrix:
\[
q_{i,i+1} = b_i (i \geq 0), \quad q_{i,i-1} = a_i (i \geq 1), \quad q_{ij} = 0 (j \neq i, i \pm 1).
\]
The proof of Theorem 1.1 is much more technical and so is delayed to §5.3. Actually, the proof for the lower estimate is computer aided. In §5.3, a general result for the state space with two points is also studied. The monotonicity of $\alpha_1(\theta)$ in $\theta$ is proved in §5.1. In §5.2, we discuss the related eigenequations and the difficulty of our problem.

For the background of the study on these topics and much more related results, refer to [10].

2 Explicit estimate for the upper bound

The upper bounds given in Theorem 1.2 depend only on the probability measure $\pi$ and the symmetric measure $J$, and so are said to be “explicit”.

In this section, we first present some applications of Theorem 1.2, its proof is given at the end of this section.

Corollary 2.1 Let $J$ be $L^1$-bounded, i.e. there exists an $M < \infty$ such that $J(A \times E) \leq M\pi(A)$ for all $A \in \mathcal{E}$. Suppose that $E$ is an infinite set. Then $\sigma = 0$.

**Proof.** The proof is quite easy. Since

$$J(A \times A^c) \leq J(A, E) \leq M\pi(A),$$
by part (2) of Theorem 1.2, we have
\[ \sigma \leq 2M \lim_{\pi(A) \to 0} \frac{1}{\pi(A) \log \left( \frac{\pi(A^c)}{\pi(A)} \right)} = 0. \]

The similar result is not true for \( \alpha_1 \) as shown by the following example.

**Example 2.2** Let \( E \) be countable but infinite. Given a probability measure \( (\pi_i : i \in E) \), let \( J_{ij} = \pi_i \pi_j \) for all \( i \neq j \). Then \( \lambda_1 = 1, \sigma = 0 \) but \( \alpha_1 = 1/2 \). Thus, the upper bound given by Theorem 1.2 is sharp for this model.

**Proof.** This is a basic example for which \( \lambda = 1, \sigma = 0 \), and the process is even strongly ergodic proved in [9; Example 6] and [8; Example 1.2]. Clearly, by Corollary 2.1, we also get \( \sigma = 0 \). By [14; Example 1.2], we have \( \alpha_1 = 1/2 \). Therefore we need only to prove the last assertion. First we have
\[ J(A \times A^c) = \sum_{i \in A} \sum_{j \notin A} \pi_i \pi_j = \pi(A) \pi(A^c). \]

Next, when \( x \uparrow 1/2 \),
\[ h(x) := \frac{1 - 2x}{\log(1/x - 1)} \uparrow \frac{1}{2} \quad (11) \]
and \( h(0) = 0 \). Thus, by part (1) of Theorem 1.2, it follows that
\[ \alpha_1 \leq \inf_{\pi(A) \in (0,1/2]} \left[ \frac{1}{2} + \frac{\pi(A^c) - \pi(A)}{\log \left( \frac{\pi(A^c)}{\pi(A)} \right)} \right] = \lim_{\pi(A) \to 0} \left[ \frac{1}{2} + h(\pi(A)) \right] = \frac{1}{2}. \]

In what follows we apply Theorem 1.2 to birth–death processes. Denote by \( b_i (i \geq 0) \), and \( a_i (i \geq 1) \) the birth rates and death rates, respectively. Let
\[ \mu_0 = 1, \quad \mu_i = \frac{b_0 \cdots b_{i-1}}{a_1 \cdots a_i}, \quad i \geq 1. \]

Suppose that the process is non-explosive and ergodic:
\[ \sum_{k=0}^{\infty} \frac{1}{b_k \mu_k} \sum_{i=0}^{k} \mu_i = \infty, \quad Z := \sum_{i} \mu_i < \infty. \]

Then we have the stationary distribution \( \pi_i = \mu_i / Z, i \geq 0 \). Set
\[ \mu[m,n] = \sum_{i=m}^{n} \mu_i. \]

When \( A = \{0, 1, \ldots, n\} \) or \( \{n+1, n+2, \ldots\} \), we have \( J(A \times A^c) = \pi_n b_n \). By part (1) of Theorem 1.2, we obtain immediately the following result.
Corollary 2.3 For birth–death processes, we have
\[
\alpha_1 \leq \inf_{n \geq 1} \left[ \frac{1}{2} + \frac{1 - 2\mu[n, \infty)/Z}{\log((Z/\mu[n, \infty)) - 1)} \right] \frac{\mu_{n-1} b_{n-1}}{(1 - (\mu[n, \infty)/Z)) \mu[n, \infty]}.
\]

Example 2.4 Let \( b_i \equiv b \) and \( a_i = i \). Then \( \lambda_1 = 1, \sigma = 0 \) and \( \alpha_1 = 1/2 \). Corollary 2.3 gives us
\[
\alpha_1 \leq \left[ \frac{1}{2} + \frac{1 - 2e^{-b}}{\log(e^b - 1)} \right] \frac{b}{1 - e^{-b}} \to \frac{1}{2} \text{ if } b \to 0.
\]
Thus Corollary 2.3 and part (1) of Theorem 1.2 are approximately sharp for small \( b \).

Proof. For this example, it is an earlier result that \( \lambda_1 = 1 \) proved in [3]. See also [4; Example 9.27]. By [7; Corollary 2.4], we have \( \sigma = 0 \). This can also be checked by using the criterion for logarithmic Sobolev inequality (see for instance [10; Theorem 1.10]). Next, it was proved in [14; Example 1.3] that \( \alpha_1 = 1/2 \). Thus, we need only to prove the last assertion. Note that
\[
\mu_i = \frac{b_i}{i!}, \quad Z = e^b.
\]
By Corollary 2.3, we have
\[
\alpha_1 \leq \left[ \frac{1}{2} + \frac{1 - 2\mu[1, \infty)/Z}{\log((Z/\mu[1, \infty)) - 1)} \right] \frac{\mu_0 b_0}{(1 - (\mu[1, \infty)/Z)) \mu[1, \infty]}.
\]
The assertion now follows by a simple computation. \( \square \)

Remark 2.5 By (11), it follows that
\[
\frac{J(A \times A^c)}{2\pi(A)\pi(A^c)} \leq \left[ \frac{1}{2} + \frac{\pi(A^c) - \pi(A)}{\log(\pi(A^c)/\pi(A))} \right] \frac{J(A \times A^c)}{\pi(A)\pi(A^c)} \leq \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}, \quad (12)
\]
Thus, the upper bound in part (1) of Theorem 1.2 vanishes if and only if
\[
\inf_{A: \pi(A) \in (0, 1/2]} \frac{J(A \times A^c)}{\pi(A)\pi(A^c)} = 0.
\]
If so, by [13] or [11], we have \( \lambda_1 = 0 \) and hence \( \alpha_1 = 0, \sigma = 0 \). Therefore, from the qualitative point of view, the upper bounds given in Theorem 1.2 is rough. This is natural since we have used only the information from “two points”. However, as shown by the above two examples, the upper estimates are still meaningful for the quantitative estimation. Similar to “\( \sigma \leq \alpha_1 \leq \lambda_1 \)”, our upper estimates for these constants also obey the following relation
\[
\frac{2(\pi(A^c) - \pi(A))J(A \times A^c)}{\pi(A)\pi(A^c) \log(\pi(A^c)/\pi(A))} \leq \left[ \frac{1}{2} + \frac{\pi(A^c) - \pi(A)}{\log(\pi(A^c)/\pi(A))} \right] \frac{J(A \times A^c)}{\pi(A)\pi(A^c)} \leq \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}.
\]
Example 2.6 Consider a birth–death process with rates \( b_0 = 1 \) and \( b_i = a_i (i \geq 1) \) satisfying

\[
Z := 1 + \sum_{i \geq 1} \frac{1}{a_i} < \infty.
\]

Then the upper bound given in part (1) of Theorem 1.2 is bigger or equal to \( 2/Z \). However, when \( b_i = a_i = i^\gamma (i \geq 1, \gamma > 1) \), we have \( \lambda_1 = \alpha_1 = 0 \) for all \( \gamma \in (1, 2) \).

Proof. Clearly,

\[
\pi_i = \frac{1}{a_i Z}, \quad J_{i,i+1} = \frac{1}{Z} (i \geq 0)
\]

and \( J_{ij} = 0 \) for other \( i \neq j \). Thus, \( J(A \times A^c) = 1/Z \) if and only if \( A \) has the form \( \{0,1,\ldots,n\} \) or \( \{n+1, n+2, \ldots\} \). Otherwise \( J(A \times A^c) \geq 2/Z \). Next, \( (1 - \pi(A))\pi(A) \leq 1/4 \) and the equality holds if and only if \( \pi(A) = 1/2 \). Hence for all \( A \neq \emptyset \), we have

\[
\frac{J(A \times A^c)}{\pi(A)\pi(A^c)} \geq \frac{1}{Z/4} = 4/Z.
\]

By (12) and part (1) of Theorem 1.2, we obtain the first assertion.

For the particular case, by the remark after [5; Corollary 1.9], we know that \( \lambda_1 > 0 \) if and only if \( \gamma \geq 2 \). Thus, when \( \gamma \in (1, 2) \), we have \( \lambda_1 = 0 \) and hence \( \alpha_1 = 0 \). In the next section, we will prove that \( \alpha_1 > 0 \) if and only if \( \gamma > 2 \) (Example 3.3).

Example 2.7 Consider a birth–death process with rates \( b_i \equiv b \) and \( a_i \equiv a, a > b \). Then \( \lambda_1 = (\sqrt{a} - \sqrt{b})^2 \) and \( \alpha_1 = 0 \). But the upper bound given by Corollary 2.3 is \( (a - b)/2 \).

Proof. The result about \( \lambda_1 \) is due to [3] and the one about \( \alpha_1 \) is due to [14; Example 1.4]. For this example, we have

\[
\mu_i = \left(\frac{b}{a}\right)^i, \quad Z = \frac{a}{a - b},
\]

and so

\[
\mu[n, \infty) = Z \left(\frac{b}{a}\right)^n.
\]

Hence,

\[
\left[\frac{1}{2} + \frac{1 - 2\mu[n, \infty)/Z}{\log((Z/\mu[n, \infty)) - 1)}\right] \frac{\mu_{n-1} b_{n-1}}{(1 - (\mu[n, \infty)/Z))\mu[n, \infty)}
\]

\[
= \left[\frac{1}{2} + \frac{1 - 2(b/a)^n}{\log((a/b)^n - 1)}\right] \frac{(b/a)^n-1b}{(1 - (b/a)^n)Z(b/a)^n}
\]

\[
= (a - b) \left[\frac{1}{2} + \frac{1 - 2(b/a)^n}{\log((a/b)^n - 1)}\right] \frac{1}{1 - (b/a)^n}.
\]
The right-hand side is decreasing in \( n \), and so the assertion follows. \( \square \)

In the next section, we will study again the last two examples.

**Proof of Theorem 1.2.** Let \( A \in \mathcal{E} \) with \( \pi(A) \in [1/2, 1) \). Regarding the partition \( \{A\} \) and \( \{A^c\} \) of \( E \) as “two points”, consider the “two points” function

\[
    f = f_01_A + f_11_{A^c}, \quad f_0, f_1 \geq 0.
\]

Then

\[
    D(f, \log f) = \int_{A \times A^c} J(dx, dy) \left( f(y) - f(x) \right) \left( \log f(y) - \log f(x) \right)
    = \frac{J(A \times A^c)}{\pi(A)\pi(A^c)} \theta(1 - \theta)(f_1 - f_0)(\log f_1 - \log f_0),
\]

where \( \theta = \pi(A^c) \). Next, we have

\[
    \text{Ent}(f) = (1 - \theta)f_0 \log \frac{f_0}{(1 - \theta)f_0 + \theta f_1} + \theta f_1 \log \frac{f_1}{(1 - \theta)f_0 + \theta f_1}.
\]

Thus, corresponding to the “two points” situation, for arbitrarily \( \varepsilon > 0 \), there exists a “two points” function

\[
    f^{\varepsilon, \theta} = f_0^{\varepsilon, \theta}1_A + f_1^{\varepsilon, \theta}1_{A^c}
\]

such that

\[
    \frac{D(f^{\varepsilon, \theta}, \log f^{\varepsilon, \theta})}{2 \text{Ent}(f^{\varepsilon, \theta})} \leq \left( \alpha_1(\theta) + \varepsilon \right) \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}.
\]

Making infimum with respect to \( \pi(A^c) = \theta \in (0, 1/2] \), it follows that

\[
    \alpha_1 \leq \inf_{\pi(A^c) \in (0, 1/2]} \left( \alpha_1(\pi(A^c)) + \varepsilon \right) \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}.
\]

Letting \( \varepsilon \downarrow 0 \), it follows that

\[
    \alpha_1 \leq \inf_{\pi(A^c) \in (0, 1/2]} \alpha_1(\pi(A^c)) \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}.
\]

By Theorem 1.1 and the symmetry of \( A \) and \( A^c \), we obtain

\[
    \inf_{\pi(A^c) \in (0, 1/2]} \alpha_1(\pi(A^c)) \frac{J(A \times A^c)}{\pi(A)\pi(A^c)} \leq \inf_{\pi(A^c) \in (0, 1/2]} \left( \frac{1}{2} + \frac{\pi(A^c) - \pi(A)}{\log \left( \frac{\pi(A^c)}{\pi(A)} \right)} \right) \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}.
\]

Part (1) of the theorem now follows.

The proof of part (2) of the theorem is very much the same and so is omitted. \( \square \)
Finally, we mention that the method using “two points” function can also be used for an upper estimate of $\lambda_1$. However, the resulting bound

$$\inf_{A: \pi(A) \in (0,1/2]} \frac{J(A \times A^c)}{\pi(A)\pi(A^c)}$$

is the same as in [13] or [11], mentioned in Remark 2.5. This is due to the fact that for the “two points” $Q$-matrix

$$Q = \begin{pmatrix} -\theta & \theta \\ 1 - \theta & \theta - 1 \end{pmatrix}, \quad \theta \in (0,1),$$

we have $\lambda_1 = 1$, independent of $\theta$.

### 3 Upper estimate in terms of exponentially integrable test functions

Similar to the study on spectral gap [11; Theorem 3.3] and logarithmic Sobolev inequality [15] (cf. [10; §4.7]), we use test functions to estimate the upper bound of $\alpha_1$ in this section. Actually, each test function provides an upper bound. Hence what we are doing here is just making some restriction on the integrability of the test functions.

Let $r \in E^* \times E^*$ be a nonnegative symmetric function such that $r$ is positive on the support of $J$, and moreover the measure

$$J^{(1)}(dx, dy) := 1_{\{r(x,y) > 0\}} \frac{J(dx, dy)}{r(x,y)}$$

satisfies

$$J^{(1)}(dx, E)/\pi(dx) \leq 1, \quad \pi\text{-a.e.}$$

The next result is mainly used in the qualitative study, a direct computation with a carefully chosen test function can often provide more effective quantitative estimate.

**Theorem 3.1** Let $\{\varphi_n\}$ be a nonnegative and non-constant sequence satisfying $\varphi_n \in L^1(\pi)$ and

$$\text{ess sup}_J |\varphi_n(x) - \varphi_n(y)|^2 r(x,y) =: M_n < \infty \quad \text{for all } n. \quad (13)$$

Then

$$\alpha_1 \leq \frac{1}{2} \inf_{s > 0} \left[ s^2 \lim_{n \to \infty} \frac{M_n}{\log \pi(e^{s\varphi_n})} \right].$$

Here we adopt the convention that $1/0 = \infty$ and $1/\infty = 0$. In particular, we have $\alpha_1 = 0$ provided $\varphi_n = \varphi$ is independent of $n$ and for some $s > 0$,

$$\pi(e^{s\varphi}) = \infty.$$
Proof. First we consider a fixed $\varphi$ satisfying the assumptions given in the theorem. Suppose for a moment that $\varphi$ is also bounded. Let $f = \exp[s \varphi]$ and $h(s) = \pi(f)$. Then

$$D(f, \log f) = \frac{1}{2} \int J(dx, dy)[f(x) - f(y)][\log f(x) - \log f(y)]$$

$$= \frac{s}{2} \int J(dx, dy)[f(x) - f(y)][\varphi(x) - \varphi(y)]$$

$$\leq \frac{s^2}{2} \int J(dx, dy)|\varphi(x) - \varphi(y)|^2[f(x) \vee f(y)]$$

(since $|e^A - e^B| \leq |A - B|(e^A \vee e^B)$)

$$= \frac{s^2}{2} \int J^{(1)}(dx, dy) \pi(x, y)|\varphi(x) - \varphi(y)|^2[f(x) \vee f(y)]$$

$$\leq \frac{s^2 M}{2} \int J^{(1)}(dx, dy)[f(x) \vee f(y)]$$

$$\leq s^2 M \int J^{(1)}(dx, dy) f(x).$$

We obtain

$$D(f, \log f) \leq s^2 M \pi(f) = s^2 M h(s). \quad (14)$$

Next, by Jensen’s inequality, we have

$$\infty > \log \pi(e^{s\varphi}) \geq \pi(\varphi).$$

Thus, the assertion is trivial if $\alpha_1 = 0$. In what follows we assume that $\alpha_1 > 0$. Now, by the definition of $\alpha_1$ and (14), we obtain

$$sh' = s \pi(\varphi f)$$

$$= \pi(f \log f)$$

$$\leq \pi(f) \log \pi(f) + \frac{D(f, \log f)}{2\alpha_1}$$

$$\leq h \log h + \frac{s^2 M}{2\alpha_1} h.$$  

That is

$$h' \leq h \left( \frac{s M}{2\alpha_1} + \frac{\log h}{s} \right)$$

or

$$(\log h)' \leq \frac{s M}{2\alpha_1} + \frac{\log h}{s}.$$  

Applying [10; Lemma A.1] to the interval $[\varepsilon, \infty)$ and the functions

$$u(t) = \log h(t), \quad \varphi(t) = \frac{Mt}{2\alpha_1}, \quad \psi(t) = \frac{1}{t}, \quad G(u) = u,$$
since
\[ \int_{\epsilon}^{t} \psi(\xi)d\xi = \log t - \log \epsilon, \]
\[ \int_{\epsilon}^{t} \exp \left[ - \int_{s}^{t} \psi(\xi)d\xi \right] \varphi(s)ds = \frac{M \epsilon (t - \epsilon)}{2\alpha_1}, \]
we obtain
\[ u(t) \leq \exp[\log t - \log \epsilon] \left[ u(\epsilon) + \frac{M \epsilon (t - \epsilon)}{2\alpha_1} \right] = \frac{u(\epsilon)}{\epsilon} t + \frac{M(t - \epsilon)}{2\alpha_1}. \]

Letting \( \epsilon \to 0 \) and noting that
\[ \lim_{\epsilon \to 0} \frac{u(\epsilon)}{\epsilon} = \pi(\varphi), \]
it follows that
\[ u(t) \leq t \left( \frac{tM}{2\alpha_1} + \pi(\varphi) \right). \]

In other words, for bounded \( \varphi \), we have
\[ \log \pi(e^{s\varphi}) \leq s \left( \frac{sM}{2\alpha_1} + \pi(\varphi) \right). \quad (15) \]

For unbounded \( \varphi \), replacing \( \varphi \) with \( \varphi \wedge m \) which also satisfies the assumptions of the theorem. Hence the last estimate (15) holds if \( \varphi \) is replaced by \( \varphi \wedge m \). Now, the conclusion (15) holds for \( \varphi \) by letting \( m \to \infty \). In particular, by the assumptions and the fact that \( \alpha_1 > 0 \), it follows that \( \pi(e^{s\varphi}) < \infty \) for all \( s > 0 \). This means that all exponential moments of \( \varphi \) are finite.

Finally, for the sequence given in the theorem, we replace \( \varphi \) in (15) with \( \varphi_n \), at the same time replace \( M \) with \( M_n \). With a slight change of the formula and then letting \( n \to \infty \), we obtain the required assertion. \( \square \)

In the remainder of this section, we apply Theorem 3.1 to birth–death processes. Recall that in this setting, \( J_{i,i+1} = \pi_i b_i \) \( (i \geq 0) \) and \( J_{ij} = 0 \) for other \( i \neq j \). In what follows, let
\[ r_{ij} = \begin{cases} (a_i + b_i) \lor (a_j + b_j), & \text{if } j = i + 1 \\ 0, & \text{otherwise.} \end{cases} \]

Example 3.2 (Continued) For the model given in Example 2.7, we have \( \alpha_1 = 0 \).
Proof. Let \( \varphi_i^{(n)} = \varphi_i = i \). Then
\[
\sum_i \mu_i \varphi_i = \sum_i i \left( \frac{b}{a} \right)^i < \infty,
\]
\[
\sup_{i \geq 1} r_{i,i+1}(\varphi_{i+1} - \varphi_i)^2 = a + b < \infty,
\]
\[
\sum_i \mu_i e^{s\varphi_i} = \sum_i \left( \frac{b}{a} \right)^i e^{si} = \infty, \quad s \geq \log \frac{a}{b}.
\]

The assertion now follows from Theorem 3.1. \( \square \)

Example 3.3 (Continued) For the birth–death process given in Example 2.6:
\( b_0 = 1, \ b_i = a_i = i^\gamma (i \geq 1, \gamma > 1) \), we have \( \alpha_1 > 0 \) if and only if \( \gamma > 2 \).

Proof. From [7; Example 2.6], we know that \( \sigma > 0 \) if and only if \( \gamma > 2 \). Thus, if \( \gamma > 2 \), we certainly have \( \alpha_1 > 0 \).

When \( \gamma \in (1, 2) \), it is proved in Example 2.6 that \( \lambda_1 = \alpha_1 = 0 \). It remains to handle with the critical case: \( \gamma = 2 \). But for all \( \gamma \in (1, 2] \), we can still apply Theorem 3.1 to the functions \( \varphi^{(n)} = \varphi: \varphi_0 = 0 \) and \( \varphi_i = \log i \):
\[
\sum_{i \geq 0} \mu_i \varphi_i = \sum_{i \geq 1} \frac{\log i}{i^{\gamma}} < \infty,
\]
\[
\sup_{i \geq 1} r_{i,i+1}(\varphi_{i+1} - \varphi_i)^2 \leq \sup_{i \geq 1} \frac{i^\gamma}{i^2} \leq 1,
\]
\[
\sum_{i \geq 0} \mu_i e^{s\varphi_i} = 1 + \sum_{i \geq 1} \frac{i^s}{i^{\gamma}} = \infty, \quad s \geq \gamma - 1. \quad \square
\]

Example 3.4 Consider the birth–death process with rates
\( b_0 = 1, \ b_i = a_i = i^2 \log^\gamma (1 + i) (i \geq 1, \gamma \in \mathbb{R}) \).

Then \( \alpha_1 > 0 \) if and only if \( \gamma \geq 1 \).

Proof. By [16; Example 3.1] or [7; Example 2.7], we know that \( \sigma > 0 \) if and only if \( \gamma \geq 1 \). If so, we have \( \alpha_1 > 0 \). From the last example, we also know that \( \alpha_1 = 0 \) if \( \gamma = 0 \) and so does whenever \( \gamma \leq 0 \) (this will be also proved in the next paragraph). Now, the main case we need the further study is that \( \gamma \in (0, 1) \).

To apply Theorem 3.1, let \( \gamma < 1 \). Take \( \varphi^{(n)} = \varphi: \varphi_i = \log^{1-\gamma/2}(i + 1) (i \geq 0) \).
Then
\[
\sum_{i \geq 1} \mu_i \varphi_i = \sum_{i \geq 1} \frac{\log^{1-\gamma/2}(i+1)}{i^2 \log^{\gamma}(i+1)} = \sum_{i \geq 1} \frac{1}{i^2 \log^{\gamma/2-1}(i+1)} < \infty, \quad \gamma \in \mathbb{R},
\]

sup \(i \geq 1 \frac{r_{i,i+1}(\varphi_{i+1} - \varphi_i)^2}{1} \sim 1, \quad \gamma \in \mathbb{R},
\]
\[
\sum_{i \geq 1} \mu_i e^{s \varphi_i} = \sum_{i \geq 1} \frac{\exp[s \log^{1-\gamma/2}(i+1)]}{i^2 \log^{\gamma}(i+1)}
\]
\[
= \sum_{i \geq 1} \exp \left[ -2 \log i + s \log^{1-\gamma/2}(i+1) - \gamma \log \log(i+1) \right].
\]

The last sum can be \(\infty\) if and only if \(\gamma \leq 0\) and so does with \(s > 2\). In other words, with this \(\varphi\) Theorem 3.1 is suitable for \(\gamma \leq 0\). The last sum must be finite when \(\gamma > 0\). Thus, in order the last sum to be infinity, one has to increase the increasing order of \(\varphi\). However, this is impossible since condition (13) controls the increasing order of \(\varphi\), which is at most of \(\log^{1-\gamma/2} i\). This suggests us to relax the assumption (13), using a sequence \(\{\varphi^{(n)}\}\) instead of a single \(\varphi\).

We now turn to prove the assertion for the case of \(\gamma \in (0,1)\). From the discussion above, it is naturally to choose the test functions \(\varphi^{(n)}_i = \log(i \land n + 1)\). Then
\[
\sum_{i \geq 1} \mu_i \varphi^{(n)}_i = \sum_{i \geq 1} \frac{\log(i \land n + 1)}{i^2 \log^{\gamma}(i+1)} \leq \sum_{i \geq 1} \frac{\log(i+1)}{i^2 \log^{\gamma}(i+1)} < \infty \text{ (independent of } n),
\]
\[
\sum_{i \geq 1} \mu_i e^{s \varphi^{(n)}_i} = \sum_{i=1}^n \frac{(i+1)^s}{i^2 \log^{\gamma}(i+1)} + (n+1)^s \sum_{i>n+1} \frac{1}{i^2 \log^{\gamma}(i+1)} \geq n
\]
for large enough \(s\), say \(s = 4\) for instance. Therefore, the leading order of
\[
\frac{4M_n}{\log \pi(e^4 \varphi_n) - s \pi(\varphi_n)}
\]
is controlled by
\[
\frac{\log^{\gamma} n}{\log n} \to 0, \quad n \to \infty.
\]
This implies the required assertion. \(\square\)

4 Lower estimate

This section is devoted to the proof of Theorem 1.3.
Consider a reversible Markov chain with a finite state space $E$, having reversible measure ($\pi_i > 0$) and $Q$-matrix ($q_{ij} : i, j \in E$). Then we have the generator

$$\Omega f(i) = \sum_{j \in E} q_{ij}(f_j - f_i).$$

It corresponds to a Dirichlet form as follows:

$$D(f) = \frac{1}{2} \sum_{i,j \in E} \pi_i q_{ij}(f_j - f_i)^2.$$

**Proof of Theorem 1.3.** Except the increasing property of $\alpha_1(\theta)$ in $\theta \in (0, 1/2]$, the proof is very much the same as that of [2; Theorem A.1].

By a comparison of the Dirichlet forms, it suffices to consider the case that $q_{ij} = \pi_j$ for all $i \neq j$. Next, by [1; Theorem 6.5], there is a positive, non-constant solution $f$ to the equation

$$-\Omega f - f\Omega \log \frac{f}{\pi(f)} = 2\alpha_1(Q)f \log \frac{f}{\pi(f)},$$

where

$$\pi(f) = \int_E f d\pi.$$

Because $q_{ij} = \pi_j$ for all $i \neq j$, we can rewrite the equation as follows

$$(2\alpha_1(Q) - 1)f \log f = \left[1 - \pi(\log f) - 2\alpha_1(Q) \log \pi(f)\right]f - \pi(f).$$

Since the function $x \log x$ is convex on $[0, \infty)$ and a straight line can intersect the graph of $x \log x$ in at most two points, it follows that there are at most two values of $f$. Denote by $x_0$ and $x_1$ these values. Set

$$E_0 = \{i : f_i = x_0\}, \quad E_1 = \{i : f_i = x_1\}$$

and let $\theta = \pi(E_0)$. Without loss of generality, assume that $\theta \in (0, 1/2]$. We thus decompose the state $E$ into two parts $E_0$ and $E_1$, on each of them, $f$ is a constant. In other words, we have reduced the problem to the special case that the state space consists of two points only. In view of Theorem 1.1, for the first assertion, what remainder now is to show that

$$\inf_{\theta \in (\pi, 1/2]} \alpha_1(\theta) = \alpha_1(\pi).$$

This is a consequence of Proposition 5.1 in the next section.

The proof for the last assertion of the theorem is again an application of Theorem 1.1. \qed
5 The property and estimation of $\alpha_1(\theta)$

This section consists of three subsections. First, we study the monotonicity of $\alpha_1(\theta)$ in $\theta$. Then we discuss the eigenequations corresponding to $\lambda_1$, $\sigma$ and $\alpha_1$, respectively. Finally, we prove Theorem 1.1. A description of $\alpha_1(\theta)$ is given by Proposition 5.5.

5.1 The monotonicity of $\alpha_1(\theta)$ in $\theta$

Proposition 5.1 The rate $\alpha_1(\theta)$ is increasing in $\theta \in (0, 1/2]$.

Proof. 1) Recall that for the $Q$-matrix

$$Q = \begin{pmatrix} -\theta & \theta \\ 1 - \theta & -1 \end{pmatrix}, \quad \theta \in (0, 1/2],$$

we have $\pi_0 = 1 - \theta$, $\pi_1 = \theta$ and

$$D(f, \log f) = \theta(1 - \theta)(f_1 - f_0)(\log f_1 - \log f_0),$$

$$\text{Ent}(f) = \pi_0 f_0 \log \frac{f_0}{\pi_0 f_0 + \pi_1 f_1} + \pi_1 f_1 \log \frac{f_1}{\pi_0 f_0 + \pi_1 f_1}.$$

Set

$$f_1 = \frac{x}{\theta}, \quad f_0 = \frac{1 - x}{1 - \theta}.$$

Then $\pi(f) = 1$,

$$D(f, \log f) = (1 - \theta)\theta(f_1 - f_0)(\log f_1 - \log f_0)$$

$$= (1 - \theta)\theta \left( \frac{x}{\theta} - \frac{1 - x}{1 - \theta} \right) \log \left( \frac{x}{\theta} / \frac{1 - x}{1 - \theta} \right)$$

$$= (x - \theta) \log \frac{x(1 - \theta)}{\theta(1 - x)},$$

$$\text{Ent}(f) = \pi_0 f_0 \log f_0 + \pi_1 f_1 \log f_1 = (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta}.$$

Hence,

$$\frac{D(f, \log f)}{\text{Ent}(f)} = \left[ (x - \theta) \log \frac{x(1 - \theta)}{\theta(1 - x)} \right] / \left[ (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta} \right]$$

$$= 1 - \left[ (1 - \theta) \log \frac{1 - x}{1 - \theta} + \theta \log \frac{x}{\theta} \right] / \left[ (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta} \right]$$

$$=: 1 + h(x, \theta).$$

We obtain

$$2\alpha_1 = 1 + \inf_{x \in (0,1)} h(x, \theta). \quad (16)$$
Thus, we need to show that $\inf_{x \in (0,1)} h(x, \theta)$ is increasing in $\theta \in (0,1/2]$.

2) We now prove that

$$\inf_{x \in (0,1)} h(x, \theta) = \min_{x \in (\theta,1-\theta)} h(x, \theta), \quad \theta \in (0,1/2].$$

Since

$$\lim_{x \to \theta} h(x, \theta) = 1 = \lim_{x \to 1-\theta} h(x, \theta),$$

it suffices to show that $h(x, \theta) \geq 1$ for all $x \in (0,\theta)$ or $x \in (1-\theta,1)$. Note that the first two derivatives in $x$ of the function

$$j_\theta(x) := x \log \frac{x}{\theta} + (1-x) \log \frac{1-x}{1-\theta}$$

are as follows

$$\log \frac{x(1-\theta)}{\theta(1-x)}, \quad \frac{1}{x(1-x)}.$$

It follows that the function $j_\theta$ is convex on $[0,1]$ with minimum 0 at $\theta$. In other words, the function is positive on $[0,1]$ with an exception at the point $x = \theta$, at which the function has value zero. Thus, to prove (17), it is enough to show that

$$\theta \log \frac{x}{\theta} - (1-\theta) \log \frac{1-x}{1-\theta} \geq x \log \frac{x}{\theta} + (1-x) \log \frac{1-x}{1-\theta},$$

for $x \in (0,\theta)$ or $x \in (1-\theta,1)$. To do so, define

$$g(x, \theta) = (x + \theta - 2) \log \frac{1-x}{1-\theta} - (x + \theta) \log \frac{x}{\theta}, \quad x \in (0,1), \ \theta \in (0,1/2).$$

In what follows, we will use the following simple result repeatedly.

**Lemma 5.2** Let $\xi \in C^1[p,q]$.

(1) If $\xi' > 0$ on $(p,q)$, then $\xi > \xi(p)$ on $(p,q)$.

(2) If $\xi' < 0$ on $(p,q)$, then $\xi > \xi(q)$ on $[p,q)$.

a) First, we prove that $g(\cdot, \theta) > 0$ on $(0,\theta)$. Note that $g(\theta, \theta) = 0$,

$$\partial_x g(x, \theta) = \frac{1}{x(x-1)} \left[ -x + \theta + x(1-x) \left( \log \frac{x}{\theta} - \log \frac{1-x}{1-\theta} \right) \right],$$

$$g_1(x, \theta) := -x + \theta + x(1-x) \left( \log \frac{x}{\theta} - \log \frac{1-x}{1-\theta} \right), \quad g_1(\theta, \theta) = 0,$$

$$\partial_x g_1(x, \theta) = -(1-2x) \left[ \log \frac{1-x}{1-\theta} - \log \frac{x}{\theta} \right] = -(1-2x) \log \frac{\theta(1-x)}{x(1-\theta)}.$$

The last one is negative because of $x < \theta \leq 1/2$. The assertion now follows by using part (2) of Lemma 5.2 twice. First we have $g_1(\cdot, \theta) > 0$ and then $g(\cdot, \theta) > 0$ on $(0,\theta)$. 


b) Next, we prove that $g(\cdot, \theta) > 0$ on $(1 - \theta, 1)$. Note that $g(1 - \theta, \theta) = 0$,

$$-g_1(1 - \theta, \theta) = 1 - 2\theta - 2\theta(1 - \theta) \log \frac{1 - \theta}{\theta} \geq 0,$$

and $-\partial_x g_1(\cdot, \theta) > 0$ on $(1 - \theta, 1)$. The assertion follows by using part (1) of Lemma 5.2 twice. We have thus proved (19).

3) To complete the proof of the proposition, we show that the following condition

$$\partial_\theta h(x, \theta) > 0 \quad \text{for all } (x, \theta) : \theta \in (0, 1/2) \text{ and } x \in (\theta, 1 - \theta) \quad (20)$$

is sufficient. Actually, for $\theta_1, \theta_2$ with $0 < \theta_1 < \theta_2 < 1/2$, let $x_2 \in [\theta_2, 1 - \theta_2]$ attain the minimum $h(x_2, \theta_2) = \min_{x \in (\theta_2, 1 - \theta_2)} h(x, \theta_2)$. Then

$$h(x_2, \theta_2) = h(x_2, \theta_1) + \int_{\theta_1}^{\theta_2} \partial_\theta h(x_2, u) du > h(x_2, \theta_1).$$

Here the last inequality is due to the fact that for $(x_2, u)$ with

$$u < \theta_2 \leq x_2 \leq 1 - \theta_2 < 1 - u,$$

we have $\partial_\theta h(x_2, u) > 0$ by (20). Noting that by assumption, we have $x_2 \in (\theta_1, 1 - \theta_1)$. Therefore

$$\min_{x \in (\theta_2, 1 - \theta_2)} h(x, \theta_2) = h(x_2, \theta_2) > h(x_2, \theta_1) \geq \min_{x \in (\theta_1, 1 - \theta_1)} h(x, \theta_1)$$

as required. A technical point in (20) is that we use the constraint “$x \in (\theta, 1 - \theta)$” but not “$x \in (0, 1)$”.

4) Finally, we prove (20). To do so, we need some computations. First, we have

$$h(x, \theta) = -\left[ (1 - \theta) \log \frac{1 - x}{1 - \theta} + \theta \log \frac{x}{\theta} \right] / \left[ (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta} \right],$$

$$\partial_\theta h(x, \theta) = \left\{ (1 - \theta) \theta \left[ \log \frac{1 - x}{1 - \theta} - \log \frac{x}{\theta} \right] / \left[ (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta} \right] \right\}$$

$$- \left( x - \theta \right) \left( 1 - \theta \right) \log \frac{1 - x}{1 - \theta} + \theta \log \frac{x}{\theta} \right \} \right\}$$

$$/ (1 - \theta) \theta \left( (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta} \right)^2.$$
Next, define
\[ h_1(x, \theta) = (1 - \theta)\theta \left( \log \frac{1 - x}{1 - \theta} - \log \frac{x}{\theta} \right) \left( (1 - x) \log \frac{1 - x}{1 - \theta} + x \log \frac{x}{\theta} \right) \]
\[ - (x - \theta) \left( (1 - \theta) \log \frac{1 - x}{1 - \theta} + \theta \log \frac{x}{\theta} \right), \quad \theta < x < 1 - \theta. \]

\[ m(z, \theta) := h_1(\theta + z, \theta) \]
\[ = -z \left( (1 - \theta) \log \frac{1 - \theta - z}{1 - \theta} + \theta \log \frac{\theta + z}{\theta} \right) \]
\[ + (1 - \theta)\theta \left( \log \frac{1 - y - z}{1 - y} - \log \frac{\theta + z}{\theta} \right)^2 \]
\[ - (1 - \theta)\theta \left( (1 - \theta - z) \log \frac{1 - y - z}{1 - y} + (\theta + z) \log \frac{\theta + z}{\theta} \right) \]
\[ \times \left[ (1 - \theta - z) \log \frac{1 - \theta - z}{1 - \theta} + (\theta + z) \log \frac{\theta + z}{\theta} \right], \quad 0 < z < 1 - 2\theta. \]

Then we have \( h_1(\theta, \theta) = 0 \) and \( m(0, \theta) = 0 \). Moreover,
\[ m_1(z, \theta) := \partial_z m(z, \theta) \]
\[ = \frac{z^2}{(1 - \theta - z)(\theta + z)} - (1 - \theta) \log \frac{1 - y - z}{1 - y} - \theta \log \frac{\theta + z}{\theta} \]
\[ - (1 - \theta)\theta \left( \log \frac{1 - y - z}{1 - y} - \log \frac{\theta + z}{\theta} \right)^2 \]
\[ - (1 - \theta)\theta \left( (1 - \theta - z) \log \frac{1 - y - z}{1 - y} + (\theta + z) \log \frac{\theta + z}{\theta} \right) \]
\[ \frac{1 - (\theta - \theta - z)(\theta + \theta) \log \frac{\theta + \theta}{\theta} \theta^2}{(1 - \theta - z)(\theta + z)}, \quad m_1(0, \theta) = 0. \]

\[ \partial_z m_1(z, \theta) = \left[ (1 - \theta)\theta \left( \theta^2 - 2(1 - z)\theta - (2 - z)z \right) \log \frac{\theta + \theta}{\theta} \theta^2 \right. \]
\[ + (1 - \theta)\theta \left( 1 - \theta^2 - 2z\theta - z^2 \right) \log \frac{1 - \theta - z}{1 - \theta} \]
\[ - z \left( 3\theta + (3 - 4z)\theta - (2 - z)z \right) \left( 1 - \theta - z \right)^{-2} \theta \log \frac{\theta + \theta}{\theta} \theta^2 \]
\[ \\
\[ =: m_2(z, \theta)(1 - \theta - z)^{-2}(\theta + z)^{-2}. \]

Then we have \( m_2(0, \theta) = 0 \) and
\[ m_3(z, \theta) := \partial_z m_2(z, \theta) \]
\[ = (4 - 8\theta - 3z)z - 2(1 - \theta)\theta(\theta + z) \log \frac{1 - \theta - z}{1 - \theta} \]
\[ - 2(1 - \theta)\theta(1 - \theta - z) \log \frac{\theta + z}{\theta}. \]

By using the inequalities
\[ \left( 1 + \frac{1}{x} \right)^x < e \quad \text{for} \ x > 0 \]
and
\[
\left(1 - \frac{1}{x}\right)^{-x} > e \quad \text{for} \ x > 1,
\]
it follows that
\[
\theta \log \frac{\theta + z}{\theta} = \theta \log \left(1 + \frac{z}{\theta}\right) \leq z,
\]
\[
(\theta - 1) \log \frac{1 - \theta - z}{1 - \theta} = (\theta - 1) \log \left(1 - \frac{z}{1 - \theta}\right) \geq z
\]
for \(\theta \in (0, 1/2)\) and \(z \in (0, 1 - 2\theta)\). Therefore
\[
m_3(z, \theta) \geq z(4 - 8\theta - 3z + 2\theta(\theta + z) - 2(1 - \theta)(1 - \theta - z)) = z(2 - 4\theta - z) > 0
\]
for all \(z \in (0, 1 - 2\theta)\). By using part (1) of Lemma 5.2 three times, we obtain successively that \(m_2(\cdot, \theta) > 0\), \(m_1(\cdot, \theta) > 0\), and \(m(\cdot, \theta) > 0\) on \((0, 1 - 2\theta)\). Hence \(h_1(x, \theta) > 0\) for \(x \in (\theta, 1 - \theta)\) and so is \(\partial_\theta h(x, \theta)\).

5.2 About the eigenequations

We now make some comments about the eigenequations corresponding to \(\lambda_1\), \(\sigma\) and \(\alpha_1\), and show the difficulty in the study of \(\alpha_1\).

For simplicity, consider a finite state space \(E\). Recall that for a given \(Q\)-matrix, \((q_{ij} : i, j \in E)\), we have a linear operator \(\Omega\). It is well known that for \(\lambda_1\), we have a linear eigenequation
\[
-\Omega f = \lambda_1 f, \quad f \neq \text{constant}.
\]
In particular, for
\[
Q = \begin{pmatrix} -\theta & \theta \\ 1 - \theta & \theta - 1 \end{pmatrix},
\]
the eigenequation becomes
\[
\begin{cases}
\theta(f_0 - f_1) = \lambda_1 f_0 \\
(1 - \theta)(f_1 - f_0) = \lambda_1 f_1.
\end{cases}
\]
By a division of these two equations, we obtain an equation which is independent of \(\lambda_1\):
\[
\frac{f_1}{f_0} = \frac{1 - \theta}{\theta}.
\]
Inserting this into the previous equation, we get \(\lambda_1 = 1\).

For the logarithmic Sobolev constant \(\sigma\), we have a non-linear equation
\[
-\Omega f = \sigma f \log f, \quad f > 0, \quad \pi(f^2) = 1.
\]
For “two points” matrix, the equation becomes

\[
\begin{align*}
\theta (f_0 - f_1) &= \sigma f_0 \log f_0 \\
(1 - \theta) (f_1 - f_0) &= \sigma f_1 \log f_1.
\end{align*}
\]

Again, by a division of these two equations, we obtain an equation which is independent of \(\sigma\):

\[
\frac{f_1 \log f_1}{f_0 \log f_0} = \frac{1 - \theta}{\theta}.
\]

In general, it is quite hard to solve a non-linear equation. However, by using \(\log f_0 / \log f_1 = -1\) to eliminate the non-linear term, and using the constraint \(\pi(f^2) = 1\), we obtain the required solution.

For the exponential convergence rate \(\alpha_1\), we also have a non-linear eigen-equation (as used in §4)

\[
-\Omega f - f \Omega \log f = 2 \alpha_1 f \log f, \quad f > 0, \quad \pi(f) = 1.
\]

Note that one more non-linear term \(f \Omega \log f\) appears and the left-hand side is not linear with respect to \(\Omega\). For “two points” matrix, the equation becomes

\[
\begin{align*}
\theta (f_0 - f_1 + f_0 \log(f_0/f_1)) &= 2 \alpha_1 f_0 \log f_0 \\
(1 - \theta) (f_1 - f_0 + f_1 \log(f_1/f_0)) &= 2 \alpha_1 f_1 \log f_1.
\end{align*}
\]

By a division of these two equations, we obtain

\[
\frac{(1 - \theta) (f_1 - f_0 + f_1 \log(f_1/f_0))}{\theta (f_0 - f_1 + f_0 \log(f_0/f_1))} = \frac{f_1 \log f_1}{f_0 \log f_0}.
\]

Equivalently,

\[
\frac{(1 - \theta) (1 - f_0/f_1 + \log(f_1/f_0))}{\theta (1 - f_1/f_0 + \log(f_0/f_1))} = \frac{\log f_1}{\log f_0}.
\]

In view of the constraint \(\pi(f) = 1\), replacing \(f_i\) with \(f_i/\pi(f)\), the right-hand side can be written into a more symmetric form

\[
\frac{\log(\theta + (1 - \theta)f_0/f_1)}{\log(1 - \theta + \theta f_1/f_0)}.
\]

Set \(z = f_1/f_0\). Then the equation becomes

\[
\frac{(1 - \theta)(1 - 1/z + \log z)}{\theta(1 - z - \log z)} = \frac{\log(1 - \theta + \theta z) - \log z}{\log(1 - \theta + \theta z)}.
\]

Thus,

\[
1 - \frac{\log z}{\log(1 - \theta + \theta z)} = \frac{(1 - \theta)(1 - 1/z + \log z)}{\theta(1 - z - \log z)} = \frac{1 - \theta}{\theta} \left[ 1 + \frac{z + 1/z - 2}{\log z + z - 1} \right].
\]
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or

\[ \theta \frac{\log z}{\log(1 - \theta + \theta z)} + (1 - \theta) \frac{z + 1/z - 2}{\log z + z - 1} = 1. \]

This equation has a trivial solution \( z = 1 \) (corresponding to the constant function \( f = 1 \)), which is the exceptional case of \( \theta = 1/2 \) (in that case, \( \lambda_1 = \sigma = \alpha_1 = 1 \)). Since \( \theta \in (0, 1/2) \), the non-trivial solution \( z > 1 \) (cf. (17)).

Making a change of the variable \( z = 1 + x \), the equation becomes

\[ \theta \frac{\log(1 + x)}{\log(1 + \theta x)} + (1 - \theta) \frac{x^2}{(1 + x)(x + \log(1 + x))} = 1, \quad x \in (0, \theta^{-1} - 1), \theta \in (0, 1/2). \]

The numerical solution shows that the root \( x \) of this equation is decreasing in \( \theta \). In view of the expression of the equation, it seems easier to fix \( x \) and solve the equation in \( \theta \). However, when \( x = e - 1 \), the equation becomes

\[ \frac{\theta}{\log(1 + (e - 1)\theta)} + (1 - \theta)(1 - e^{-1})^2 = 1. \]

Even for such nearly simplest equation, we still do not know how to find the solution \( \theta \approx 0.267361 \). Due to these facts, we are unable to find the explicit solution of \( \alpha_1 \). Instead, we look for analytic upper and lower bounds with an expression as simple as possible.

5.3 Proof of Theorem 1.1

First, we state an extension of Theorem 1.1. For the \( Q \)-matrix

\[ Q = \begin{pmatrix} -b & b \\ a & -a \end{pmatrix}, \quad a, b > 0, \]

we have the following result.

**Theorem 5.3** The constant \( \alpha_1(Q) \) satisfies

\[ \frac{1}{2} \left[ a + b + \left( \frac{ab(a + b)}{2} \right)^{1/3} + \frac{a - b}{\log a - \log b} \right] \leq \alpha_1 \leq \frac{1}{2} \left[ a + b + \frac{2(a - b)}{\log a - \log b} \right]. \]

In this case, we have

\[ \lambda_1 = a + b, \quad \sigma = \frac{2(a - b)}{\log a - \log b}. \]

**Proof of Theorem 5.3.** Since

\[ \begin{pmatrix} -b & b \\ a & -a \end{pmatrix} = (a + b) \begin{pmatrix} -b/(a + b) & b/(a + b) \\ a/(a + b) & -a/(a + b) \end{pmatrix} \]

and the symmetry, we need only consider the \( Q \)-matrix given in (3). \( \Box \)

Next, we show that (10) is an improvement of (9). This is obvious for the upper estimate and so we need only to study the lower estimate.
Lemma 5.4 We have
\[
\frac{1}{2} \left[ 1 + \left( \frac{\theta(1-\theta)}{2} \right)^{1/3} + \frac{1-2\theta}{\log(\theta^{-1} - 1)} \right] \geq \frac{1}{2} \left( \sqrt{\theta} + \sqrt{1-\theta} \right)^2, \quad \theta \in [0, 1/2].
\]
The sign of the equality holds if and only if at the end points \( \theta = 0, 1/2 \).

Proof. It suffices to show that
\[
\frac{1-2\theta}{\log(\theta^{-1} - 1)} \geq \left( \frac{\theta(1-\theta)}{2} \right)^{1/3} \geq (\theta(1-\theta))^{1/2}, \quad \theta \in (0, 1/2),
\]
and that the sign of the equality holds if and only if at the end points \( \theta = 0, 1/2 \). It is clear that the equalities hold at the end points. To prove the last inequality, it suffices that
\[
\frac{1}{4} > \theta(1-\theta), \quad \theta \in (0, 1/2).
\]
This is again obvious. To prove the first inequality, it suffices that
\[
\frac{2^{1/3}(1-2\theta)}{(\theta(1-\theta))^{1/3}} \geq \log(\theta^{-1} - 1), \quad \theta \in (0, 1/2).
\]
Let
\[
h(\theta) = \frac{2^{1/3}(1-2\theta)}{(\theta(1-\theta))^{1/3}} - \log(\theta^{-1} - 1).
\]
Since \( h(1/2) = 0 \), by part (2) of Lemma 5.2, it is enough to show that on \((0, 1/2)\), we have \( h' < 0 \):
\[
h'(\theta) = -2^{1/3} \frac{1+2\theta-2\theta^2-3(\theta(1-\theta)/2)^{1/3}}{3(\theta(1-\theta))^{4/3}},
\]
In other words, we need to show that
\[
1+2\theta-2\theta^2-3(\theta(1-\theta)/2)^{1/3} > 0, \quad \theta \in (0, 1/2).
\]
Making a change of the variable \( z = (\theta(1-\theta)/2)^{1/3} \), the left-hand side becomes
\[
1+4z^3-3z = (z+1)(2z-1)^2,
\]
which is certainly positive on \((-1,1/2)\). \( \square \)

The remainder of this section is devoted to the proof of Theorem 1.1. The proof is similar to the one given in [6] but is more complicated. First, we need some preparation. Define a function \( f_a(x,\theta) \) for \( x \in (0,1) \) and \( \theta \in (0,1/2) \) as follows
\[
f_a(x,\theta) = (ax+\theta) \log \frac{x(1-\theta)}{\theta(1-x)} + (a+1) \log \frac{1-x}{1-\theta}, \quad (21)
\]
where $a = a(\theta) \geq 0$ is a parameter to be specified later. Then

$$
\partial_x f_a(x, \theta) = \frac{\theta - x}{x(1 - x)} + a \log \frac{x(1 - \theta)}{\theta(1 - x)},
$$

$$
\partial^2_{xx} f_a(x, \theta) = \frac{ax(1 - x) - \theta + 2\theta x - x^2}{x^2(1 - x)^2}.
$$

Clearly, we have

$$
f_a(\theta, \theta) = 0, \quad f_a(1 - \theta, \theta) = (a - 1)(1 - 2\theta) \log \frac{1 - \theta}{\theta}; \quad (22)
$$

$$
\partial_x f_a(\theta, \theta) = 0, \quad \partial_x f_a(1 - \theta, \theta) = \frac{2\theta - 1}{\theta(1 - \theta)} + 2a \log \frac{1 - \theta}{\theta}; \quad (23)
$$

$$
\partial^2_{xx} f_a(\theta, \theta) = \frac{a - 1}{\theta(1 - \theta)}, \quad \partial^2_{xx} f_a(1 - \theta, \theta) = \frac{1}{\theta(1 - \theta)} \left[ a + 3 - \frac{1}{\theta(1 - \theta)} \right]; \quad (24)
$$

and

$$
\partial_x f_a \left( \frac{1}{2}, \theta \right) = 2(2\theta - 1) + a \log \left( \frac{1}{\theta} - 1 \right), \quad \partial^2_{xx} f_a \left( \frac{1}{2}, \theta \right) = \frac{a - 1}{4\theta^2(1 - \theta)^2}. \quad (25)
$$

When

$$
a \in \left( 2\sqrt{\theta(1 - \theta)}, 1 \right), \quad (26)
$$

there exist two roots of $\partial^2_{xx} f_a(x, \theta)$:

$$
x_1 = \frac{2\theta + a - \sqrt{a^2 - 4\theta(1 - \theta)}}{2(1 + a)} \geq \theta, \quad x_2 = \frac{2\theta + a + \sqrt{a^2 - 4\theta(1 - \theta)}}{2(1 + a)} \leq \frac{1}{2}.
$$

Here the sign of the equalities holds if and only if $a = a(\theta) = 1$. If

$$
\lim_{\theta \to 0} a(\theta) = 0,
$$

then in the extreme case that $\theta = 0$, we have $x_1 = x_2 = 0$. If

$$
\lim_{\theta \to 1/2} a(\theta) = 1,
$$

then in the extreme case that $\theta = 1/2$, we have $x_1 = x_2 = 1/2$. In the last case, the function $f_a(\cdot, \theta)$ has uniquely the maximum 0 attained at $x_1 = x_2 = \theta = 1/2$. Note that if we take $a(\theta) = 2\sqrt{\theta(1 - \theta)}$, then we get again $x_1 = x_2$. In this case, the proof would become much simpler and we then obtain the lower bound in (9).

Set

$$
n(\theta) = \frac{2(1 - 2\theta)}{\log(\theta^{-1} - 1)}.
$$
Then \( n(\theta) \) is increasing in \( \theta \),
\[
\lim_{\theta \to 0} n(\theta) = 0, \quad \lim_{\theta \to 1/2} n(\theta) = 1.
\]
For \( \theta \in (0, 1/2) \) and \( a(\theta) \in (2\sqrt{\theta(1-\theta)}, n(\theta)] \), we have seen that
\[
\theta < x_1 < x_2 < \frac{1}{2} < 1 - \theta,
\]
and
\[
\partial^2_{xx} f_a(\theta, \theta) < 0, \quad \partial^2_{xx} f_a((x_1 + x_2)/2, \theta) > 0, \quad \partial^2_{xx} f_a(1-\theta, \theta) < 0.
\]
It follows that the function \( f_a(\cdot, \theta) \) has the following properties.

- It is concave on \((\theta, x_1)\), convex on \((x_1, x_2)\) and then concave again on \((x_2, 1 - \theta)\).
- It starts from the local maximum \( f_a(\theta, \theta) = 0 \) at \( \theta \), next decreases to the minimum at a point \( x_\ast \in (x_1, x_2) \), then increases to a local maximum at \( x_\ast \in (x_2, 1 - \theta) \) and finally decreases again. In particular, the function \( f_a(\cdot, \theta) \) has negative value on \((0, \theta) \cup (\theta, x_3) \cup (1-\theta, 1)\), where \( x_3 \in (x_\ast, x_\ast) \).
- About \( x_\ast \) (usually not explicitly known) which is determined by \( \partial_x f_a(x_\ast, \theta) = 0 \), there are two cases.
  
  (a) If \( \partial_x f_a(x_2, \theta) > 0 \), then we indeed have \( x_\ast \in (x_2, 1/2] \) since \( a(\theta) \leq n(\theta) \), hence \( \partial_x f_a(1/2, \theta) \leq 0 \) and furthermore \( \partial_x f_a(\cdot, \theta) < 0 \) on \((1/2, 1)\). Otherwise, we have the case

  (b) \( \partial_x f_a(x_2, \theta) \leq 0 \). Since \( x_2 \) is the maximal point of \( \partial_x f_a(\cdot, \theta) \) on \((x_1, 1-\theta)\), it follows that \( \partial_x f_a(\cdot, \theta) \leq 0 \) on \((x_1, 1)\) and then on \((\theta, 1)\).

This means that \( f_a(\cdot, \theta) \) is non-increasing on \((\theta, 1)\) with \( f_a(\theta, \theta) = 0 \).

To have an impression about \( f_a(\cdot, \theta) \) and its first two derivatives, we fix \( a = (\theta(1-\theta)/2)^{1/3} + (1-2\theta)/\log(\theta^{-1} - 1) \) and \( \theta = 0.3 \). Then \( x_1 \approx 0.339, \ x_2 \approx 0.455 \) and the pictures are shown by Figures 1–4.

Figure 1: The picture of \( f_a(\cdot, 0.3) \).
Figure 2: The picture of $f_a(\cdot, 0.3)$ on the smaller interval $[0.2, 0.6]$.

Figure 3: The picture of $\partial_x f_a(\cdot, 0.3)$ on $[0.2, 0.6]$.

Figure 4: The picture of $\partial_x^2 f_a(\cdot, 0.3)$ on $[0.2, 0.6]$.

We can now state a description of $\alpha_1(\theta)$.

**Proposition 5.5** The exponential rate $\alpha_1(\theta)$ in entropy is given by

$$2\alpha_1(\theta) - 1 = \frac{x^* - \theta}{x^*(1 - x^*)} \log \frac{x^*(1 - \theta)}{\theta(1 - x^*)},$$

(Figure 5)
where $x^*$ is the solution to the equation

$$\frac{x-\theta}{1-x} \left[ 1 + \left( \log \frac{1-x}{1-\theta} \right) / \left( x \log \frac{x(1-\theta)}{\theta(1-x)} \right) \right] + (1-\theta) \log \frac{1-x}{1-\theta} + \theta \log \frac{x}{\theta} = 0, \quad x \in (\theta, 1-\theta). \quad (29)$$

**Proof.** Set $a^* = 2\alpha_1(\theta) - 1$. Noting that the function $j_\theta$ defined by (18) is positive on $[0, 1] \setminus \{\theta\}$, by (16), (17) and (21), it follows that $(x^*, a^*)$ is the solution to the following equations:

$$\begin{cases}
    f_a(x, \theta) = 0, \\
    \partial_x f_a(x, \theta) = 0, \quad x \in (\theta, 1-\theta).
\end{cases}$$

That is

$$\begin{cases}
    (ax + \theta) \log \frac{x(1-\theta)}{\theta(1-x)} + (a+1) \log \frac{1-x}{1-\theta} = 0, \\
    \frac{x(1-\theta)}{\theta(1-x)} + a \log \frac{x}{\theta} = 0, \quad x \in (\theta, 1-\theta).
\end{cases}$$

From the second equation, we obtain

$$a = \frac{x-\theta}{x(1-x)} / \log \frac{x(1-\theta)}{\theta(1-x)}. $$

Inserting this into the first equation, it follows that $x^*$ is the solution to the equation (29). Then we obtain the required assertion. \qed

**Proof of Theorem 1.1** (a) The proof of the upper estimate is now easy. By (16), we need to show that

$$\inf_{x \in (0, 1)} h(x, \theta) < n(\theta) = \frac{2(1-2\theta)}{\log(\theta^{-1}-1)}$$

for $\theta \in (0, 1/2)$. Equivalently, with $a = n(\theta)$, the inequality

$$f_a(x, \theta) > 0$$
Exponential Convergence Rate in Entropy

holds for some \( x \in (\theta, 1 - \theta) \) since \( f_a < 0 \) on \((0, \theta) \cup (1 - \theta, 1)\). Noting that

\[
n(\theta) = \frac{x - \theta}{x(1 - x)} \log \frac{x(1 - \theta)}{\theta(1 - x)}, \quad x \in (x_2, 1/2]
\]

has only one solution \( x^* = 1/2 \) (independent of \( \theta \)), it suffices to show that

\[
f_a \left( \frac{1}{2}, \theta \right) = \left( \frac{1 - 2\theta}{\log(1/\theta - 1)} + 1 - \theta \right) \log \frac{1}{2(1 - \theta)} + \left( \frac{1 - 2\theta}{\log(1/\theta - 1)} + \theta \right) \log \frac{1}{2\theta} > 0
\]

for all \( \theta \in (0, 1/2) \). Equivalently,

\[
(1 - 2\theta) \log \frac{1}{4\theta(1 - \theta)} + \log(\theta^{-1} - 1) \left( \theta \log(\theta^{-1} - 1) - \log(2(1 - \theta)) \right) > 0.
\]

By change of the variable \( \theta = 2^{-z} - 1 \), the condition becomes

\[
g(z) := -2z \log(1 - 4z^2) - \frac{1}{2} \log \frac{1 + 2z}{1 - 2z} \left[ \log(1 - 4z^2) + 2z \log \frac{1 + 2z}{1 - 2z} \right]
\]

\[
> 0, \quad z \in (0, 1/2).
\]

The graph of the function \( g \) is quite smooth. It starts from 0 at the origin, and then increases to infinity at 1/2 (see Figure 6). The Taylor expansion of \( g \) at 0 is as follows.

\[
\frac{64}{45} z^7 + \frac{512}{63} z^9 + \frac{18944}{525} z^{11} + \frac{219136}{1485} z^{13} + \frac{2757025792}{4729725} z^{15} + \frac{11337728}{5005} z^{17} + O(z^{19}).
\]

The coefficients in the series above are all positive. Hence, there is nothing to be worried about small \( z \).

![Figure 6: The graph of the function g in (30).](image)
(b) To prove the lower estimate, let
\[ a(\theta) = \left( \frac{\theta (1 - \theta)}{2} \right)^{1/3} + \frac{1 - 2\theta}{\log(\theta^{-1} - 1)}. \]

Then \( a(\theta) \in (2\sqrt{\theta(1 - \theta)}, \ n(\theta)) \) for \( \theta \in (0, 1/2) \),
\[ \lim_{\theta \to 0} a(\theta) = 0, \quad \lim_{\theta \to 1/2} a(\theta) = 1. \]

Note that \( \partial_x f_a(x, \cdot) \) has a root at \( \theta_0 \approx 0.00118437 \) (see Figures 7 and 8).

Thus, it suffices to show that
\[ (a(\theta)x^* + \theta) \log \frac{x^*(1 - \theta)}{\theta(1 - x^*)} + (a(\theta) + 1) \log \frac{1 - x^*}{1 - \theta} < 0, \quad \theta \in (\theta_0, 1/2), \quad (31) \]

where \( x^* \) is the solution to the equation
\[
\frac{a(\theta) \log x(1 - \theta)}{\theta(1 - x)} = \frac{x - \theta}{x(1 - x)},
\]
\[ x \in \left( \frac{2\theta + a(\theta) + \sqrt{a(\theta)^2 - 4\theta(1 - \theta)}}{2(1 + a(\theta))}, \frac{1}{2} \right). \quad (32) \]
Because $x^*$ satisfies (11), we can simplify (10) as follows.

$$\frac{\theta}{a(\theta)} + x^* \left[ 1 + (a(\theta) + 1) \frac{1 - x^*}{x^* - \theta} \log \frac{1 - x^*}{1 - \theta} \right] < 0, \quad \theta \in (\theta_0, 1/2), \quad (33)$$

This is checked by using computer as shown in Figures 9 and 10.

Since our estimate is sharp at $1/2$, the function tends to zero rapidly as $\theta \to 1/2$.

Alternatively, to avoid solving the non-linear equation (11), one may check directly that

$$k(x, \theta) := (a(\theta)x + \theta) \log \frac{x(1 - \theta)}{\theta(1 - x)} + (a(\theta) + 1) \log \frac{1 - x}{1 - \theta} < 0$$

for all $\theta \in (\theta_0, 1/2)$ and

$$x \in \left( \frac{2\theta + a(\theta) + \sqrt{a(\theta)^2 - 4\theta(1 - \theta)}}{2(1 + a(\theta))}, \frac{1}{2} \right).$$
As an example, the picture of $k(\cdot, 0.48)$ on $[0.49998, 0.500001]$ is given in Figure 11. The maximum point is $x^* \approx 0.4999989$ very close to $1/2$; and the maximum is approximately $-2.0678 \times 10^{-15}$, nearly zero but negative.
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Abstract. The aim of this paper is to study the spectral gap and the logarithmic Sobolev constant for continuous spin systems. A simple but general result for estimating the spectral gap of finite dimensional systems is given by Theorem 1.1, in terms of the spectral gap for one-dimensional marginals. The study of the topic provides us a chance, and it is indeed another aim of the paper, to justify the power of the results obtained previously. The exact order in dimension one (Proposition 1.4), and then the precise leading order and the explicit positive regions of the spectral gap and the logarithmic Sobolev constant for two typical infinite-dimensional models are presented (Theorems 6.2 and 6.3). Since we are interested in explicit estimates, the computations become quite involved. A long section (Section 4) is devoted to the study of the spectral gap in dimension one.

1. Introduction. The local Poincaré inequalities (equivalently, spectral gaps) and logarithmic Sobolev inequalities for unbounded continuous spin systems have recently obtained a lot of attention by many authors [1]–[11]. For the present status of the study and further references, the readers may refer to the comprehensive survey article [7]. In the most of the publications, the authors consider mainly the perturbation regime with convex phase at infinity. More recently, the non-convex phase is treated for a class of spin systems based on a criterion for the weighted Hardy inequalities.

The main purpose of this paper is to propose a general formula for the local spectral gaps of continuous spin systems. Let us start from finite dimensions. Let
$U \in C^\infty(\mathbb{R}^n)$ satisfy $Z := \int_{\mathbb{R}^n} e^{-U(x)} dx < \infty$ and set $d\mu_U = e^{-U(x)} dx / Z$. Throughout the paper, we use a particular notation $x_{\setminus i} := (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \in \mathbb{R}^{n-1}$, obtained from $x := (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ by removing the $i$th component. Clearly, the conditional distribution of $x_i$ given $x_{\setminus i}$ under $\mu_U$ is as follows:

$$\mu_U^{x_{\setminus i}}(dx_i) = e^{-U(x_i)/Z(x_{\setminus i})},$$

where $Z(x_{\setminus i}) = \int_{\mathbb{R}} e^{-U(x)} dx_i$. The measure $\mu_U^{x_{\setminus i}}$ is the invariant probability measure of the one-dimensional diffusion process, corresponding to the operator $L_i = d^2/\partial x_i^2 - \partial_i U \partial_i d/\partial x_i$.

Let $L = \Delta - (\nabla U, \nabla)$. Recall that the spectral gap $\lambda_1(L) = \lambda_1(U)$ is the largest constant $\kappa$ in the following Poincaré inequality

$$\kappa \text{Var}_{\mu_U}(f) \leq \int_{\mathbb{R}^n} |\nabla f|^2 d\mu_U =: D(f), \quad f \in C_0^\infty(\mathbb{R}^n),$$

where $\text{Var}_{\mu_U}(f)$ is the variation of $f$ with respect to $\mu_U$ and $C_0^\infty(\mathbb{R}^n)$ is the set of smooth functions with compact supports.

Denote by $\lambda_1^{x_{\setminus i}} = \lambda_1(L_i^{x_{\setminus i}})$ the spectral gap of the one-dimensional operator $L_i^{x_{\setminus i}}$:

$$\lambda_1^{x_{\setminus i}} \text{Var}_{\mu_U^{x_{\setminus i}}}(f) \leq \int_{\mathbb{R}} f^2 d\mu_U^{x_{\setminus i}}, \quad f \in C_0^\infty(\mathbb{R}).$$

Then, we can state our variational formula for the lower bounds of $\lambda_1(U)$ as follows.

**Theorem 1.1.** Define

$$(\widetilde{\text{Hess}}(U))_{ij} = \begin{cases} \lambda_1^{x_{\setminus i}}, & \text{if } i = j \\ \partial_{ij} U, & \text{if } i \neq j, \end{cases}$$

where $(\text{Hess}(U))_{ij} = \partial_{ij} U := \partial^2 U / \partial x_i \partial x_j$. Then we have

$$\lambda_1(U) \geq \inf_{x \in \mathbb{R}^n} \lambda_{\text{min}}(\widetilde{\text{Hess}}(U)(x))$$

$$\geq \inf_{x \in \mathbb{R}^n} \sup_{w} \min_{1 \leq i \leq n} \left( \lambda_1^{x_{\setminus i}} - \sum_{j \neq i} |\partial_{ij} U(x)| w_j / w_i \right),$$

where $w = (w_i)_{i=1}^n$ varies over all positive sequences.

Setting $w_i \equiv 1$ in (1.4), it follows that

$$\lambda_1(U) \geq \inf_{x \in \mathbb{R}^n} \min_{1 \leq i \leq n} \left( \lambda_1^{x_{\setminus i}} - \sum_{j \neq i} |\partial_{ij} U(x)| \right) \geq \min_{1 \leq i \leq n} \left[ \min_{x \in \mathbb{R}^n} \lambda_1^{x_{\setminus i}} - \sum_{j \neq i} \|\partial_{ij} U\|_\infty \right].$$

The last lower bound is more or less the estimate given in [5] and [7], goes back to [3].
The supremum over \( w \) in (1.4) comes from a variational formula for the principal eigenvalue of a symmetric \( Q \)-matrix (cf. §3 for more details). The use of the variational formula is necessary, since the principal eigenvalue is not computable in general for a large scale matrix.

The essential point for which (1.4) is valuable is that we now have quite complete knowledge about the spectral gap in dimensional one. For instance, as a consequence of part (1) of Theorem 3.1 in [12], we have

\[
\lambda_1^{×\setminus i} \geq \sup_{f^i} \inf_{x_i \in \mathbb{R}} \left\{ \partial_{x_i} U(x) - \frac{f''(x_i) - \partial_{x_i} U(x) f''(x_i)}{f(x_i)} \right\},
\]

where \( f \) varies over all positive functions in \( C^2(\mathbb{R}) \). In particular, setting \( f = 1 \), we get

\[
\lambda_1^{×\setminus i} \geq \inf_{x_i \in \mathbb{R}} \partial_{x_i} U(x).
\]

When \( \partial_{x_i} U(x) = u''(x_i) \) for some \( u \in C^2(\mathbb{R}) \), independent of \( i \), (1.6) leads to the so-called convex phase condition “\( \inf_{x \in \mathbb{R}} u''(x) > 0 \).” Since a local modification of \( u \) does not change the positiveness of \( \lambda_1 \), the convex condition can be replaced by \( \lim_{|x| \to \infty} u''(x) > 0 \) (i.e., the convexity at infinity) as proved in [12; Corollary 3.5], see also Theorem 4.1 below. However, the last condition is still not necessary as shown by [12; Example 3.11 (3); \( u'(x) = \gamma x(\gamma + \cos x)^{-1} \) for some \( \gamma > 1 \)] and [5; Proposition 4.4] (see also Example 2.5 below). A more careful examination of spectral gap in dimension one is delayed to §4.

It is possible to avoid the use of test functions \( w \) and \( f \) in (1.4) and (1.5), respectively. To see this, we introduce an explicit lower estimate of \( \lambda_1(U) \). For this, we need additional notations. Choose a practical \( \eta_i^{×\setminus i} \leq \lambda_1^{×\setminus i} \), as bigger as possible, and define

\[
s_i(x) = \eta_i^{×\setminus i} - \sum_{j:j \neq i} |\partial_{x_j} U(x)|, \quad q_i(x) = \eta_i^{×\setminus i} - s(x), \quad g(x) = \min_{1 \leq i \leq n} s_i(x), \quad d_i(x) = s_i(x) - g(x),
\]

\[
h(\gamma)(x) = \min_{A: \emptyset \neq A \subseteq \{1,2,\ldots,n\}} \frac{1}{|A|} \left[ \sum_{i \in A} \frac{d_i(x)}{q_i(x)^\gamma} + \sum_{i \in A, j \notin A} \frac{|\partial_{x_j} U(x)|}{q_i(x)^\gamma q_j(x)^\gamma} \right],
\]

\[
\gamma \geq 0,
\]

where \( a \vee b = \max\{a, b\} \) and \( |A| \) is the cardinality of the set \( A \).

**Theorem 1.2.** We have

\[
\lambda_1(U) \geq \inf_{x \in \mathbb{R}^n} \left\{ g(x) + \frac{h(1/2)(x)^2}{1 + \sqrt{1 - h(1/2)(x)^2}} \right\}.
\]

A close related topic to the Poincaré inequality is the logarithmic Sobolev inequality with optimal constant \( \sigma(U) \):

\[
\sigma(U) \text{Ent}_\mu(f^2) \leq 2D(f), \quad f \in \mathcal{D}(D),
\]

where \( \text{Ent}_\mu(f^2) \) is the relative entropy of \( f^2 \) with respect to \( \mu \).
where $\text{Ent}_\mu(f) = \mu(f \log f) - \mu(f) \log \mu(f)$ for $f > 0$. Correspondingly, we have the conditional marginal inequality for $\mu_U^x$, given $x \setminus i$, with optimal constant $\sigma^{x \setminus i}$:

$$
\sigma^{x \setminus i} \text{Ent}_{\mu_U^x}(f) \leq \int_{\mathbb{R}} f'^2 d\mu_U^x, \quad f \in C_0^\infty(\mathbb{R}). \quad (1.10)
$$

We can now state a very recent result due to [8; Theorem 1], which is consistent with Theorem 1.1.

**Theorem 1.3.** The logarithmic Sobolev constant $\sigma(U) \geq \lambda_{\text{min}}(A)$, where the matrix $A = (A_{ij})$ is defined by

$$
A_{ij} = \begin{cases} 
\inf_x \sigma^{x \setminus i}, & \text{if } j = i \\
-\sup_x |\partial_{ij} U(x)|, & \text{if } j \neq i.
\end{cases}
$$

In view of the above results, it is clear that the one-dimensional case plays a crucial role. In that case, a representative result of the paper is as follows.

**Proposition 1.4.** In dimensional one, replace $U$ with $u_{\beta_1, \beta_2}(x) = x^4 - \beta_1 x^2 + \beta_2 x$ for some constants $\beta_1 \geq 0$ and $\beta_2 \in \mathbb{R}$. Then we have

$$
4e^{14 \exp \left( - \frac{1}{4} \beta_1^2 + 2 \log(1 + \beta_1) \right)} \geq \inf_{\beta_2} \lambda_1(u_{\beta_1, \beta_2}) \geq \inf_{\beta_2} \sigma(u_{\beta_1, \beta_2}) \geq \frac{\sqrt{\beta_1^2 + 8} - \beta_1}{\sqrt{e}} \exp \left( - \frac{1}{8} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 8} \right) \right).
$$

In particular, $\inf_{\beta_2} \lambda_1(u_{\beta_1, \beta_2})$ and $\inf_{\beta_2} \sigma(u_{\beta_1, \beta_2})$ have the same order as $\exp[-\beta_1^2/4 + O(\log \beta_1)]$ as $\beta_1 \to \infty$.

The exponent $\beta_1^2/4$ here equals, approximately as $\beta_1 \to \infty$, the square of the variance of a random variable having the distribution with density $\exp(-x^4 + \beta_1 x^2)/Z$ on the real line.

The remainder of the paper is organized as follows. In the next section, we study an alternative variational formula for spectral gap. This is especially meaningful in the context of diffusions. The proofs of Theorems 1.1 and 1.2 are completed in §3. The one-dimensional spectral gap is the main topic in §4. The logarithmic Sobolev constant is studied in §5, in which Proposition 1.4 is proven. Even though the explicit and universal upper and lower estimates, as well as the criteria, for the spectral gap and logarithmic Sobolev constant are all known (cf. [13; Chapter 5, Theorem 7.4] and §4 below), it is still quite a distance to arrive at Proposition 1.4. Actually, we study this model several times (Examples 4.3, 4.6, 4.9, 5.3, and Proposition 4.7) by using different approaches. Thus, a part of the paper is methodological, it takes time and space to make some comparison of different methods. Two typical infinite-dimensional models are treated in the last section.
2. Alternative variational formula for spectral gap. Let \((E, \mathcal{E}, \mu)\) be a probability space and \(L^2(\mu)\) be the ordinary \(L^2\)-space of real functions. Corresponding to a \(\mu\)-reversible Markov process with transition probability \(P(t, x, \cdot)\), we have a positive, strongly continuous, contractive and self-adjoint semigroup \(\{P_t\}_{t \geq 0}\) on \(L^2(\mu)\) with generator \((L, \mathcal{D}(L))\). Throughout this section, \((\cdot, \cdot)\) and \(\|\cdot\|\) denote, respectively, the inner product and the norm in \(L^2(\mu)\). By elementary spectral theory, we have

\[
\frac{1}{t} (f - P_t f, f) \uparrow \text{some } D(f, f) := D(f) < \infty \text{ as } t \downarrow 0. \tag{2.1}
\]

Set \(\mathcal{D}(D) = \{f \in L^2(\mu) : D(f) < \infty\}\) and define \(D(f, g) = (D(f + g) - D(f - g))/4\) for \(f, g \in \mathcal{D}(D)\). Then, \((D, \mathcal{D}(D))\) is a Dirichlet form. Moreover,

\[
D(f, g) = -(Lf, g), \quad f, g \in \mathcal{D}(L). \tag{2.2}
\]

The formula in (2.4) below goes back to [14].

**Theorem 2.1.** The spectral gap \(\lambda_1(L)\) is described by the largest constant \(\kappa\) in the following equivalent inequalities.

\[
\begin{align*}
\kappa \text{Var}_\mu(f) &\leq D(f), \quad f \in \mathcal{D}(D), \\
\kappa D(f) &\leq \|Lf\|^2, \quad f \in \mathcal{D}(L).
\end{align*} \tag{2.3, 2.4}
\]

**Proof.** Let \(\{E_\alpha\}_{\alpha \geq 0}\) be the spectral representation of \(L\). Then \(L = -\int_0^\infty \alpha dE_\alpha\). The optimal constant \(\kappa\) in (2.3) is known to be \(\lambda_1 = \lambda_1(L)\). Note that

\[
\|Lf\|^2 = (Lf, Lf) = (f, L^2 f) = \left(f, \int_0^\infty \alpha^2 dE_\alpha f\right) = \int_0^\infty \alpha^2 d(E_\alpha f, f) \geq \lambda_1 \int_0^\infty \alpha d(E_\alpha f, f) = \lambda_1 \int_0^\infty \alpha d(E_\alpha f, f) = \lambda_1 (f, -Lf) = \lambda_1 D(f).
\]

Because the only inequality here cannot be improved, the largest constant \(\kappa\) in (2.4) is also equal to \(\lambda_1\).  \(\square\)
Remark 2.2. Actually, it is known and is also easy to check that (2.3) is equivalent to the correlation inequality
\[ \lambda_1(L) |\text{Cov}_\mu(f, g)| \leq (D(f)D(g))^{1/2}, \quad f, g \in \mathcal{D}(D), \] where \( \text{Cov}_\mu(f, g) = \mu(fg) - \mu(f)\mu(g) \) and \( \mu(f) = \int f \, d\mu \). See the comment below Proposition 3.2 for a proof.

Before moving further, let us mention that the above proof also works for the principal eigenvalue. In this case, \( L1 \neq 0 \) and \( \mu \) can be infinite. Then the principal eigenvalue \( \lambda_0 \) can be described by the following equivalent inequalities.
\[ \tilde{\kappa} \|f\|_2^2 \leq D(f), \quad f \in \mathcal{D}(D), \]
\[ \tilde{\kappa}D(f) \leq \|Lf\|_2^2, \quad f \in \mathcal{D}(L). \] (2.6)

The formula (2.4) is especially useful for diffusion on Riemannian manifolds. Thus, the next result is meaningful for a more general class of diffusion in \( \mathbb{R}^n \) by using a suitable Riemannian structure.

Corollary 2.3. Let \( L = \Delta - \langle \nabla U, \nabla \rangle \) for some \( U \in C^\infty(\mathbb{R}^n) \) with \( Z := \int_{\mathbb{R}^n} e^{-U} \, dx < \infty \) and set \( \mu(dx) = e^{-U} \, dx/Z \). Then
\[ \|Lf\|_2^2 = \int_{\mathbb{R}^n} \left[ \sum_{i,j} (\partial_{ij} f)^2 + \langle \text{Hess}(U) \nabla f, \nabla f \rangle \right] d\mu, \quad f \in C^\infty_0(\mathbb{R}^n), \] (2.7)
where \( \langle \cdot, \cdot \rangle \) stands the usual inner product in \( \mathbb{R}^n \). In particular, we have
\[ \lambda_1(U) \geq \inf_{x \in \mathbb{R}^n} \lambda_{\min}(\text{Hess}(U)(x)), \] (2.8)
where \( \lambda_{\min}(M) \) is the minimal eigenvalue of the matrix \( M \).

Proof. The proof of (2.7) is mainly a use of integration by parts formula. Because \( Lf = \sum_i (\partial_i f - \partial_i U \partial_i f) \), we have
\[ \langle \nabla f, \nabla Lf \rangle = \sum_j \partial_j f \sum_i \partial_i (\partial_i f - \partial_i U \partial_i f) = \sum_{i,j} \partial_j f (\partial_{ij} f - \partial_{ij} f \partial_i U - \partial_i f \partial_{ij} U). \]
Next,
\[ \frac{1}{Z} \int_{\mathbb{R}^n} \sum_j \partial_j f \sum_i (\partial_{ij} f - \partial_{ij} f \partial_i U) e^{-U} = \frac{1}{Z} \int_{\mathbb{R}^n} \sum_j \partial_j f \sum_i \partial_i (\partial_{ij} f e^{-U}) \]
\[ = -\frac{1}{Z} \int_{\mathbb{R}^n} \sum_{i,j} (\partial_{ij} f)^2 e^{-U} \]
\[ = -\int_{\mathbb{R}^n} \sum_{i,j} (\partial_{ij} f)^2 d\mu, \quad f \in C^\infty_0(\mathbb{R}^n). \]
Noting that \( \mu \) is a probability measure and the diffusion coefficients are constants, the Dirichlet form is regular (cf. [12; condition (4.13)] for instance). Actually, the martingale problem for \( L \) is well posed. Thus, \( LC_0^\infty (\mathbb{R}^n) \subset C_0^\infty (\mathbb{R}^n) \subset \mathcal{D}(L) \), and so

\[
\|Lf\|_2^2 = \int_{\mathbb{R}^n} Lf \cdot Lf \, d\mu = -\int_{\mathbb{R}^n} \langle \nabla Lf, \nabla f \rangle \, d\mu, \quad f \in C_0^\infty (\mathbb{R}^n).
\]

Combining these facts together, we get (2.7).

To prove the last assertion, applying Theorem 2.1 and (2.7), we get

\[
\lambda_1(L) = \inf_{f \in \mathcal{D}(L), f \neq \text{const}} \frac{\|Lf\|^2}{D(f)} = \inf_{f \in C_0^\infty (\mathbb{R}^n), f \neq \text{const}} \frac{\|Lf\|^2}{D(f)} \\
\geq \inf_{f \in C_0^\infty (\mathbb{R}^n), f \neq \text{const}} \int_{\mathbb{R}^n} \langle \text{Hess}(U) \nabla f, \nabla f \rangle \, d\mu / D(f) \\
\geq \inf_{x \in \mathbb{R}^n} \lambda_{\text{min}}(\text{Hess}(U)(x)). \quad \square
\]

**Remark 2.4.** Actually, under the assumption of Corollary 2.3, the Bakry-Emery criterion (cf. [14] or [7; Corollary 1.6]) implies a stronger conclusion:

\[
\sigma(U) \geq \inf_{x \in \mathbb{R}^n} \lambda_{\text{min}}(\text{Hess}(U)(x)). \quad (2.9)
\]

A simple counterexample for which (2.8) and (2.9) are not effective is the following. This example also shows that (1.4) is an improvement of (2.8).

**Example 2.5.** Consider the two-dimensional case. Let

\[
U(x) = x_1^4 + x_2^4 - \beta (x_1^2 + x_2^2) + 2Jx_1x_2
\]

with constants \( \beta \geq 0 \) and \( J \in \mathbb{R} \). Then \( \inf_{x \in \mathbb{R}^2} \lambda_{\text{min}}(\text{Hess}(U)(x)) \leq 0 \) and \( U \) is not convex at infinity, but \( \lambda_1(U) > 0 \) in a region of \( (\beta, J) \subset \mathbb{R} \times \mathbb{R}_+ \).

**Proof.** First, we have

\[
\text{Hess}(U)(x) = \begin{pmatrix} 12x_1^2 - 2\beta & 2J \\ 2J & 12x_2^2 - 2\beta \end{pmatrix}.
\]

Because for the matrix

\[
A = \begin{pmatrix} c_1 & 2J \\ 2J & c_2 \end{pmatrix},
\]

we have \( \lambda_{\text{min}}(A) = 2^{-1}(c_1 + c_2 - \sqrt{(c_1 - c_2)^2 + 16J^2}) \). Hence

\[
\lambda_{\text{min}}(\text{Hess}(U)(x)) = 2 \min_{x_1, x_2} \left\{ 3(x_1^2 + x_2^2) - \beta - \sqrt{9(x_1^2 - x_2^2)^2 + 4J^2} \right\}.
\]
Setting \( x_1 = x_2 = 0 \), we get
\[
\inf_{x \in \mathbb{R}^2} \lambda_{\min}(\text{Hess}(U)(x)) \leq -2(\beta + |J|) \leq 0.
\]

Next, since
\[
\lim_{|x_1| \to \infty} \left( 3x_1^2 - \beta - \sqrt{9x_1^4 + J^2} \right) = \lim_{z \to 0} \frac{3 - \sqrt{9 + J^2 z^2}}{z} - \beta = -\beta,
\]
we have
\[
\lim_{|x| \to \infty} \lambda_{\min}(\text{Hess}(U)(x)) \leq \lim_{x_2 = 0, |x_1| \to \infty} \lambda_{\min}(\text{Hess}(U)(x)) \leq -2\beta \leq 0.
\]
This means that \( U \) is not convex at infinity. The last assertion of the example is the one of the main aims of this paper and it is even true in the higher dimensions (cf. Theorem 6.3 below).

3. Proofs of Theorems 1.1 and 1.2 and some remarks. As a preparation, we prove a result which is an improvement of (2.8) and [7; Proposition 3.1]. We adopt the notation given in §1.

**Proposition 3.1.** We have
\[
\lambda_1(U) \geq \inf_{x \in \mathbb{R}^n} \lambda_{\min}(\text{Hess}(U)(x)). \tag{3.1}
\]

**Proof.** First, applying Theorem 2.1 and (2.7) to the \( i \)th marginal, we have
\[
\int_{\mathbb{R}^n} \left[ \sum_{i,j} (\partial_{ij} f)^2 + \left\langle \text{Hess}(U)\nabla f, \nabla f \right\rangle \right] d\mu_U \geq \lambda_1^x \int_{\mathbb{R}^n} (\partial_i f)^2 d\mu_U, \quad f \in C_0^{\infty}(\mathbb{R}^n). \tag{3.2}
\]

Next, denote by \( \text{Hess}_0(U) \) the symmetric matrix obtained from the Hessian matrix \( \text{Hess}(U) \) replacing the diagonal elements with zero. Then, by (3.2), we have
\[
\int_{\mathbb{R}^n} \left[ \sum_{i,j} (\partial_{ij} f)^2 + \left\langle \text{Hess}(U)\nabla f, \nabla f \right\rangle \right] d\mu_U \\
\geq \sum_i \int_{\mathbb{R}^n} \left\{ \int_{\mathbb{R}^n} [(\partial_i f)^2 + (\partial_i U)(\partial_i f)^2] d\mu_U^{x_i} \right\} d\mu_U - \sum_i \int_{\mathbb{R}^n} [(\partial_i U)(\partial_i f)^2] d\mu_U \\
+ \int_{\mathbb{R}^n} \left\langle \text{Hess}(U)\nabla f, \nabla f \right\rangle d\mu_U \\
\geq \sum_i \int_{\mathbb{R}^n} \left\{ \lambda_1^{x_i} \int_{\mathbb{R}^n} (\partial_i f)^2 d\mu_U^{x_i} \right\} d\mu_U + \int_{\mathbb{R}^n} \left\langle \text{Hess}_0(U)\nabla f, \nabla f \right\rangle d\mu_U \\
= \sum_i \int_{\mathbb{R}^n} \lambda_1^{x_i} (\partial_i f)^2 d\mu_U + \int_{\mathbb{R}^n} \left\langle \text{Hess}_0(U)\nabla f, \nabla f \right\rangle d\mu_U \\
= \int_{\mathbb{R}^n} \left\langle \text{Hess}(U)\nabla f, \nabla f \right\rangle d\mu_U \\
\geq \inf_{x \in \mathbb{R}^n} \lambda_{\min}(\text{Hess}(U)(x)) \int_{\mathbb{R}^n} |\nabla f|^2 d\mu_U, \quad f \in C_0^{\infty}(\mathbb{R}^n). \tag{3.3}
\]
Now, the required assertion follows from the proof of the last assertion of Corollary 2.3. □

From the proof of Proposition 3.1, it is clear that the only argument where we may lose somewhat is the first inequality of (3.3), since the terms \( \sum_{i \neq j} (\partial_{ij} f)^2 \) are ignored there. Hence the estimate (3.1) is mainly meaningful if the interactions are not strong. The interacting potentials considered in this paper are rather simple; for general interactions, one needs some “block estimates” which are not touched here, instead of the “single-site estimates” studied in this paper.

The shorthand of (3.1) is that the minimal eigenvalue \( \lambda_{\text{min}}(\text{Hess}(U)) \) may not be computable in practice. For this, we need the second variational procedure. To do so, let \( s = \min_i \{ \lambda_i^{\infty} - \sum_{j : j \neq i} |\partial_{ij} U| \} \) and define

\[
q_{ij} = \begin{cases} 
|\partial_{ij} U|, & \text{if } i \neq j \\
s - \lambda_i^{\infty}, & \text{if } i = j.
\end{cases}
\]

Then, \( Q := (q_{ij}) \), depending on \( x \), is a symmetric \( Q \)-matrix, not necessarily conservative (i.e., \( \sum_j q_{ij} \leq 0 \)).

Proof of Theorem 1.1. The first estimate in (1.4) follows from Proposition 3.1. Next, by [15; Theorem 1.1], we have

\[
\lambda_{\text{min}}(-Q) \geq \sup_{w > 0} \min_i \left[ -Qw/w \right], \tag{3.4}
\]

where \( Qw(i) = \sum_j q_{ij} w_j \). We remark that the sign of the equality in (3.4) holds once \( Q \) is irreducible (cf. [15; Proposition 4.1]). Noting that for every symmetric matrix \( B = (b_{ij}) \) with nonnegative diagonals and any vector \( w \), we have

\[
\langle w, Bw \rangle = \sum_i b_{ii} w_i^2 + 2 \sum_{i \neq j} b_{ij} w_i w_j \geq \sum_i b_{ii} w_i^2 - 2 \sum_{i \neq j} |b_{ij} w_i w_j| = \langle |w|, \tilde{B} |w| \rangle,
\]

where \( \tilde{B} = (\tilde{b}_{ij}) : \tilde{b}_{ii} = b_{ii}, \tilde{b}_{ij} = -|b_{ij}| \) for \( i \neq j \) and \( |w| = (|w_i|) \). Letting \( w^* \) be a vector with \( \langle w^*, w^* \rangle = 1 \) such that \( \lambda_{\text{min}}(B) = \langle w^*, Bw^* \rangle \), it follows that

\[
\lambda_{\text{min}}(B) \geq \langle |w^*|, \tilde{B} |w^*| \rangle \geq \lambda_{\text{min}}(\tilde{B}) \langle |w^*|, |w^*| \rangle = \lambda_{\text{min}}(\tilde{B}) = \lambda_{\text{min}}(\tilde{B}).
\]

Based on this fact and as an application of (3.4), we get

\[
\lambda_{\text{min}}(\text{Hess}(U)(x)) \geq \lambda_{\text{min}}(\text{diag}(s) - Q)
\]

\[
= s + \lambda_{\text{min}}(-Q)
\]

\[
\geq s + \max_{w > 0} \min_i \left[ -s + \lambda_i^{\infty} - \sum_{j : j \neq i} q_{ij} w_j/w_i \right]
\]

\[
= \max_{w > 0} \min_i \left[ \lambda_i^{\infty} - \sum_{j : j \neq i} q_{ij} w_j/w_i \right]. \tag{3.5}
\]
Combining this with the first estimate in (1.4), we get the second one in (1.4), and so complete the proof of Theorem 1.1.

Proof of Theorem 1.2. In the above proof, replacing \( \lambda_1 \), \( s \) and \( q_{ii} \) with \( \eta_1 \), \( \overline{s}(x) \) and \( q_{ii}(x) \), respectively, but keep \( q_{ij} (i \neq j) \) to be the same, we obtain

\[
\lambda_{\min}(\overline{\operatorname{Hess}}(U)(x)) \geq \overline{s}(x) + \lambda_{\min}(-Q(x)).
\]

By Proposition 3.1, it suffices to estimate \( \lambda_{\min}(-Q(x)) \). Note that \( \lambda_{\min}(-Q(x)) \) is nothing but the principal (Dirichlet) eigenvalue of \( Q(x) \), often denoted by \( \lambda_0(Q(x)) \). Because \( Q(x) \) is symmetric, and so its symmetrizing measure is just the uniform distribution on \( \{1, 2, \ldots, n\} \). Now the conclusion of Theorem 1.2 follows from [16; Theorem 1.1] plus some computations.

We conclude this section with some remarks.

Let \( d_i = -q_{ii} - \sum_{j \neq i} q_{ij} \). By setting \( w_i = \text{constant} \) in (3.4), it follows that \( \lambda_{\min}(-Q) \geq \min_i d_i \). The sign of the equality holds if \( (d_i) \) is a constant. Otherwise, this well-known simplest conclusion is usually rough. For instance, take

\[
Q = \begin{pmatrix}
-1 & 1 & 0 \\
1 & -2 & 1 \\
0 & 1 & -3
\end{pmatrix}.
\]

Then \( \lambda_{\min}(-Q) = 2 - \sqrt{3} > 0 \) (the equality of (3.4) is attained at the positive eigenvector \( w = (2 + \sqrt{3}, 1 + \sqrt{3}, 1) \) but \( \min_i d_i = 0 \). This shows that the use of the variational formula (3.4) is necessary to produce sharper lower bounds.

When \( \partial_{ij} U \leq 0 \) for all \( i \neq j \), then \( \operatorname{Hess}(U) = \operatorname{diag}(s) - Q \), and so the sign of the first equality in (3.5) holds. In this case, the estimate (3.5) is quite sharp, since so is (3.4). However, for general \( \partial_{ij} U (i \neq j) \), the lower bound in (3.5) may be less effective but we do not have a variational formula as (3.4) in such a general situation.

For a given symmetric matrix \( B = (b_{ij}) \) (\( \overline{\operatorname{Hess}}(U) \), for instance), the classical variational formula, which is especially powerful for upper bounds, is as follows.

\[
\lambda_{\min}(B) = \inf \left\{ \sum_{i,j} w_i b_{ij} w_j : \sum_i w_i^2 = 1 \right\}
\]

\[
= \inf \left\{ \sum_i \left( b_{ii} + \sum_{j \neq i} b_{ij} \right) w_i^2 - \frac{1}{2} \sum_{i,j} b_{ij} (w_j - w_i)^2 : \sum_i w_i^2 = 1 \right\}.
\]

(3.6)

For a given symmetrizable \( Q \)-matrix \( (q_{ij}) \) with symmetric probability measure \( \mu \), set

\[
D(f) = \frac{1}{2} \sum_{i,j} \mu_i q_{ij} (f_j - f_i)^2 + \sum_i \mu_i d_i f_i^2,
\]
where \( d_i = -q_{ii} - \sum_{j \neq i} q_{ij} \) as defined before. Then, an alternative formula of (3.6), in terms of the Donsker-Varadhan’s theory of large deviations, goes as follows.

\[
\lambda_{\text{min}}(-Q) = \inf_f \left\{ D(f) : \sum_i \mu_i f_i^2 = 1 \right\} \\
= \inf_{\alpha > 0} \left\{ D(\sqrt{d\alpha/d\mu}) : \sum_i \alpha_i = 1 \right\} \\
= \inf_{\alpha > 0} \left\{ I(\alpha) + \sum_i \alpha_i d_i : \sum_i \alpha_i = 1 \right\} \\
= \inf_{\alpha > 0} \left\{ -\inf_{u > 0} \sum_{i,j} \alpha_i q_{ij} (u_j - u_i)/u_i + \sum_i \alpha_i d_i : \sum_i \alpha_i = 1 \right\} \\
= \inf_{\alpha > 0} \left\{ \sum_{i,j} \left( \sqrt{\alpha_i q_{ij}} - \sqrt{\alpha_j q_{ji}} \right)^2 + \sum_i \alpha_i d_i : \sum_i \alpha_i = 1 \right\},
\]

(3.7)

where \( I \) is the \( I \)-functional in the theory of large deviations. Refer to [17; Proof of Theorem 8.17] for more details. In other words, the large deviation principle provides an alternative description of the classical variational formula, but not (3.4), for which one needs a variational formula for the Dirichlet forms (cf. [15]).

Finally, we remark that the proof of Proposition 3.1 can be also used in the study of other inequalities. The details are omitted here since they are not used subsequently (cf. [7]). The next one is a partial extension of (2.5).

**Proposition 3.2.** Under the assumption of Corollary 2.3, we have for every invertible, nonnegative and diagonal matrix \( D \), the largest constant \( \kappa \):

\[
\kappa \left| \text{Cov}_{\mu_U}(f, g) \right| \leq \left( \int |D\nabla f|^2 d\mu_U \int |D^{-1} \nabla f|^2 d\mu_U \right)^{1/2},
\]

\[
f, g \in C_0^\infty(\mathbb{R}^n)
\]

satisfies

\[
\kappa \geq \inf_x \hat{\lambda}_{\text{min}} \left( D \text{Hess}(U) D^{-1}(x) \right),
\]

(3.8)

where \( \hat{\lambda}_{\text{min}}(M) = \max \{ c : M \geq c \text{Id} \} \).

Before moving further, let us make some remarks about the proof of Proposition 3.2. Note that

\[
\int |D\nabla f|^2 d\mu = \int \langle D^2 \nabla f, \nabla f \rangle d\mu
\]

which is the Dirichlet form corresponding to the diffusion operator with diffusion coefficients \( D^2 \) and potential \( U \). Denote by \( \lambda_1(D^2, U) \) the spectral gap of the last operator, then we have

\[
\left| \text{Cov}_{\mu}(f, g) \right| \leq \text{Var}_{\mu}(f) \text{Var}_{\mu}(g) \\
\leq \frac{1}{\lambda_1(D^2, U) \lambda_1(D^{-2}, U)} \int \langle D^2 \nabla f, \nabla f \rangle d\mu \int \langle D^{-2} \nabla g, \nabla g \rangle d\mu.
\]

(3.10)
Hence, we obtain a lower bound of the optimal constant in (3.8):

\[ \kappa \geq \sqrt{\lambda_1(D^2, U) \lambda_1(D^{-2}, U)}. \]  

(3.11)

The proof is quite natural. Furthermore, by setting \( D \) to be the identity matrix, we obtain (2.5) with sharp constant. However, the estimate (3.11) is usually not sharp in the general case. Note that the sign of the last equality in (3.11) holds if \( f \) and \( g \) are the correspondent eigenfunctions with respect to the operators, but the sign of the first equality in (3.11) holds iff \( f \) and \( g \) are proportional almost surely (due to the use of the Cauchy-Schwarz inequality). This can happen only if \( D \) is trivial: all the diagonals of \( D \) are equal.

A better way to study (3.8) is using the semigroup’s approach. Write

\[ \text{Cov}_\mu(f, g) = \int (f - \mu(f)) g d\mu \]

\[ = -\int \left( \int_0^\infty \frac{d}{dt}P_t f dt \right) g d\mu \]

\[ = -\int_0^\infty \left( \int gLP_t f d\mu \right) dt \]

\[ = \int_0^\infty \left( \int \langle \nabla P_t f, \nabla g \rangle d\mu \right) dt. \]

Now, as a good application of the Cauchy-Schwarz inequality, we get

\[ |\text{Cov}_\mu(f, g)| \leq \left[ \int_0^\infty \left( \int |D\nabla P_t f|^2 d\mu \right)^{1/2} dt \right] \left( \int |D^{-1}\nabla g|^2 d\mu \right)^{1/2}. \]

The problem is now reduced to study the decay of \( \int |D\nabla P_t f|^2 d\mu \) in \( t \) (cf. [7]).

Similarly to Proposition 3.1, as checked by Feng Wang in 2002, we have the following result which improves (2.9), but may be weaker than Theorem 1.3.

**Proposition 3.3.** Under the assumption of Corollary 2.3, we have

\[ \sigma(U) \geq \inf_x \lambda_{\min}(\overline{\text{Hess}(U)}), \]

(3.12)

where

\[ (\overline{\text{Hess}(U)})_{ij} = \begin{cases} \zeta^{x \downarrow i}, & \text{if } j = i \\ (\text{Hess}(U))_{ij} & \text{if } j \neq i, \end{cases} \]

\( \zeta^{x \downarrow i} \) is the optimal constant in the inequality

\[ \zeta^{x \downarrow i} \int f(\partial_i \log f)^2 d\mu_U^{x \downarrow i} \leq \int f \Gamma^i(\log f) d\mu_U^{x \downarrow i}, \quad 0 \leq f \in C_0^\infty(\mathbb{R}^n), \]

(3.13)

and

\[ \Gamma^i(f) = (\partial_i f)^2 + (\partial_i U)(\partial_i f)^2. \]
4. **One-dimensional case. Explicit estimates.** The operator now becomes \( L = \frac{d^2}{dx^2} - u'(x)d/dx \). Write \( b(x) = -u'(x) \). Then \( b \) must have a real root. Otherwise, without loss of generality, let \( u' > \varepsilon > 0 \). Then \(-u\) is strictly decreasing, and so

\[
\infty > Z := \int_{\mathbb{R}} e^{-u} \geq \int_{-\infty}^{0} e^{-u} > e^{-u(0)} \int_{-\infty}^{0} 1 = \infty,
\]

which is a contradiction.

Unless otherwise stated, throughout this section, we consider the operator

\[
L = a(x) \frac{d^2}{dx^2} + b(x) \frac{d}{dx}.
\]

Assume that \( a \in C(\mathbb{R}) \), \( a > 0 \) and \( Z = \int_{\mathbb{R}} e^{C(x)/a(x)} < \infty \), where \( C(x) = \int_{0}^{x} b/a \).

Define \( \mu(dx) = (Za(x))^{-1} e^{C(x)/dx} \).

Recall that \( \lambda_1(L) = \inf \{ D(f) : f \in C^1(\mathbb{R}), \mu(f) = 0, \mu(f^2) = 1 \} \), where \( D(f) = \int_{\mathbb{R}} a f'^2 du \).

Let \( \theta \) be a fixed real root of \( b \). Choose \( K = K_\theta \in C(\mathbb{R} \setminus \{ \theta \}) \) such that \( K \) is increasing (i.e., non-decreasing) in \( x \) when \( |x - \theta| \) increases, \( K(\theta \pm 0) > -\infty \), and moreover

\[
K(r) \leq \inf_{x: \pm (x-r) > 0} \left[ -b(x)/(x-\theta) \right] \quad \text{for all } \pm (r - \theta) > 0, \quad (4.1)
\]

where and in what follows, the notation “±” means that there are two cases: one takes “+” (resp., “−”) everywhere in the statement. Define

\[
F(s) = F^r(s) = \int_{\theta}^{s} \frac{u - \theta}{a(u)} [K(r) - K(u)] du, \quad s, r \in \mathbb{R}, \quad (4.2)
\]

\[
\delta_{\pm}(K) = \sup_{r: \pm (r-\theta) > 0} K(r) \inf_{s: \pm (r-\theta) > 0} \left[ \frac{(s - \theta) \exp[-F(s)]}{\int_{\theta}^{s} \exp[-F(u)] du} \right] \quad (4.3)
\]

\[
\geq \sup_{r: \pm (r-\theta) > 0} K(r) \exp[-F(r)]. \quad (4.4)
\]

The next result is a modification of [12; Corollary 3.5]. It is specially useful for those \( b \) growing at least linear.

**Theorem 4.1.**

1. By using the above notations, we have

\[
\lambda_1(L) \geq \delta_+(K) \land \delta_-(K). \quad (4.5)
\]

2. Suppose additionally that \( K \) is a piecewise \( C^1 \)-function, then we have

\[
\delta_{\pm}(K) \geq K(r_{\pm}) \exp \left[ - \int_{\theta}^{r_{\pm}} \left( \int_{\theta}^{u} \frac{u - \theta}{a(u)} du \right) dK(x) \right], \quad (4.6)
\]
where
\[ r_{\pm} = \pm \infty, \quad \text{if } \lim_{r \to \pm \infty} K(r) \int_\theta^r \frac{u - \theta}{a(u)} \, du \leq 1, \quad (4.7) \]
and otherwise, \( r_{\pm} \) is the unique solution to the equation
\[ K(r) \int_\theta^r \frac{u - \theta}{a(u)} \, du = 1, \quad \pm (r - \theta) > 0. \quad (4.8) \]

**Proof.** (a) First, consider the half-line \((\theta, \infty)\). Assume that \( K(r_1) > 0 \) for some \( r_1 \in (\theta, \infty) \). Otherwise, (4.5) becomes trivial. Fix \( r = r_1 \) and define
\[ f_+(x) = \int_\theta^x \, dy \exp[-F(y \wedge r_1)], \quad x \geq \theta. \]
Then, we have \( f_+ > 0 \) on \((\theta, \infty)\), \( f_+(\theta) = 0 \), \( f'_+(\theta) = 1 \) and
\[
\begin{align*}
f'_+(x) &= \exp[-F(x \wedge r_1)] > 0, \\
f''_+(x) &= -\frac{x - \theta}{a(x)} [K(r_1) - K(x \wedge r_1)] f'_+(x) \leq 0, \quad x \geq \theta.
\end{align*}
\] Since \( a \in C(\mathbb{R}) \), \( a > 0 \), \( K \in C(\mathbb{R} \setminus \{\theta\}) \) and \( K(\theta+) \) is finite, we have \( f_+ \in C^2(\theta, \infty) \).

Next, because \( K \) is increasing on \((\theta, \infty)\) and \( K(x) \leq -b(x)/(x - \theta) \) for all \( x > \theta \), we have
\[
-(af''_+ + bf'_+) (x) = \{ (x - \theta)[K(r_1) - K(x \wedge r_1)] - b(x) \} f'_+(x) \geq \{ (x - \theta)K(r_1) - (x - \theta)K(x) - b(x) \} f'_+(x) \geq (x - \theta)K(r_1)f'_+(x), \quad x > \theta. \quad (4.9)
\] Since \( f''_+ \leq 0 \), \( f'_+ \) is decreasing. By the Cauchy mean value theorem, it follows that \( (x - \theta)/f_+(x) \) is increasing on \((\theta, \infty)\). Hence, by (4.9), we obtain
\[
- \left[ \frac{af''_+ + bf'_+}{f_+} \right](x) \geq \frac{r_1 - \theta}{f'_+(r_1)} K(r_1) f'_+(x) = \frac{r_1 - \theta}{f'_+(r_1)} K(r_1) f'_+(r_1), \quad x \geq r_1. \quad (4.10)
\] Combining (4.9) with (4.10), it follows that
\[
\inf_{x > \theta} \left[ - \frac{af''_+ + bf'_+}{f_+} \right] \geq K(r_1) \inf_{s \in (\theta, r_1)} \frac{(s - \theta)f'_+(s)}{f_+(s)} \delta_+(K). \quad (4.11)
\] By (4.3), we have thus obtained
\[
\inf_{x > \theta} \left[ - \frac{af''_+ + bf'_+}{f_+} \right] \geq \delta_+(K). \quad (4.11)
\]
(b) Next, consider the half-line \((\infty, \theta)\). The proof is parallel to (a). Let \(K(r_1) > 0\) for some \(r_1 < \theta\). Fix \(r = r_1\) and define
\[
f_-(x) = \int_\theta^x dy \exp[-F(y \vee r_1)], \quad x \leq \theta.
\]
Then \(f_- < 0\) on \((\infty, \theta)\), \(f_-(\theta) = 0\), \(f'_-(\theta) = 1\) and
\[
f''_-(x) = \frac{-x - \theta}{a(x)}[K(r_1) - K(x \vee r_1)]f'_-(x) \geq 0
\]
for all \(x \leq \theta\). Moreover, \(f_- \in C^2(\infty, \theta)\). Then
\[
-(af''_- + bf'_-)(x) = \{x - \theta [K(r_1) - K(x \vee r_1)] - b(x)\}f'_-(x)
\leq \{(x - \theta[K(r_1) - (x - \theta)K(x) - b(x)]\}f'_+(x)
\leq (x - \theta)[K(r_1)f'_-(x), \quad x < \theta.
\]
Since \(f_- < 0\) and \(f''_- \geq 0\), we have
\[
-(af''_- + bf'_-)(x) \geq \frac{r_1 - \theta}{f_-(r_1)}K(r_1)f'_-(x) = \frac{r_1 - \theta}{f_-(r_1)}K(r_1)f'_-(r_1), \quad x \leq r_1.
\]
Combining the last two inequalities with (4.3), we get
\[
\inf_{x < \theta} \left[ -\frac{af''_- + bf'_-}{f_-} \right] \geq \sup_{r_1 < \theta} K(r_1) \inf_{s \in (\theta, r_1)} \frac{(s - \theta)f'_-(s)}{f_-(s)} = \delta_-(K).
\]
Finally, let \(f = f_+I_{[\theta, \infty)} + f_-I_{(\infty, \theta)}\). Then \(f \in C^2(\mathbb{R})\) and
\[
\inf_{x \neq \theta} \left[ -\frac{af''_+ + bf'_+}{f_+} \right](x) = \left[ \inf_{x > \theta} -\frac{af''_- + bf'_-}{f_-} \right] \wedge \left[ \inf_{x < \theta} -\frac{af''_- + bf'_-}{f_-} \right] \geq \delta_+(K) \wedge \delta_-(K).
\]
The estimate (4.5) now follows from the last assertion of [12; Theorem 3.1].

(c) To prove (4.4), noticing that \(K\) is monotone, we may apply the integration by parts formula and rewrite \(F\) as follows.
\[
F(r) = \int_\theta^r \frac{u - \theta}{a(u)}[K(r) - K(u)]du
= K(r) \int_\theta^r \frac{u - \theta}{a(u)}du - \int_\theta^r K(u)d\left( \int_\theta^u \frac{z - \theta}{a(z)}dz \right)
= \int_\theta^r K'(u)\left( \int_\theta^u \frac{z - \theta}{a(z)}dz \right)du, \quad r \neq \theta.
\]
(4.12)
By the assumption on \(K\), it follows that \(F \geq 0\, F(r)\) is increasing in \(r\) as \(|r - \theta|\) increases. Hence, by (4.2), we have
\[
\delta_\pm(K) \geq \sup_{r: \pm(r - \theta) > 0} K(r) \inf_{s: \pm(s - \theta) > 0} \exp[-F(s)]
= \sup_{r: \pm(r - \theta) > 0} K(r) \exp[-F(r)].
\]
The proof of (4.4) is done.

(d) The second part of the theorem is to compute sup$r \geq \theta$ $G(r)$, where $G(r) = K(r) \exp[-F(r)]$. The answer is given by (4.6). To do so, first consider the half line $(\theta, \infty)$. Because $K$ is a piecewisely $C^1$, we may assume that $(\theta, \infty) = \cup_i (c_i, d_i)$, $K \in C^1(c_i, d_i)$ and $K' \geq 0$ on $(c_i, d_i)$ for every $i$. By (4.12), we have for every $i$,

$$ G'(r) = K'(r) \left[ 1 - K(r) \int_{\theta}^{r} \frac{u - \theta}{a(u)} \, du \right] \exp[-F(r)], \quad r \in (c_i, d_i). \quad (4.13) $$

Let $\lim_{r \to \infty} K(r) \int_{\theta}^{r} \frac{u - \theta}{a(u)} \, du \leq 1$ and set $\tilde{\theta} = \inf \{ r > \theta : K(r) > 0 \}$. Note that $K$ is increasing, $K > 0$ on $(\tilde{\theta}, \infty)$, and so $K(r) \int_{\theta}^{r} \frac{u - \theta}{a(u)} \, du$ is strictly increasing on $(\tilde{\theta}, \infty)$, but is less or equal to zero on $(\theta, \tilde{\theta})$ when $\theta < \tilde{\theta}$. It follows that $K'(r) \int_{\theta}^{r} \frac{u - \theta}{a(u)} \, du \leq 1$ for all $r \in (\theta, \infty)$. By (4.13), we have $G'(r) \geq 0$ on every $(c_i, d_i)$ since so does $K'(r)$. This fact plus the continuity of $G$ implies that $\sup_{r \geq \theta} G(r) = \lim_{r \to \infty} G(r)$.

Otherwise, we have

$$ \lim_{r \to \infty} K(r) \int_{\theta}^{r} \frac{u - \theta}{a(u)} \, du > 1 \quad \text{and} \quad \lim_{r \to \tilde{\theta} \vee \theta \vee \theta, \infty} K(r) \left\{ \begin{array}{ll}
= 0 < \left( \int_{\theta}^{\tilde{\theta}} \frac{u - \theta}{a(u)} \, du \right)^{-1} & \text{if } \theta < \tilde{\theta}_+
< \infty = \left( \int_{\theta}^{\tilde{\theta}} \frac{u - \theta}{a(u)} \, du \right)^{-1} & \text{if } \tilde{\theta}_+ = \theta.
\end{array} \right. $$

Since $K(r)$ is increasing and $\left( \int_{\theta}^{\tilde{\theta}} \frac{u - \theta}{a(u)} \, du \right)^{-1}$ is strictly decreasing, the curves $K(r)$ and $\left( \int_{\theta}^{\tilde{\theta}} \frac{u - \theta}{a(u)} \, du \right)^{-1}$ must have uniquely an intersection on $(\tilde{\theta}_+, \infty)$, or equivalently on $(\tilde{\theta}, \infty)$. So we have $\sup_{r \geq \theta} G(r) = \sup_{r \geq \tilde{\theta}_+} G(r) = G(r_+)$, where $r_+$ is the unique solution to the equation (4.8).

The proof of the assertions on $(-\infty, \theta)$ is parallel. \(\Box\)

The next two examples illustrate the applications of Theorem 4.1, and are treated several times in the paper.

**Example 4.2.** Let $u(x) = \alpha x^2 + \beta x$ for some constants $\alpha > 0$ and $\beta \in \mathbb{R}$, and $a(x) \equiv 1$. Then we have $\lambda_1(L_{\alpha, \beta}) = \delta_+(K) \land \delta_-(K) = 2 \alpha$ which is exact.

**Proof.** Since $-b(x) = -2\alpha x - \beta$, we have root $\theta = -\beta/(2\alpha)$, and so $-b(x)/(x - \theta) = 2\alpha$. Thus, $K(r) = \text{constant } 2\alpha$. By (4.3), we get $\delta_+(K) = 2\alpha$ as claimed. It is easy to check that the estimate is exact, since the corresponding eigenfunction is linear. \(\Box\)

**Example 4.3.** Let $u(x) = x^4 - \beta_1 x^2 + \beta_2 x$ for some constants $\beta_1, \beta_2 \in \mathbb{R}$ and $a(x) \equiv 1$. Then we have

$$ \lambda_1(L_{\beta_1, \beta_2}) \geq \delta_+(K) \land \delta_-(K) \geq \frac{\sqrt{\beta_1^2 + 2} - \beta_1}{\sqrt{\varepsilon}} \exp \left[ -\frac{1}{2} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 2} \right) \right] $$
uniformly in $\beta_2$. When $\beta_2 = 0$, we have

$$\lambda_1(L_{\beta_1, \beta_2}) \geq \delta_+(K) \land \delta_-(K) \geq \frac{\sqrt{\beta_1^2 + 8} - \beta_1}{\sqrt{e}} \exp \left[ -\frac{1}{8} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 8} \right) \right].$$

**Proof.** First, we have $b(x) = -u'(x) = -4x^3 + 2\beta_1 x - \beta_2$. Let $\theta$ be a root of $u'$. For instance, we may take $\theta = \sqrt{\frac{3}{2|\beta_1|}}$. The reason we choose $4\pi/3$ rather than 0 or $2\pi/3$ in the last line is for the consistency of the case $\beta_2 = 0$. However, in what follows, we will not use the explicit formula of $\theta$, we are going to work out only the estimate uniform in $\beta$. Because

$$\frac{-b(x)}{x - \theta} = 4(x - \theta)^2 + 12\theta(x - \theta) + 12\theta^2 - 2\beta_1 = 4(x + \theta/2)^2 + 3\theta^2 - 2\beta_1,$$

we obtain

$$\inf_{x > r} \frac{-b(x)}{x - \theta} = \begin{cases} 4(r + \theta/2)^2 + 3\theta^2 - 2\beta_1, & \text{if } r \geq -\theta/2 \\ 3\theta^2 - 2\beta_1, & \text{if } r \leq -\theta/2, \quad r \geq 0. \end{cases}$$

$$\inf_{x < r} \frac{-b(x)}{x - \theta} = \begin{cases} 4(r + \theta/2)^2 + 3\theta^2 - 2\beta_1, & \text{if } r \leq -\theta/2 \\ 3\theta^2 - 2\beta_1, & \text{if } r \geq -\theta/2, \quad r < 0. \end{cases}$$

Naturally, one may define $K(r)$ as the right-hand sides, but then the computations for the lower bounds of $\delta_+(K)$ become very complicated. Here, we adopt a simplification. Set $r_{\theta} = r - \theta$. Because

$$4(r + \theta/2)^2 + 3\theta^2 - 2\beta_1 = 12(\theta + r_{\theta}/2)^2 + r_{\theta}^2 - 2\beta_1 \geq r_{\theta}^2 - 2\beta_1,$$

$$3\theta^2 - 2\beta_1 \geq 9\theta^2/4 - 2\beta_1,$$

when $r \geq \theta$ (equivalently, $r_{\theta} \geq 0$), we can choose

$$K(r) = K_{\theta}(r) = \begin{cases} r_{\theta}^2 - 2\beta_1, & \text{if } r_{\theta} > -3\theta/2 \\ 9\theta^2/4 - 2\beta_1, & \text{if } r_{\theta} < -3\theta/2. \end{cases}$$

By symmetry, one can define $K(r)$ for the case of $r \leq \theta$ as follows:

$$K(r) = \begin{cases} r_{\theta}^2 - 2\beta_1, & \text{if } r_{\theta} < -3\theta/2 \\ 9\theta^2/4 - 2\beta_1, & \text{if } r_{\theta} > -3\theta/2. \end{cases}$$
Obviously, $K$ is a continuous piecewise $C^1$-function.

Suppose that $\theta < 0$ for a moment. We use the notation $G(r)$ defined in the proof (d) of Theorem 4.1. Since $G(r)$ is continuous in $r$, $G(r)$ is equal to the constant $K(-\theta/2)$ on $(\theta, -\theta/2]$, and $K' > 0$ on $(\theta, \infty)$, we have $\sup_{r > \theta} G(r) = \sup_{r > -\theta/2} G(r)$. Clearly, $\lim_{r \to \infty} K(r) \int_\theta^r (u - \theta) du = \infty$ and hence we can ignore (4.7) and handle with (4.8) only. There are two cases.

(a) Let $K(-\theta/2) \int_\theta^{-\theta/2} (u - \theta) du < 1$. That is $9\theta^2/4 < \beta_1 + \sqrt{\beta_1^2 + 2}$. In this case, the solution to (4.8) should satisfy $r_+ - \theta > -3\theta/2$. Solving equation

$$(r_\theta^2 - 2\beta_1) \int_\theta^r (u - \theta) du = 1, \quad r_\theta > -3\theta/2,$$

we get $(r_+ - \theta)^2 = \beta_1 + \sqrt{\beta_1^2 + 2}$. Then

$$-\frac{1}{2} \int_\theta^{r_+} (x - \theta)^2 K'(x) dx = -\frac{1}{2} \int_{-3\theta/2}^{r_+ - \theta} x^2 \cdot 2x dx$$

$$= -\frac{1}{4} (r_+ - \theta)^4 + \frac{81}{64} \theta^4$$

$$= -\frac{1}{4} \left( \sqrt{\beta_1^2 + 2} + \beta_1 \right)^2 + \frac{81}{64} \theta^4.$$

Hence we obtain

$$\sup_{r > -\theta/2} G(r) = G(r_+) \geq \left( \sqrt{\beta_1^2 + 2} - \beta_1 \right) \exp \left[ -\frac{1}{4} \left( \sqrt{\beta_1^2 + 2} + \beta_1 \right)^2 + \frac{81}{64} \theta^4 \right]$$

$$\geq \left( \sqrt{\beta_1^2 + 2} - \beta_1 \right) \exp \left[ -\frac{1}{4} \left( \sqrt{\beta_1^2 + 2} + \beta_1 \right)^2 \right]$$

$$= \frac{\sqrt{\beta_1^2 + 2} - \beta_1}{\sqrt{e}} \exp \left[ -\frac{1}{2} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 2} \right) \right].$$

(b) Let $K(-\theta/2) \int_\theta^{-\theta/2} (u - \theta) du \geq 1$. Equivalently, $9\theta^2/4 \geq \beta_1 + \sqrt{\beta_1^2 + 2}$. In this case, the solution to (4.8) satisfies $r_+ \in (\theta, -\theta/2)$. Since $K$ is a constant on $(\theta, -\theta/2)$, by (4.13) and (4.12), $G = K$ on $(\theta, -\theta/2]$. Hence

$$\sup_{r > \theta} G(r) = G(r_+) = K(-\theta/2) = \frac{9}{4} \theta^2 - 2\beta_1 \geq \sqrt{\beta_1^2 + 2} - \beta_1$$

$$\geq \left( \sqrt{\beta_1^2 + 2} - \beta_1 \right) \exp \left[ -\frac{1}{4} \left( \sqrt{\beta_1^2 + 2} + \beta_1 \right)^2 \right].$$

Combining (a) with (b) and (4.6), we obtain

$$\delta_+(K) \geq \frac{\sqrt{\beta_1^2 + 2} - \beta_1}{\sqrt{e}} \exp \left[ -\frac{1}{2} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 2} \right) \right].$$
Next, we estimate $\delta_{-}(K)$. Now, $K(r) = r_{0}^{2} - 2\beta_{1}$ on $(-\infty, \theta)$ since $\theta < 0$. From (4.8), we get the same solution $(r - \theta)^{2} = \beta_{1} + \sqrt{\beta_{1}^{2} + 2}$. But

$$-\frac{1}{2} \int_{\theta}^{r_{-}} (x - \theta)^{2} K'(x) dx = -\frac{1}{2} \int_{0}^{r_{-} - \theta} x^{2} \cdot 2x dx = -\frac{1}{4} (r_{-} - \theta)^{4} = -\frac{1}{4} \left(\sqrt{\beta_{1}^{2} + 2} + \beta_{1}\right)^{2}.$$

By (4.6) again, we get

$$\delta_{-}(K) \geq \frac{\sqrt{\beta_{1}^{2} + 2} - \beta_{1}}{\sqrt{e}} \exp\left[-\frac{1}{2} \beta_{1} \left(\beta_{1} + \sqrt{\beta_{1}^{2} + 2}\right)\right].$$

Therefore, we have proved the required lower bound in the case of $\theta < 0$.

By symmetry, the same conclusion holds when $\theta > 0$. The proof for $\theta = 0$ is much simpler as shown below.

When $\beta_{2} = 0$, we simply let $\theta = 0$. Then

$$-\frac{b(x)}{x} = 4x^{2} - 2\beta_{1}, \quad x \neq 0.$$

We choose $K(r) = 4r^{2} - 2\beta_{1}$. Then the equation (4.8) gives us

$$r_{+}^{2} = \frac{1}{4} \left(\beta_{1} + \sqrt{\beta_{1}^{2} + 8}\right).$$

Because

$$\int_{0}^{r} \left[\int_{0}^{x} u du\right] dK(x) = \int_{0}^{r} 4x^{3} dx = r^{4},$$

by (4.6), we obtain the last required assertion. \(\square\)

We will improve the estimate of Example 4.3 in §5 (Example 5.3) by a different method.

Before moving further, let us make some remarks about the estimate given in Example 4.3. Recall that at the beginning of the proof, in choosing the function $K(r)$, the term $12(\theta + r_{0}/2)^{2}$ was removed, this simplified greatly the proof since the original quartic equation is reduced to a quadratic one. For this reason one may worry lost too much in the estimation and we want to know the best estimate we can get by part (2) of Theorem 4.1. For this, we use a different trick. Consider the case of $\theta < 0$ only. We use the complete form of $K$:

$$K(r) = \begin{cases} 
4(r + \theta/2)^{2} + 3\theta^{2} - 2\beta_{1}, & \text{if } r \geq -\theta/2 \\
3\theta^{2} - 2\beta_{1}, & \text{if } \theta \leq r \leq -\theta/2 \\
4(r + \theta/2)^{2} + 3\theta^{2} - 2\beta_{1}, & \text{if } r < \theta.
\end{cases}$$

(i) Following the proof of Example 4.3, we study first the estimation of $\delta_{+}(K)$. There are two cases.
(a) Let $K(-\theta/2)\int_{-\theta/2}^{0/2}(u-\theta)du < 1$. That is, $3\theta^2 < \beta_1 + \sqrt{\beta_1^2 + 8/3}$. The idea is that in looking for a uniform estimate, we may regard $r$ as a parameter rather than $\theta$. In other words, instead of solving equation (4.8)

$$
(4r_\theta^2 + 12\theta r_\theta + 12\theta^2 - 2\beta_1) \int_{\theta}^{r}(u-\theta)du = 1, \quad r_\theta > -3\theta/2
$$

in $r$, we solve the equation in $\theta$. Then the equation has two solutions:

$$
\theta = \frac{1}{6} \left(-3r_\theta \pm \sqrt{6\beta_1 + 6/r_\theta^2 - 3r_\theta^2}\right).
$$

Since $\theta$ is real, $r_\theta$ must satisfy

$$
r_\theta^2 \leq \beta_1 + \sqrt{\beta_1^2 + 2}. \tag{4.14}
$$

Next, in the “+” case, $\theta < 0$ iff

$$
r_\theta^2 > \left(\beta_1 + \sqrt{\beta_1^2 + 8}\right)/4, \tag{4.15}
$$

and it is obvious that $r_\theta > -3\theta/2$. In the “−” case, it is automatically that $\theta < 0$ and $r_\theta > 3\theta/2$ iff

$$
r_\theta^2 > \left(3\beta_1 + \sqrt{9\beta_1^2 + 24}\right)/4, \tag{4.16}
$$

To estimate the decay exponent, note that on the one hand, we have

$$
\theta r_\theta^3 = \frac{1}{6} r_\theta^2 \left(-3r_\theta \pm \sqrt{6\beta_1 r_\theta^2 + 6 - 3r_\theta^4}\right)
= \frac{1}{6} z \left(-3z \pm \sqrt{6\beta_1 z + 6 - 3z^2}\right),
$$

where $z = r_\theta^2$. On the other hand, we have

$$
-\frac{1}{2} \int_{-3\theta/2}^{r+\theta} x^2 K'(x)dx = -r_\theta^4 - 2\theta r_\theta^3 - \frac{27}{16} \theta^4.
$$

Replacing $r_\theta^2$ with $z$ on the right-hand side plus some computation, we finally get

$$
-\frac{1}{2} \int_{-3\theta/2}^{r+\theta} x^2 K'(x)dx = -\frac{3}{64} \left[-2z^2 + 8\beta_1 z + \beta_1^2 + 8 + \frac{2\beta_1}{z} + \frac{1}{z^2}\right]
\pm \frac{\sqrt{3}}{96} \left(9 + 9\beta_1 z - 23z^2\right) \sqrt{\frac{2\beta_1}{z} + \frac{2}{z^2} - 1}.
$$

To obtain the uniform lower bound, by (4.14) and (4.15), we need to minimize the right-hand side under the constrain

$$
\begin{align*}
\left\{ \begin{array}{ll}
(\beta_1 + \sqrt{\beta_1^2 + 8})/4 < z \leq \beta_1 + \sqrt{\beta_1^2 + 2} & \text{in the “+” case} \\
(3\beta_1 + \sqrt{9\beta_1^2 + 24})/4 < z \leq \beta_1 + \sqrt{\beta_1^2 + 2} & \text{in the “−” case}
\end{array} \right.
\end{align*}
$$
A numerical computation shows that the first case is smaller than the second one and its leading term is approximately \(-0.8\beta_1^2\).

(b) Let \(K(-\theta/2)\int_{-\theta/2}^{0}(u-\theta)du \geq 1\). That is, \(3\theta^2 \geq \beta_1 + \sqrt{\beta_1^2 + 8/3}\). Then we have the lower bound \(\sqrt{\beta_1^2 + 8/3} - \beta_1\) which is decayed slowly than exponential.

(ii) Next, in the case of \(r < \theta\), by assumption, \(\theta < 0\) and \(r < 0\), we have only one solution

\[ \theta = \frac{1}{6} \left( -3r_\theta - \sqrt{6\beta_1 + 6/r_\theta^2 - 3r_\theta^2} \right), \]

and furthermore \(\theta < 0\) iff

\[ r_\theta^2 < (\beta_1 + \sqrt{\beta_1^2 + 8})/4. \]

To estimate the decay exponent, note that on the one hand, since \(r_\theta < 0\), we have

\[ \theta r_\theta^3 = \frac{1}{6} r_\theta^2 \left( -3r_\theta^2 + \sqrt{6\beta_1 r_\theta^2 + 6 - 3r_\theta^4} \right) \]

\[ = \frac{1}{6} z \left( -3z + \sqrt{6\beta_1 z + 6 - 3z^2} \right). \]

On the other hand, we have

\[ -\frac{1}{2} \int_{0}^{r_\theta} x^2 K'(x)dx = -r_\theta^4 - 2\theta r_\theta^3. \]

Hence

\[ -\frac{1}{2} \int_{0}^{r_\theta} x^2 K'(x)dx = -\frac{1}{\sqrt{3}} z \sqrt{2\beta_1 z + 2 - z^2}. \]

To obtain the uniform lower bound, it suffices to minimize the right-hand side under the constrain

\[ 0 < z < \left( \beta_1 + \sqrt{\beta_1^2 + 8} \right)/4. \]

A numerical computation shows that the resulting estimate is bigger than \(-0.8\beta_1^2\).

(iii) Finally, we conclude that the estimate on the exponent obtained so far is approximately \(-0.8\beta_1^2\). Comparing this with our estimate \(-\beta_1^2\), it is clear that there is no much room left for an improvement by part (2) of Theorem 4.1.

We now study the general criteria and estimates of \(\lambda_1(L)\) and \(\lambda_0^\pm(\theta)\) (see (4.17) below for definitions) in dimension one. For this, we need more notation.

Fix an arbitrary reference point \(\theta \in \mathbb{R}\), not necessarily a root of \(b(x) = -u'(x)\). Let \(\mathbb{R}_\theta^+ = (\theta, \infty)\), \(\mathbb{R}_\theta^- = (-\infty, \theta)\), \(\mathbb{R}_\theta^+ = [\theta, \infty)\), and \(\overline{\mathbb{R}}_\theta^- = (-\infty, \theta]\). Recall that
C_\theta(x) = \int_\theta^x b/a. Define

\varphi_\theta(x) = \int_\theta^x e^{-C}, \quad \delta_\theta^\pm = \sup_{x \in \mathbb{R}_0^\pm} \varphi(x) \int_x^{\pm\infty} e^{-C} a,

\mathcal{F}_{I_\theta}^\pm = \left\{ f \in C(\mathbb{R}_0^\pm) \cap C^1(\mathbb{R}_0^\pm) : f'(\theta) = 0, \ f'|_{\mathbb{R}_0^\pm} > 0 \right\},

\mathcal{F}_{II_\theta}^\pm = \left\{ f \in C(\mathbb{R}_0^\pm) : f'(\theta) = 0, \ (\pm f)|_{\mathbb{R}_0^\pm} > 0 \right\},

I_\theta^+(f)(x) = \frac{e^{-C(x)}}{f'(x)} \int_x^{\pm\infty} \frac{f e^C}{a}, \quad \pm (x - \theta) \geq 0, \ f \in \mathcal{F}_{I_\theta}^+,

II_\theta^+(f)(x) = \frac{1}{f(x)} \int_0^{\pm\infty} \varphi_\theta(x \wedge \cdot) \frac{f e^C}{a} = \frac{1}{f(x)} \int_\theta^x e^{-C(y)} \frac{f e^C}{a}, \pm (x - \theta) \geq 0, \ f \in \mathcal{F}_{II_\theta}^+,

\lambda_\theta^+(\theta) = \inf \left\{ D(f) : f|_{\mathbb{R}\setminus\mathbb{R}_0^\pm} = 0, \ f \in C(\mathbb{R}_0^\pm) \cap C^1(\mathbb{R}_0^\pm), \mu(f^2) = 1 \right\}. \quad (4.17)

**Theorem 4.4.** The comparison of \( \lambda_1(L) \) and \( \lambda_\theta^+(\theta) \) and their estimates are given as follows.

1. \( \inf_{\theta \in \mathbb{R}} [\lambda_\theta^+(\theta) \vee \lambda_\theta^-(\theta)] \geq \lambda_1(L) \geq \sup_{\theta \in \mathbb{R}} [\lambda_\theta^+(\theta) \wedge \lambda_\theta^-(\theta)] \). In particular, \( \lambda_1(L) = \lambda_\theta^+(\theta) \), where \( \theta \) is the solution to the equation \( \lambda_\theta^+(\theta) = \lambda_\theta^-(\theta) \), \( \theta \in [-\infty, \infty] \).
2. If \( m \) is the medium of \( \mu \), then \( 2[\lambda_\theta^+(m) \wedge \lambda_\theta^-(m)] \geq \lambda_1(L) \geq \lambda_\theta^+(m) \wedge \lambda_\theta^-(m) \).
3. \( \lambda_\theta^+(\theta) \geq \sup_{f \in \mathcal{F}_{II_\theta}^+} \inf_{x \in \mathbb{R}_0^\pm} II_\theta^+(f)(x)^{-1} \geq \sup_{f \notin \mathcal{F}_{I_\theta}^+} \inf_{x \in \mathbb{R}_0^\pm} I_\theta^+(f)(x)^{-1} \).
   Moreover, the sign of equalities hold whenever both \( a \) and \( b \) are continuous.
4. \( (\delta_\theta^\pm)^{-1} \geq \lambda_\theta^+(\theta) \geq (4\delta_\theta^\pm)^{-1} \).

**Proof.** The first assertion of part (1) is just [18; Theorem 3.3]. The lower bound in part (2) follows from the one of part (1). As remarked above [18; Theorem 3.3], from the proof of [18; Theorem 3.1], it follows that

\[ \lambda_1(L) \leq \inf_{\theta \in \mathbb{R}} [\lambda_\theta^+(\theta) \mu(\theta, \infty)] \wedge [\lambda_\theta^-(\theta) \mu(-\infty, \theta)] . \]

Hence, the upper bound in part (2) follows immediately. The variational formulas for the lower bounds given in part (3) is a copy of [19; Theorem 1.1]. In which, the corresponding variational formulas for the upper bounds are also presented, but omitted here. Part (4) was proven in [18; Theorem 1.1]. From these quoted papers, one can find some more sharper estimates and further references.

It remains to prove the second assertion of part (1). For this, it suffices to show that \( \lambda_\theta^+(\theta) \) is continuous in \( \theta \). By symmetry, it is enough to prove that \( \lambda_\theta^+(\theta) \) is continuous in \( \theta \). Let \( \theta_1 < \theta_2 < \infty \). Clearly, \( \lambda_\theta^+(\theta_1) < \lambda_\theta^+(\theta_2) \). Given \( \varepsilon \in (0, 1) \), choose \( f = f_x \in C^1(\theta_1, \infty) \cap C[\theta_1, \infty) \) such that \( f(\theta_1) = 0, \int_{\theta_1}^{\infty} f^2 \, d\mu = 1 \) and \( A - \varepsilon \leq \lambda_\theta^+(\theta_1) \), where \( A = A_\varepsilon = \int_{\theta_1}^{\infty} f^2 \, d\mu \). By the continuity of \( f \), when
\[ \theta_2 - \theta_1 > 0 \] is sufficient small, we have
\[
\left| f(\theta_2)^2 \int_{\theta_2}^{\infty} d\mu - 2f(\theta_2) \int_{\theta_2}^{\infty} f d\mu - \int_{\theta_1}^{\theta_2} f^2 d\mu \right| \\
\leq f(\theta_2)^2 \int_{\theta_1}^{\infty} d\mu + 2f(\theta_2) + \int_{\theta_1}^{\theta_2} f^2 d\mu \\
< \varepsilon.
\]

Then \( f_{\theta_2}^\infty (f - f(\theta_2))^2 d\mu > 1 - \varepsilon \) and furthermore
\[
\lambda_0^+(\theta_2) \leq \int_{\theta_2}^{\infty} f'^2 d\mu / \int_{\theta_2}^{\infty} (f - f(\theta_2))^2 d\mu \leq \frac{A}{1 - \varepsilon} \leq \frac{\lambda_0^+(\theta_1) + \varepsilon}{1 - \varepsilon}.
\]

Since \( \varepsilon \) can be arbitrarily small, we obtain the required assertion. \( \square \)

As an illustration of the applications of Theorem 4.4, we discuss Examples 4.2 and 4.3 again.

**Example 4.5.** Everything in premise is the same as in Example 4.2. We have
\[
\frac{2\alpha}{\delta} \geq \lambda_1(L_{\alpha, \beta}) \geq \frac{\alpha}{4\delta},
\]
where
\[
\delta = \sup_{x > 0} \int_0^x e^{y^2} dy \int_x^{\infty} e^{-y^2} dy \approx 0.239405.
\]

**Proof.** First, we have the root \( \theta = -\beta/(2\alpha) \) of \( u'(x) \), it is also the medium of the measure. Next,
\[
C_\theta(x) = -\alpha(x-\theta)^2, \quad \varphi_\theta(x) = \int_0^{x-\theta} e^{\alpha y^2} dy, \quad \int_x^{\infty} e^{-\alpha(y-\theta)^2} dy = \int_0^{\infty} e^{-\alpha y^2} dy.
\]

Hence \( \delta_0^+ = \delta / \alpha \). By symmetry, we also have \( \delta_0^- = \delta / \alpha \). The assertion now follows from parts (2) and (4) of Theorem 4.4. \( \square \)

**Example 4.6.** Everything in premise is the same as in Example 4.3. We have
(1) \( \lim_{|\beta_2| \to \infty} \lambda_1(L_{\beta_1, \beta_2}) = \infty. \)
(2) For \( \beta_1 \geq 0 \), we have
\[
\lambda_1(L_{\beta_1, 0}) \leq 4e^{14} \exp \left[ -\frac{1}{4} \beta_1^2 + 2\log(1 + \beta_1) \right].
\]
Proof. By symmetry of $u(x)$ in $x$, one may assume that $\beta_2 \geq 0$. Let $\theta$ be a real root of $u'(x)$. Clearly, $\lim_{\beta_2 \to \infty} \theta = -\infty$. Moreover, $u(x) - u(\theta) = (x - \theta)^2 + 4\theta(x - \theta) + 6\theta^2 - \beta_1$. Hence

$$\int_\theta^x e^{u(y)} dy \int_x^\infty e^{-u(z)} dz = \int_\theta^x e^{u(y) - u(\theta)} dy \int_x^\infty e^{-u(z) + u(\theta)} dz$$

$$= \int_0^{x-\theta} e^{y^2(2\theta y + 6\theta^2 - \beta_1)} dy \int_0^{\infty} e^{-z^2(2\theta y + 6\theta^2 - \beta_1)} dz$$

$$= \int_0^{x-\theta} dy \int_0^{\infty} dz \exp\left[-(z^2 - y^2)(z^2 + y^2 + 4\theta(\frac{y^2}{z} + \frac{y}{z}) + 6\theta^2 - \beta_1)\right] dz.$$  

(4.18)

(a) We now prove the first assertion. It says that the parameter $\beta_2$ plays a role for $\lambda_1(L_{\beta_1, \beta_2})$, in contrast with Example 4.5. For $x \geq \theta$, by (4.18), we have

$$\int_\theta^x e^{u(y)} dy \int_x^\infty e^{-u(z)} dz$$

$$= \int_0^{x-\theta} dy \int_0^{\infty} dz \exp\left[-(z^2 - y^2)(z + 2\theta(\frac{y}{z} + \frac{y}{z}) + 4\theta^2(\frac{y^2}{z} + \frac{y}{z}) + 2\beta^2 - \beta_1)\right]$$

$$\leq \int_0^{x-\theta} dy \int_0^{\infty} dz \exp\left[-(z^2 - y^2)(-4\theta^2(\frac{y}{z} + \frac{y}{z}) + 2\beta^2 - \beta_1)\right].$$

Since $z \geq y \geq 0$, we have $y/(z + y) \leq 1/2$. The right-hand side is controlled by

$$\int_0^{x-\theta} dy \int_0^{\infty} e^{-(z^2 - y^2)(\beta^2 - \beta_1)} dz, \quad x \geq \theta.$$  

(4.19)

We now use Conte’s estimate (cf. [20]):

$$x\left(1 + \frac{x^2}{12}\right) \frac{\pi^2}{8x} e^{-3x^2/4} < e^{-x^2} \int_0^x e^{y^2} \leq \frac{\pi^2}{8x} (1 - e^{-x^2}), \quad x > 0$$

and Gautschi’s estimate (cf. [21]):

$$\frac{1}{2} (x^p + 2)^{1/p} - x \leq C_p \left(\frac{x^p + 1}{C_p}\right)^{1/p} - x, \quad x \geq 0,$$

$$C_p := \Gamma(1 + 1/p)^p/(p - 1), \quad p > 1; \quad C_2 = \pi/4.$$

Thus,

$$\int_0^x e^{y^2} dy \int_x^\infty e^{-cz^2} dz \leq \frac{\pi^2}{8c\sqrt{c}x} (1 - e^{-c x^2}) \cdot \frac{\pi}{4} \left(\sqrt{c x^2 + \frac{4}{\pi} - \sqrt{c} x}\right)$$

$$\leq \frac{\pi^2}{8c\sqrt{c}x} \sqrt{\frac{\pi}{4} (1 - e^{-c x^2})}, \quad x \geq 0.$$
Noting that \((1 - e^{-cx^2})/x \leq cx \leq c\) for all \(x \in (0, 1]\) and \((1 - e^{-cx^2})/x \leq 1/x \leq 1\) for all \(x \geq 1\), we obtain
\[
\int_0^x e^{y^2} \, dy \int_x^\infty e^{-cz^2} \, dz \leq \frac{\pi^{5/2}}{16\sqrt{c}}, \quad x \geq 0, \quad c \geq 1.
\]
Therefore
\[
\delta^+_\theta = \sup_{x > \theta} \int_\theta^x e^{u(y)} \, dy \int_x^\infty e^{-u(z)} \, dz \\
\leq \sup_{x > 0} \int_0^x dy \int_x^\infty e^{-(z^2 - y^2)(\theta^2 - \beta_1)} \, dz \\
\leq \frac{\pi^{5/2}}{16\sqrt{\theta^2 - \beta_1}} \to 0 \quad \text{as } \theta \to -\infty.
\]
For \(\delta^-_\theta\), the proof is similar. As an analogue of (4.18), we have
\[
\int_\theta^x e^{u(y)} \, dy \int_x^{-\infty} e^{-u(z)} \, dz \\
= \int_{x-\theta}^0 dy \int_{-\infty}^{x-\theta} dz \exp \left\{ - (z^2 - y^2) \left[ (z + 2\theta)^2 + \left( y + \frac{2\theta y}{z + y} \right)^2 \right. \right. \right.
\left. - \frac{1}{2} \theta^2 \left( \frac{y}{z + y} \right)^2 + 2\theta^2 - \beta_1 \right\].
\]
Since \(z \leq y \leq 0\), we have \(|y/(z + y)| \leq 1/2\), we obtain
\[
\int_\theta^x e^{u(y)} \, dy \int_x^{-\infty} e^{-u(z)} \, dz \leq \int_{x-\theta}^0 dy \int_{-\infty}^{x-\theta} e^{-(z^2 - y^2)(\theta^2 - \beta_1)} \, dz, \quad x \leq \theta.
\]
We have thus returned to (4.19).

Now, the first assertion follows from parts (1) and (4) of Theorem 4.4.

(b) For the upper bound in part (2), since \(\beta_2 = 0\), we have \(\theta = 0\). We need to show that
\[
\sup_{x > 0} \int_0^x e^{y^4 - \beta_1 y^2} \, dy \int_x^\infty e^{-z^4 + \beta_1 z^2} \, dz \geq \frac{1}{4e^{14}} \exp \left[ \frac{1}{4} \beta_1^2 - 2\log(1 + \beta_1) \right].
\]
Since
\[
\int_0^x e^{y^4 - \beta_1 y^2} \, dy \int_x^\infty e^{-z^4 + \beta_1 z^2} \, dz \\
= \frac{1}{4} \int_{-\beta_1/2}^{x^2 - \beta_1/2} e^{y^2} \, dy \int_{x^2 - \beta_1/2}^\infty e^{-z^2} \, dz \\
> \frac{1}{4} \int_{-\beta_1/2}^{x^2 - \beta_1/2} e^{y^2} \, dy \int_{x^2 - \beta_1/2}^{\beta_1/2} e^{-z^2} \, dz,
\]
when $\beta_1 \geq 1$, we have

$$\int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy} \int_{-\beta_1/2}^{1-\beta_1/2} \frac{e^{-z^2}}{\sqrt{y+\beta_1/2}} \text{dz} \geq \frac{1}{\beta_1} \int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy} \int_{1-\beta_1/2}^{1-\beta_1/2} e^{-z^2} \text{dz}.$$

It suffices to show that

$$\frac{1}{\beta_1} \int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy} \int_{-\beta_1/2}^{1-\beta_1/2} e^{-z^2} \text{dz} \geq \frac{1}{e^{1/4}} \exp \left[ \frac{1}{4} \beta_1^2 - 2 \log(1 + \beta_1) \right],$$

or

$$\int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy} \int_{-\beta_1/2}^{1-\beta_1/2} e^{-z^2} \text{dz} \geq \exp \left[ \frac{1}{4} \beta_1^2 - \log(1 + \beta_1) - 14 \right].$$

Since

$$\int_{1-\beta_1/2}^{\beta_1/2} e^{-z^2} \text{dz} \to \int_{-\infty}^{\infty} e^{-z^2} \text{dz} < \infty,$$

$$\int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy} = \int_{\beta_1/2-1}^{\beta_1/2} e^{y^2} \text{dy} \geq \exp \left[ \left( \frac{\beta_1}{2} - 1 \right)^2 \right] \to \infty,$$

$$\frac{\int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy}}{\exp(\beta_1^2/4 - \log \beta_1)} \sim \frac{\exp(\beta_1^2/4) - \exp((1-\beta_1/2)^2)}{\exp(\beta_1^2/4)} \sim 1 - e^{1-\beta_1} \sim 1 \text{ as } \beta_1 \to \infty,$$

it is easy to check first that

$$\log \left[ \int_{-\beta_1/2}^{1-\beta_1/2} e^{y^2} \text{dy} \int_{1-\beta_1/2}^{1-\beta_1/2} e^{-z^2} \text{dz} \right] \geq \frac{1}{4} \beta_1^2 - \log(1 + \beta_1) - 14$$

for $\beta_1 \geq 1$ and then the required assertion for $\beta_1 \geq 0$ by using mathematical softwares. \qed

Before moving further, let us study the lower bounds of $\inf_{\beta_2 \geq 0} \lambda_1(L_{\beta_1, \beta_2})$ in terms of $\delta_0^+$. For this, we return to (4.18). Because

$$4\theta \left( z + \frac{y^2}{z+y} \right) + 6\theta^2 = 6 \left[ \theta + \frac{1}{3} \left( z + \frac{y^2}{z+y} \right) \right]^2 - \frac{2}{3} \left( z + \frac{y^2}{z+y} \right)^2 \geq - \frac{2}{3} (z+y/2)^2,$$

and so

$$z^2 + y^2 + 4\theta \left( z + \frac{y^2}{z+y} \right) + 6\theta^2 - \beta_1 \geq z^2 + y^2 - \frac{2}{3} (z+y/2)^2 - \beta_1$$

$$= \frac{1}{6} (2z^2 - 4zy + 5y^2) - \beta_1$$

$$\geq \frac{1}{6} (z^2 + y^2) - \beta_1,$$
it follows that
\[
\int_0^x dy \int_x^\infty \exp \left[ - (z^2 - y^2) \left( z^2 + y^2 + 4\theta \left( z + \frac{y^2}{z + y} \right) + 6\theta^2 - \beta_1 \right) \right] \, dz
\leq \int_0^x dy \int_x^\infty dz \, e^{-(z^2 - y^2)((z^2 + y^2)/6 - \beta_1)}
= \int_0^x dy \, e^{y^4/6 - \beta_1 y^2} \int_x^\infty e^{-z^4/6 + \beta_1 z^2} \, dz.
\]
(4.20)

Combining (4.18) with (4.20), we obtain
\[
\delta_\theta^+ \leq \sup_{x > 0} \int_0^x dy \, e^{y^4/6 - \beta_1 y^2} \int_x^\infty e^{-z^4/6 + \beta_1 z^2} \, dz.
\]
The same upper bound holds for \( \delta_\theta^- \). By parts (1) and (4) of Theorem 4.4, we obtain a lower estimate of \( \inf_{\beta_2 \geq 0} \lambda_1(L_{\beta_1, \beta_2}) \). However, the resulting bound is smaller than those given in Example 4.3.

We mention that the lower bound given in Example 4.3 may still be improved by applying part (3) of Theorem 4.3 to the test functions \( f_\pm \) constructed in the proof of Theorem 4.1. This observation is due to [22]. The proof is quite easy. Let for instance
\[
- \sup_{x \in (\theta, \infty)} \frac{a f''_+ + b f'_+}{f_+} (x) \geq \delta > 0.
\]
Then \( f_+ \leq -(a f''_+ + b f_+)/\delta \). Noting that \( (e^{C f'_+})' = e^{C (a f''_+ + b f_+)} / a \), we obtain
\[
I_\theta^+ (f_+) (x) = \frac{e^{-C(x)}}{f'_+(x)} \int_x^\infty \frac{f_+ e^C}{a} \, dx
\leq \frac{1}{\delta} \frac{e^{-C(x)}}{f'_+(x)} \int_x^\infty \left( - \frac{a f''_+ + b f_+}{a} \right) e^C \, dx
= \frac{1}{\delta} \frac{e^{-C(x)}}{f'_+(x)} \int_x^\infty ( - e^{C f'_+} )' \, dx
\leq \frac{1}{\delta} \frac{e^{-C(x)}}{f'_+(x)} e^{C(x)} f'_+(x)
= \frac{1}{\delta}, \quad x > \theta.
\]

Alternatively, one may apply the approximation procedure given in [19] to improve the lower bound. However, all the computations are quite complicated, and so we do not want to go further along this line.

We remark that the process in Example 4.6 (Example 4.3) possesses much stronger ergodic properties.

Proposition 4.7. The processes corresponding to Example 4.3 is not only exponentially ergodic but also strongly ergodic. It has the empty essential spectrum. It satisfies the logarithmic Sobolev inequality but not the Nash (Sobolev) inequality.
Proof. One may use the criteria given in [13; §5.4] to justify these assertions. For the reader's convenience, here we mention three criteria as follows. By the symmetry, we need only to write down the conditions on the half-line \([0, \infty)\).

**Logarithmic Sobolev inequality.**

\[
\sup_{x > 0} \left( \int_x^\infty e^{-u} \right) \left( \log \int_x^\infty e^{-u} \right) \int_0^x e^u < \infty.
\]

**Strong ergodicity.**

\[
\int_0^\infty dx e^{u(x)} \int_x^\infty e^{-u} < \infty.
\]

**Nash (Sobolev) inequality.**

\[
\sup_{x > 0} \left( \int_x^\infty e^{-u} \right)^{1 - 2/n} \int_0^x e^u < \infty, \quad n > 2.
\]

The second condition holds since

\[
\int_x^\infty e^{-u} \sim \frac{1}{2e^{-3} + x^{-2} u'} \sim \frac{x^3}{xu'} \to 0, \quad x \to \infty.
\]

However, replacing \(x^{-2}\) with \(x^{-1}\) at the beginning, the same proof shows that the standard Ornstein-Uhlenbeck process is not strongly ergodic. For the third condition, note that \(\int_x^\infty e^{-u} \) and \(\int_0^x e^u\) have the leading order \(e^{-u}\) and \(e^u\) respectively. Hence the leading order of

\[
\left( \int_x^\infty e^{-u} \right)^{1 - 2/n} \int_0^x e^u
\]

is \(e^{2u/n} \to \infty\) as \(x \to \infty\). Similarly, one can check the first condition. Alternatively, to see that the logarithmic Sobolev inequality holds, simply use the fact that \(\lim_{x \to \infty} u''(x) > 0\) (see [23]). We will come back to this point in Example 5.3. Finally, the logarithmic Sobolev inequality implies the essential spectrum to be empty.

Finally, we study a perturbation of \(\lambda_1(L)\).

**Proposition 4.8.** Let \(a(x) \equiv 1\) and assume that \(\delta_\theta^+ < \infty\) for some \(\theta \in \mathbb{R}\). Next, let \(h\) satisfy \(\int_\mathbb{R} e^{C+h} < \infty\). Define \(\delta_\theta^+(h) = \sup_{x \in \mathbb{R}} \int_\theta^x e^{-C-h} f_x^\pm e^{C+h} \). If there exist constants \(K_1^+, \ldots, K_4^+\) such that

\[
\pm \int_x^{\pm \infty} e^C \leq K_1^+ e^{C(x)}, \quad \pm (x - \theta) \geq 0, \quad (4.21)
\]

\[
\pm \int_\theta^{\pm \infty} e^{-C} \leq K_2^+ e^{-C(x)}, \quad \pm (x - \theta) \geq 0, \quad (4.22)
\]

\[
\pm \int_x^{\pm \infty} e^{|C| - 1} \leq K_3^+ e^{C(x)}, \quad \pm (x - \theta) \geq 0, \quad (4.23)
\]

\[
\pm \int_\theta^{\pm \infty} e^{-C} \leq K_4^+ e^{-C(x)}, \quad \pm (x - \theta) \geq 0, \quad (4.24)
\]
\[
\delta^+_\theta(h) \leq \delta^+_\theta + K^+_2 K^+_3 + K^+_1 K^+_4 + K^+_4 K^+_3 < \infty.
\]

**Proof.** Here, we consider \(\delta^+_\theta(h)\) only. As in [5], we have

\[
\int_{\theta}^{x} e^{-C'h} \int_{\theta}^{x} e^{C'h} dh = \left[ \int_{\theta}^{x} e^{-C} + \int_{\theta}^{x} e^{-C(e^{-h} - 1)} \right] \cdot \left[ \int_{x}^{\infty} e^{C} + \int_{x}^{\infty} e^{C(e^{h} - 1)} \right]
\]

\[
= \int_{\theta}^{x} e^{-C} \int_{\theta}^{x} e^{C} + \int_{\theta}^{x} e^{-C} \int_{x}^{\infty} e^{C(e^{h} - 1)}
\]

\[
+ \int_{\theta}^{x} e^{-C(e^{-h} - 1)} \int_{x}^{\infty} e^{C} + \int_{\theta}^{x} e^{-C(e^{-h} - 1)} \int_{x}^{\infty} e^{C(e^{h} - 1)}
\]

\[
\leq \delta^+_\theta + K^+_2 K^+_3 + K^+_1 K^+_4 + K^+_4 K^+_3 < \infty. \quad \Box
\]

The above result is a revised version of [5; Theorem 3.4], where instead of (4.23) and (4.24), the conditions

(i) \(C(x)\) is strictly uniformly convex up to a bounded function

(ii) \(\int_{\mathbb{R}} (e^{h} - 1) < \infty\)

are employed. It is easy to check that these conditions together are stronger than (4.23) and (4.24). Clearly, under (4.21) and (4.22), conditions (4.23) and (4.24) are automatic for bounded \(h\), for which, the condition (ii) here may fail.

**Example 4.9.** Let \(a(x) \equiv 1\) and \(C_\beta(x) = -x^4 + \beta x^2\). Then \(\lambda_1(L_\beta) > 0\) for all \(\beta \in \mathbb{R}\).

**Proof.** The case of \(\beta < 0\) is easy since \(-C_\beta\) is convex. Hence we assume that \(\beta \geq 0\). Then \(-C_\beta\) is convex for large enough \(x\) and so the conclusion is known. Here we check it by using Proposition 4.8. Take \(C(x) = -x^4\) and regard \(h(x) = \beta x^2\) as a perturbation of \(C(x)\). Clearly, \(\int_{\mathbb{R}} (e^{h} - 1) = \infty\). Set \(\theta = 0\).

First, by Gautschi’s estimate, we have

\[
e^{-C(x)} \int_{x}^{\infty} e^{C'y} \int_{x}^{\infty} e^{-y^4} dy \leq C_4 \left[ \left( x^4 + \frac{1}{C_4} \right)^{1/4} - x \right] \leq \Gamma \left( \frac{5}{4} \right) \approx 0.9064
\]

for all \(x > 0\). Next, we have

\[
e^{C(x)} \int_{x}^{\infty} e^{-C} |e^{-h} - 1| = e^{-x^4} \int_{x}^{\infty} e^{y^4} |e^{-\beta y^2} - 1| dy
\]

\[
\leq e^{C(x)} \int_{x}^{\infty} e^{-C}
\]

\[
= e^{-x^4} \int_{x}^{\infty} e^{y^4} dy
\]

\(< 0.6, \quad x > 0.\)
Moreover,
\[ e^{-C(x)} \int_x^\infty e^C |e^{-h} - 1| < e^{-C(x)} \int_x^\infty e^{C+h} \leq e^{\beta(0.7\beta+26)}, \quad x > 0. \]

By symmetry, the same estimates hold on \((-\infty, 0]\). Now, by Proposition 4.8 and Theorem 4.4, it follows that the leading order of the lower estimate of \(\lambda_1(L_\beta)\) is \(\exp[-0.7\beta^2]\) which is not far away from the optimal one: \(\exp[-\beta^2/4]\). \(\square\)

5. Logarithmic Sobolev inequality.

We begin this section with a result taken from [23; Corollary 1.4].

Lemma 5.1. Let \(L = \Delta - \langle \nabla U, \nabla \rangle\) in \(\mathbb{R}^n\) and define \(\gamma(r) = \inf_{|x| \geq r} \lambda_{\min}(\text{Hess}(U)(x))\). If \(\sup_{r \geq 0} \gamma(r) > 0\), then we have
\[ \sigma(L) \geq \frac{2e}{a_0^2} \exp \left[ - \int_0^{a_0} r \gamma(r) dr \right] > 0, \]
where \(a_0 > 0\) is the unique solution to the equation \(\int_0^a \gamma(r) dr = 2/a\).

This lemma says that the logarithmic Sobolev constant is positive whenever so is \(\lambda_{\min}(\text{Hess}(U)(x))\) at infinity. Unfortunately, as shown by Example 2.5, our models do not satisfy this condition even in the two-dimensional case. Hence, we justify the power of the estimate provided by the lemma only in dimensional one (compare with the criterion for the inequality, see for instance [13; Theorem 7.4]).

Example 5.2. For Example 4.2, we have \(\lambda_1(L_{\alpha,\beta}) \geq \sigma(L_{\alpha,\beta}) \geq 2\alpha\) which are exact.

Proof. Because \(u(x) = \alpha x^2 + \beta x\), we have \(u''(x) = 2\alpha\) and so
\[ \gamma(r) = \inf_{|x| \geq r} u''(x) = 2\alpha. \]

Next, since \(\int_0^a \gamma(r) dr = 2a\alpha\). The unique solution to the equation
\[ \int_0^a \gamma(r) dr = \frac{2}{a} \]
is \(a_0^2 = 1/\alpha\). Noticing that \(\int_0^a r \gamma(r) dr = \alpha a^2\), by Lemma 5.1, we obtain
\[ \sigma(L_{\alpha,\beta}) \geq \frac{2e}{a_0^2} \exp \left[ - \alpha a_0^2 \right] = 2\alpha. \]

This is clearly exact since the well-known fact \(\lambda_1(L_{\alpha,\beta}) \geq \sigma(L_{\alpha,\beta})\) (cf. [13; Theorem 8.7]) and Example 4.2. \(\square\)
Example 5.3. For Example 4.3, we have

\[
\begin{align*}
\inf_{\beta_2} \lambda_1(L_{\beta_1, \beta_2}) &\geq \inf_{\beta_2} \sigma(L_{\beta_1, \beta_2}) \\
&\geq \begin{cases} 
-2\beta_1 + \frac{2}{\sqrt{e}/2 - \beta_1}, & \text{if } \beta_1 < 0 \\
2\sqrt{2/e}, & \text{if } \beta_1 = 0 \\
\frac{1}{\sqrt{e/8 + \beta_1}} \exp \left[ -\frac{\beta_1}{4} \right], & \text{if } \beta_1 > 0
\end{cases}
\end{align*}
\]

Proof. Because \( u(x) = x^4 - \beta_1 x^2 + \beta_2 x \), we have \( u''(x) = 12x^2 - 2\beta_1 \) and \( \gamma(r) = \inf_{|x| \geq r} u''(x) = 12r^2 - 2\beta_1 \). Next, since \( \int_0^a \gamma(r)dr = 4a^3 - 2\beta_1 a \), the solution to the equation \( \int_0^a \gamma(r)dr = 2/a \) is as follows

\[
a_0^2 = \frac{\beta_1 + \sqrt{\beta_1^2 + 8}}{4}.
\]

Next, since

\[
\int_0^a r\gamma(r)dr = a^2(3a^2 - \beta_1),
\]

by Lemma 5.1, we obtain

\[
\sigma(L_{\beta_1, \beta_2}) \geq \frac{2e}{a_0^2} \exp \left[ -a_0^2(3a_0^2 - \beta_1) \right] \\
= \frac{\sqrt{\beta_1^2 + 8} - \beta_1}{\sqrt{e}} \exp \left[ -\frac{1}{8} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 8} \right) \right].
\]

Note that in the case of \( \beta_1 < 0 \), the Bakry-Emery criterion (cf. (2.9)) is available and gives us the lower bound \(-2\beta_1\) which is smaller than the estimate above. Example 5.3 is somehow unexpected since it improves Example 4.3 (In the special case that \( \beta_2 = 0 \), they are coincided). The reason is due to the fact that only the uniform estimate is treated in Example 4.3 and the linear term of \( U \) is ruled out in Lemma 5.1 (but the universal estimates depend on the linear term, cf. [13; Theorem 7.4]). Otherwise, the two methods may not be comparable in view of part (1) of Example 4.6. As mentioned in [23; Example 1.12] that the bounded perturbations should be carefully treated before applying Lemma 5.1.

Proof of Proposition 1.4. Let \( \beta_1 \geq 0 \). Note that

\[
\sqrt{1 + \frac{8}{\beta_1^2}} \leq 1 + \frac{4}{\beta_1^2}.
\]

We have \( \sqrt{\beta_1^2 + 8} \leq \beta_1 + 4/\beta_1 \). Hence

\[
\exp \left[ -\frac{1}{8} \beta_1 \left( \beta_1 + \sqrt{\beta_1^2 + 8} \right) \right] \geq \frac{1}{\sqrt{e}} \exp \left[ -\frac{1}{4} \beta_1^2 \right].
\]
Similarly, we have
\[\sqrt{\beta_1^2 + 8 - \beta_1} = \frac{8}{\sqrt{\beta_1^2 + 8 + \beta_1}} \geq \frac{4}{\beta_1 + 2\beta_1^{-1}}.\]

By Example 5.3, we obtain \(\inf_{\beta_2} \sigma(L_{\beta_1, \beta_2}) \geq \exp[-\beta_1^2/4 - \log(1 + \beta_1)]\) for \(\beta_1 \geq 2\). Combining this with Example 4.6, we get the required assertion. \(\square\)

6. Continuous spin systems.
We begin this section with the ergodicity of our models in the finite dimensions. Consider the particle system on \(\Lambda\) with periodic boundary. Then the generator is
\[L_\Lambda = \Delta + \langle b, \nabla \rangle\]
where
\[b_i(x) = -u'(x_i) - 2J \sum_{j \in N(i)} (x_i - x_j)\]
for some \(u \in C^\infty(\mathbb{R})\), constant \(J\), and \(N(i)\) is the nearest neighbors of \(i\). For simplicity, assume that \(J \geq 0\), but it is not essential in this section. Recall that for the coupling by reflection, the coupling operator \(L\) has the coefficients
\[a(x, y) = \begin{pmatrix} I & I - 2\bar{u}\bar{u}^* \\ I - 2\bar{u}\bar{u}^* & I \end{pmatrix}, \quad b(x, y) = \begin{pmatrix} b(x) \\ b(y) \end{pmatrix},\]
where \(\bar{u} = \bar{u}(x, y) = (x - y)/|x - y|\). Furthermore, for \(f \in C[0, \infty) \cap C^2(0, \infty)\), we have
\[Lf(|x - y|) = 4f''(|x - y|) + \frac{\langle x - y, b(x) - b(y) \rangle}{|x - y|} f'(|x - y|), \quad x \neq y\]
(cf. [13; Theorem 2.30]). To illustrate the idea, we restrict ourselves to the second model.

**Theorem 6.1.** Let \(u(x_i) = x_i^4 - \beta x_i^2\) for all \(i \in \Lambda\). Then the process is exponentially ergodic for any finite \(\Lambda\). Moreover, the coupling by reflection \((X_t, Y_t)\) gives us
\[\mathbb{E}^{x, y} f(|X_t - Y_t|) \leq f(|x - y|)e^{-ct}, \quad t \geq 0,\]
where
\[f(r) = \int_0^r e^{-C(s)}ds \int_s^\infty e^C \sqrt{\varphi}, \quad r > 0,\]
\[C(r) = -\frac{1}{16|\Lambda|} r^4 + \frac{\beta}{4} r^2, \quad \varphi(r) = \int_0^r e^{-C},\]
\[\varepsilon = \varepsilon(\Lambda, \beta) = 4 \inf_{r > 0} \frac{\sqrt{\varphi(r)}}{f(r)} > 0.\]
Proof. Because \( u'(x_i) = 4x_i^3 - 2\beta x_i \) and

\[
b_i(x) = -4x_i^3 + 2\beta x_i - 2J \sum_{j \in N(i)} (x_i - x_j)
\]

for all \( i \). Thus,

\[
b_i(x) - b_i(y) = -4(x_i^3 - y_i^3) + 2\beta (x_i - y_i) - 2J \sum_{j \in N(i)} (x_i - y_i - x_j + y_j).
\]

Hence

\[
\langle x - y, b(x) - b(y) \rangle = -4 \sum_i (x_i - y_i)^2 (x_i^2 + x_i y_i + y_i^2) + 2\beta \sum_i (x_i - y_i)^2 \\
- J \sum_i \sum_{j \in N(i)} (x_i - y_i - x_j + y_j)^2 \\
\leq - \sum_i (x_i - y_i)^4 + 2\beta \sum_i (x_i - y_i)^2 \\
\leq -|\Lambda|^{-1}|x - y|^4 + 2\beta |x - y|^2,
\]

where \( |\Lambda| \) is the cardinality of \( \Lambda \). It follows that

\[
\frac{\langle x - y, b(x) - b(y) \rangle}{|x - y|} \leq - \frac{1}{|\Lambda|} |x - y|^3 + 2\beta |x - y|.
\]

If we take \( f(r) = r \), then for all \( x \neq y \), we have

\[
\mathcal{L}_f(|x - y|) = \frac{\langle x - y, b(x) - b(y) \rangle}{|x - y|} f'(|x - y|) \leq - \left( \frac{1}{|\Lambda|} |x - y|^2 - 2\beta \right) |x - y|.
\]

This is not enough for the exponential convergence except in the case that \( \beta < 0 \) for which we have \( \inf_{r > 0} \left( r^2 / |\Lambda| - 2\beta \right) = -2\beta > 0 \). Due to this reason, we need a much carefully designed \( f \). Define the function \( f \) as in the theorem, then we have

\[
f'(r) = e^{-C(r)} \int_r^\infty e^C \sqrt{\varphi}, \quad f'' = -\frac{1}{4} \gamma f' - \sqrt{\varphi}.
\]

We obtain

\[
4f'' + \gamma f' = -4\sqrt{\varphi} \leq -\varepsilon f
\]

with

\[
\gamma(r) = -\frac{1}{|\Lambda|} r^3 + 2\beta r, \quad \varepsilon = 4 \inf_{r > 0} \frac{\sqrt{\varphi(r)}}{f(r)}.
\]

By the Cauchy mean value theorem, it follows that

\[
\inf_{r > 0} \frac{\sqrt{\varphi}}{f} \geq \inf_{r > 0} \frac{\varphi'}{f'} = \frac{1}{2} \inf_{r > 0} \varphi^{-1/2} \int_r^\infty e^C \sqrt{\varphi} \\
\geq \frac{1}{2} \inf_{r > 0} \frac{\varphi^{-1/2}}{e^C \sqrt{\varphi}} = \frac{1}{4} \left( \inf_{r > 0} e^{-C(r)} \right)^2 > 0.
\]
Therefore we obtain \( \varepsilon > 0 \). This proves our second assertion.

The exponential ergodicity is easy to check by using the so called “drift condition” with test function \( x \to |x|^2 \), but this is not enough to get a convergence rate. We now prove the exponential ergodicity with respect to \( f \circ | \cdot | \). Note that here we do not assume that \( f \circ | \cdot | \) is a distance. Otherwise, the assertion follows from [17; Theorem 5.23]. We have proved in the last paragraph that \( \mathbb{E}^{x,y} f(|X_t - Y_t|) \) is continuous in \( y \). Moreover

\[
\mathbb{E}^{x,y} f(|X_t - Y_t|) = \int_{\mathbb{R}^{|\Lambda|}} \mu_U(dy) \mathbb{E}^{x} f(|X_t - Y_t|) \leq e^{-\varepsilon t} \int_{\mathbb{R}^{|\Lambda|}} \mu_U(dy) f(|x - y|),
\]

where \( \mu_U \) is the probability measure having density \( e^{-U}/Z_U \), corresponding to the potential

\[
U(x) = \sum_{i \in \Lambda} u(x_i) + J \sum_{i \in \Lambda} \sum_{j \in N(i)} (x_i - x_j)^2.
\]

Because the left-hand side controls the Wasserstein distance, with respect to the cost function \( f \circ | \cdot | \), of the laws of the processes starting from \( x \) and \( \mu_U \) respectively, we obtain an exponential ergodicity provided

\[
\int_{\mathbb{R}^{|\Lambda|}} \mu_U(dy) f(|x - y|) < \infty.
\]

To check this, noting that

\[
-U(x) \leq \sum_{i \in \Lambda} (-x_i^4 + \beta x_i^2) \leq -\frac{1}{|\Lambda|} |x|^4 + \beta |x|^2
\]

and \( f(|x - y|) \leq f(|x| + |y|) \), it suffices to consider the radius part. That is,

\[
\int_0^\infty f(r + z) \exp[-z^4/|\Lambda| + \beta z^2] dz < \infty \quad \text{for every } r \geq 0.
\]

This can be done by using a comparison:

\[
\frac{f(r + z) \exp[-z^4/|\Lambda| + \beta z^2]}{z^{-2} e^{-C(r + z)}} \sim \int_{r+z}^{\infty} e^C \sqrt{\varphi} dz
\]

\[
\sim \int_{r+z}^{\infty} e^C \sqrt{\varphi} dz
\]

\[
\sim 0 \quad \text{as } z \to \infty.
\]

Finally, by [17; Theorem 9.18] and its remark, we also have \( \lambda_1(U, \Lambda, \beta) > 0 \). \( \square \)

Theorem 6.1 is meaningful since it works for all finite dimensions. Note that \( \varepsilon(\Lambda, \beta) \to 0 \) as \( |\Lambda| \to \infty \), which is natural since the model exhibits a phase
transition. However, this result does not describe an ergodic region in the infinite dimensional situation.

For the remainder of this section, we apply the results obtained in the previous sections to some specific continuous spin systems. Denote by \( \langle ij \rangle \) the nearest bonds in \( \mathbb{Z}^d \), \( d \geq 1 \). Set \( N(i) = \{ j : j \text{ is the endpoint of an bond } \langle ij \rangle \} \). Then, \( |N(i)| \) := the cardinality of the set \( N(i) = 2d \). Consider the Hamiltonian \( H(x) = J \sum_{\langle ij \rangle} (x_i - x_j)^2 \), where \( J \geq 0 \) is a constant. For a finite set \( \Lambda \subset \mathbb{Z}^d \) (denoted by \( \Lambda \in \mathbb{Z}^d \)) and a point \( \omega \in \mathbb{R}^{|\Lambda|} \), define the finite-dimensional conditional Gibbs distribution \( \mu_{U}^{\Lambda, \omega} \) as follows.

\[
\mu_{U}^{\Lambda, \omega}(dx_\Lambda) = e^{-U_\Lambda(x_\Lambda)} dx_\Lambda / Z_\Lambda^\omega, \tag{6.1}
\]

where \( x_\Lambda = (x_i, i \in \Lambda) \), \( Z_\Lambda^\omega \) is the normalizing constant and

\[
U_\Lambda^\omega(x_\Lambda) = \sum_{i \in \Lambda} u(x_i) + J \sum_{\langle ij \rangle, i,j \in \Lambda} (x_i - x_j)^2 + J \sum_{i \in \Lambda, j \in N(i) \setminus \Lambda} (x_i - \omega_j)^2 \tag{6.2}
\]

for some function \( u \in C^\infty(\mathbb{R}) \), to be specified latterly. One can rewrite \( U_\Lambda^\omega \) as

\[
U_\Lambda^\omega(x_\Lambda) = \sum_{i \in \Lambda} u(x_i) + J \sum_{i \in \Lambda} \sum_{j \in N(i)} (x_i - z_j)^2, \tag{6.3}
\]

where

\[
z_j = \begin{cases} x_j, & \text{if } j \in \Lambda \\ \omega_j, & \text{if } j \notin \Lambda. \end{cases}
\]

Correspondingly, we have an operator \( L_\Lambda^\omega \) and a Dirichlet form \( D_\Lambda^\omega \) as follows.

\[
L_\Lambda^\omega = \Delta_\Lambda - \langle \nabla_\Lambda U_\Lambda^\omega, \nabla_\Lambda \rangle, \quad D_\Lambda^\omega(f) = \int_{|\Lambda|} |\nabla_\Lambda f|^2 d\mu_{U}^{\Lambda, \omega}. \tag{6.4}
\]

Our purpose in this section is to estimate \( \lambda_1(L_\Lambda^\omega) = \lambda_1(U_\Lambda^\omega) \). By (1.6), we have the simplest lower bound of the marginal eigenvalues as follows.

\[
\lambda_1^{x_\Lambda \setminus \{i\}, \omega} \geq \inf_{x \in \mathbb{R}} u''(x) + 4dJ, \tag{6.5}
\]

where \( x_\Lambda \setminus \{i\} = (x_j, j \in \Lambda \setminus \{i\}) \). The function \( C(x) \) defined in Section 4 becomes

\[
C_\Lambda^{x_\Lambda \setminus \{i\}, \omega}(x_i) = -u(x_i) - J \sum_{j \in N(i)} (x_i - z_j)^2
\]

\[
= -u(x_i) - 2dJx_i^2 + 2J \left( \sum_{j \in N(i)} z_j \right) x_i - J \sum_{j \in N(i)} z_j^2, \quad i \in \Lambda. \tag{6.6}
\]

The last term can be ignored, since it does not make influence to \( \mu_{U}^{x_\Lambda \setminus \{i\}} \), and so neither \( \lambda_1^{x_\Lambda \setminus \{i\}} \). The coefficient of the second to the last term varies over whole \( \mathbb{R} \) if \( J \neq 0 \).

We consider two models only: \( u(x) = \alpha x^2 \) and \( u(x) = x^4 - \beta x^2 \) for some constants \( \alpha > 0 \) and \( \beta \in \mathbb{R} \), respectively.
Theorem 6.2. Let \( u(x) = \alpha x^2 \) for some constant \( \alpha > 0 \) and let \( U(x) = \sum_i u(x_i) + H(x) \) with Hamiltonian \( H(x) = J \sum_{(ij)} (x_i - x_j)^2 \). Then we have

\[
\inf_{\Lambda \subseteq \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^d} \lambda_1(U_\Lambda^\omega) \geq \inf_{\Lambda \subseteq \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^d} \sigma(U_\Lambda^\omega) \geq 2\alpha. \tag{6.7}
\]

Proof. It suffices to prove the second estimate. By Example 5.2 and Theorem 1.3, the proof is very much the same as proving

\[
\inf_{\Lambda \subseteq \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^d} \lambda_1(U_\Lambda^\omega) \geq 2\alpha. \tag{6.8}
\]

Hence we prove here the last assertion only. First, we have

\[
|\partial_{ij} U(x)| = \begin{cases} 2J, & i, j \in \Lambda, |i-j| = 1 \\ 0, & i, j \in \Lambda, |i-j| > 1. \end{cases} \tag{6.9}
\]

The right-hand side is independent of \( x \), which is the main reason why we were looking for the uniform estimates (with respect to the linear term) in Examples 4.2 and 4.3. By (6.5), we have \( \lambda_1(U_\Lambda^\omega) > 2\alpha + 4dJ \), which is indeed sharp in view of Example 4.2. Combining these facts together and using (1.4) with \( w_i \equiv 1 \), it follows that

\[
\lambda_1(U_\Lambda^\omega) \geq \inf_{x \in \mathbb{R}^d} \min_{i \in \Lambda} \left[ 2\alpha + 4dJ - \sum_{j \in \Lambda: |i-j|=1} 2J \right] = 2\alpha + 4dJ - 2J \max_{i \in \Lambda} \left| \{i, j : j \in \Lambda \} \right| \geq 2\alpha
\]

uniformly in \( \omega \in \mathbb{R}^d \) and \( \Lambda \subseteq \mathbb{Z}^d \). The sign of the last equality holds once \( \Lambda \) contains a point together with all of its neighbors. \( \square \)

In the last step of the proof, we did not use Theorem 1.2 since the matrix \( \left( |\partial_{ij} U(x)| : i, j \in \Lambda \right) \) is very simple. Nevertheless, it provides us a good chance to justify the power of Theorem 1.2. To do so, take \( \eta_i^{x\Lambda \setminus i} = 2\alpha + 4dJ = \lambda_1^{x\Lambda \setminus i} \). Then

\[
s_i(x) = \eta_i^{x\Lambda \setminus i} - \sum_{j \in \Lambda: j \neq i} |\partial_{ij} U(x)| = 2\alpha + 4dJ - 2J \left| \{i, j : j \in \Lambda \} \right|, \quad i \in \Lambda,
\]

\[
s(x) = \min_{i \in \Lambda} s_i(x) = 2\alpha.
\]

Since \( h^{(\gamma)} \geq 0 \), Theorem 1.2 already gives us \( \lambda_1(U_\Lambda^\omega) \geq \inf_x s(x) = 2\alpha \) as expected, without using \( h^{(\gamma)} \). To see the role played by \( h^{(\gamma)} \), note that

\[
q_i(x) = \eta_i^{x\Lambda \setminus i} - s(x) = 4dJ, \quad i \in \Lambda,
\]

\[
d_i(x) = s_i(x) - s(x) = 4dJ - 2J \left| \{i, j : j \in \Lambda \} \right|, \quad i \in \Lambda.
\]
Note that \( d_i(x) \) here depends on \( i \). Thus

\[
h^{(\gamma)}(x) = \min_{A: \emptyset \neq A \subset \Lambda} \frac{1}{|A|} \left[ \sum_{i \in A} d_i(x) \gamma + \sum_{i \in A, j \in \Lambda \setminus A} \frac{|\partial_j U(x)|}{q_i(x) \vee q_j(x) \gamma} \right]
\]

\[
= \frac{2J}{(4dJ)^\gamma} \min_{A: \emptyset \neq A \subset \Lambda} \frac{1}{|A|} \left[ 2d - \{|\langle i, j \rangle : j \in \Lambda \} + \{|\langle i, j \rangle : j \in \Lambda \setminus A \}| \right]
\]

\[
= \frac{2J}{(4dJ)^\gamma} \min_{A: \emptyset \neq A \subset \Lambda} \frac{1}{|A|} \left[ \{|\langle i, j \rangle \} - \{|\langle i, j \rangle : j \in A \}| \right]
\]

\[
= \frac{2J}{(4dJ)^\gamma} \min_{A: \emptyset \neq A \subset \Lambda} \frac{|\partial A|}{|A|}.
\]

Clearly, the right-hand side depends reasonably on the geometry of \( \Lambda \). Roughly speaking, by the isoperimetric principle, the last minimum of the ratio is approximately \( \frac{|\partial B|}{|B|} \), where \( B \) is the largest ball contained in \( \Lambda \). Anyhow, for regular \( \Lambda \) (cube for instance),

\[
h^{(\gamma)}(x) \leq \frac{2J}{(4dJ)^\gamma} \cdot \frac{|\partial A|}{|A|} \to 0 \quad \text{as} \ \Lambda \uparrow Z^d.
\]

Hence for this model, \( h^{(\gamma)} \) makes no contribution to \( \lambda_1(U^{x}_\Lambda) \) for the estimate uniformly in \( \Lambda \).

**Theorem 6.3.** Let \( u(x) = x^4 - \beta x^2 \) for some constant \( \beta \in \mathbb{R} \) and let \( U(x) = \sum_i u(x_i) + H(x) \) with Hamiltonian \( H(x) = -2J \sum_{\langle ij \rangle} x_i x_j \). Then we have

\[
\inf_{\Lambda \in \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^{2d}} \lambda_1(U^{x}_\Lambda) \geq \inf_{\Lambda \in \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^{2d}} \sigma(U^{x}_\Lambda) \geq \sqrt{\beta^2 + 8 - \beta \sqrt{\beta^2 + 8}} \exp \left[ -\frac{1}{8} \beta \left( \beta + \sqrt{\beta^2 + 8} \right) \right] - 4dJ, \quad (6.9)
\]

For simplicity, we write \( r = 2dJ \). The right-hand side is positive if \((\beta, r) \in \mathbb{R} \times \mathbb{R}_+ \) is located in the region below the curve in Figure 1 (including the region of \( \beta \leq 0 \) vertically below the shade one.)

**Proof.** As shown in part (2) of Example 4.6, for zero boundary condition \( \omega = 0 \), we have

\[
\lim_{\beta \to \infty} \sigma^{x_{\Lambda \setminus \omega}, \omega} \leq \lim_{\beta \to \infty} \lambda_1^{x_{\Lambda \setminus \omega}, \omega} = 0.
\]

In other words, due to the double-well potential, the spectral gap and then the logarithmic constant will be absorbed as \( \beta \to \infty \). Combining Example 5.3 with Theorem 1.3 and following the last step of the proof Theorem 6.2, we obtain the required lower estimate. \( \square \)
For the Hamiltonian $H(x) = J \sum_{\langle ij \rangle} (x_i - x_j)^2$ discussed several times before, simply replacing $\beta$ with $\beta - 2dJ$ in Theorem 6.3, we obtain the following estimate:

$$\inf_{\Lambda \in \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^{2d}} \lambda_1(U_\Lambda^\omega) \geq \inf_{\Lambda \in \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^{2d}} \sigma(U_\Lambda^\omega) \geq \sqrt{(\beta - r)^2 + 8 - \beta + r} \exp \left[ - \frac{1}{8} (\beta - r) \left( \beta - r + \sqrt{(\beta - r)^2 + 8} \right) \right]$$

$$- 2r,$$

where $r = 2dJ$. The ergodic region is shown in Figure 2.

Figure 1.
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where $r = 2dJ$. The ergodic region is shown in Figure 2.
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Remark 6.4. As mentioned below the proof of Proposition 3.1, by considering the interacting terms more carefully, one may improve Theorem 1.1 for stronger interactions. For instance, since the variance of a random variable having the distribution with density \( \exp[-x^4 + \beta x^2]/Z \) on the real line is asymptotically \( \beta/2 \) for \( \beta \geq 0 \), and is bounded above by

\[
\frac{\Gamma(3/4)}{\Gamma(1/4)} + \beta \left( \frac{2 + 4\Gamma(1/4)}{9(1 + \beta)\Gamma(3/4)} \right),
\]

by using [9; Proposition 5.8], when \( \beta \geq 0 \), the lower bound of \( \inf_{\Lambda \in \mathbb{Z}^d} \inf_{\omega \in \mathbb{R}^d} \lambda_1(U_{\xi}^\omega) \) given in Theorem 6.3 can be improved as follows: replacing the interaction term \( 4dJ \) in (6.9) with

\[
4dJ \left[ \frac{\Gamma(3/4)}{\Gamma(1/4)} + \beta \left( \frac{2 + 4\Gamma(1/4)}{9(1 + \beta)\Gamma(3/4)} \right) \right] \sqrt{e^{\beta^2/8} - \beta} \left( \frac{-1}{8} \beta \left( \beta + \sqrt{\beta^2 + 8} \right) \right). 
\]

(6.11)

Finally, we mention that there is another technique which works even in the irreversible situation (cf. [17; Theorem 14.10]) to handle with the exponentially ergodic region, because the second model (Theorem 6.3) is attractive (stochastic monotone) and has the moments of all orders, plus a use of the translation invariant. However, as known that the logarithmic Sobolev inequality already implies an exponential ergodicity in the entropy and moreover, the usual exponential ergodicity is equivalent to the Poincaré inequality with nearly the same convergence exponent in the present context (cf. [13; Theorem 8.13]), there is almost no room to improve the ergodic region.
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