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Abstract

In this paper, we study the finitistic dimensions of artin algebras by establishing a relation-
ship between the global dimensions of the given algebras, on the one hand, and the finitistic
dimensions of their subalgebras, on the other hand. This is a continuation of the project in
[J. Pure Appl. Algebra 193 (2004) 287-305]. For an artin algebra A we denote by gl.dim(A),
fin.dim(A) and rep.dim(A) the global dimension, finitistic dimension and representation di-
mension of A, respectively. The Jacobson radical of A is denoted by rad(A). The main results
in the paper are as follows: Let B be a subalgebra of an artin algebra A such that rad(B) is
a left ideal in A. Then (1) if gl.dim(A) <4 and rad(A) =rad(B)A, then fin.dim(B) < 0co. (2)
If rep.dim(A) <3, then fin.dim(B) < oco. The results are applied to pullbacks of algebras over
semi-simple algebras. Moreover, we have also the following dual statement: (3) Let ¢ : B — A
be a surjective homomorphism between two algebras B and A. Suppose that the kernel of ¢
is contained in the socle of the right B-module Bp. If gl.dim(A) <4, or rep.dim(A) <3, then
fin. dim(B) < oco. Finally, we provide a class of algebras with representation dimension at most
three: (4) If A is stably hereditary and rad(B) is an ideal in A, then rep.dim(B) <3.
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1. Introduction

Given an artin algebra A, the famous finitistic dimension conjecture says that there
exists a uniform bound for the finite projective dimensions of all finitely generated
(left) A-modules of finite projective dimension. This conjecture implies the Nakayama
conjecture. There are a few cases for which this conjecture is verified to be true
(see [9,10,13,17,18,8]). In general, this conjecture seems to be far from being solved.
Recently, we start with [20] to study the finitistic dimension conjecture by comparing
the finitistic dimensions of a pair of algebras instead of focusing only on one single
algebra, namely, we consider the following question: suppose two artin algebras A and
B are related to each other in a certain manner, for example, B is a subalgebra or
factor algebra of A. If one of them has finite finitistic dimension, what could we say
about the finitistic dimension of the other? In [20] we investigated the case where one
of them is representation finite, and got the finiteness of the finitistic dimension of the
other. Moreover, under a mild assumption on the ground field, it was proved in [20]
that the finitistic dimension conjecture is equivalent to the following statement: if B is
a subalgebra of A such that rad(B) is a left ideal in A and if A has finite finitistic
dimension, then B has finite finitistic dimension. Thus, in order to understand the
finititic dimension conjecture, it is helpful to study the homological or representation-
theoretical behaviors of subalgebras through extension algebras.

In the present paper, we continue to study the above question. Here, we consider
the case where one of the given algebras has finite global dimension instead of finite
representation-type, and want to approach the finiteness of the finitistic dimension of the
other on which we do not impose any homological conditions. The main hypothesis
for our question is the so-called radical-full homomorphism (see 3.5 below), which
relates the two artin algebras considered together. This radical condition seems to be
a right way to study subalgebras via extension algebras. Clearly, the notion “radical-
full” extends the notion of radical embedding in [8]. Note that even under the strong
condition that subalgebras have the same Jacobson radical as a given algebra does, the
subalgebras might be very complicated, namely, a subalgebra of a representation-finite
algebra might be representation-wild, and a subalgebra of an algebra of finite global
dimension might be of infinite global dimension. From this point of view, it seems that
the study of the finitistic dimensions of subalgebras via extension algebras would be
much more challenging.

The main result in this paper is the following:

Theorem 1.1. Let B be a subalgebra of an artin algebra A such that rad(B) is a left
ideal in A. Then:

(1) If the inclusion map of B into A is radical-full and if gl.dim(A) <4, then fin.dim(B)
< 00, where gl.dim(A) and fin.dim(A) denote the global dimension and the finitistic
dimension of A, respectively.

(2) If rep.dim(A) <3, then fin.dim(B) < oo, where rep.dim(A) stands for the repre-
sentation dimension of A.

) If A is stably hereditary and rad(B) is an ideal in A, then rep.dim(B)<3. In
particular, the finitistic dimension of B is finite.
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Result (1) extends a result of [8] in different direction, and (2) and (3) generalize
some results in [12,22], respectively.

Note that algebras of smaller global dimension were studied by many other authors
in the literature, and seem to have special interest in homological algebra and in the
representation theory of artin algebras.

The paper is organized as follows: In Section 2 we make a preparation for the proof
of the main result. In Sections 3 and 4 we give the proof of the main result and, at
the same time, deduce some consequences of the main result. In particular, the main
result is applied to pullback algebras and tensor products of algebras. The idea of the
proof of the main result is to establish an exact sequence of syzygy modules over A
and B, which can link the different syzygies together. In the last section, we display
some examples to illustrate our main result. Also, some open questions related to the
main result are mentioned.

2. Preliminaries

In this section we recall some basic definitions and results needed in the paper.

Let A be an artin algebra, that is, A is a finitely generated module over its center
which is assumed to be a commutative artin ring. We denote by A-mod the category of
all finitely generated left A-modules and by rad(A) the Jacobson radical of A. Given
an A-module M, we denote by proj.dim(M) the projective dimension of M.

Let K(A) be the quotient of the free abelian group generated by the isomorphism
classes [M] of modules M in A-mod modulo the relations:

() [Y]I=[X]+[Z]if Y X & Z; and
(2) [P] =0 if P is projective.

Thus K(A) is a free abelian group with the basis of non-isomorphism classes of
non-projective indecomposable A-modules in A-mod. Igusa and Todorov [12] use the
noetherian property of the ring of integers and define a function ¥ on this abelian
group, which depends on the algebra A and takes values of non-negative integers.

The following result is due to Igusa and Todorov [12].

Lemma 2.1. For any artin algebra A there is a function Y defined on the objects of
A-mod such that

(1) Y(M) = proj.dim(M) if M has finite projective dimension. Moreover, if M is
indecomposable and proj.dim(M) = oo, then W(M) = 0.

(2) For any natural number n, ‘P(@’}Zl M) =Y (M).

(3) For any A-modules X and Y, Y(X)<WVY(X ®Y).

@) If 0->X—->Y—>Z—0 is an exact sequence in A-mod with proj.dim(Z) < oo, then
proj.dim(Z)<¥Y(X @ Y)+ 1.

5) If 0> X—Y—Z—0 is an exact sequence in A-mod with Z indecomposable, then
Y(Z)SPYX DY)+ 1.
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Note that given an exact sequence 0— X —Y—Z—0 in A-mod, there are two
relevant exact sequences

0—QY)—Q2Z)d P—X—0
and
0—Q*(Z)—Q(X) ® P —Q(Y)—0,

where Q' is the ith syzygy operator, and P, P’ are projective modules. So the following
result is a consequence of 2.1.

Lemma 2.2. If 0-X—Y—Z—0 is an exact sequence in A-mod, then

(1) proj.dim(Y)<Y(Q(X) & Q*(2) +2 if proj.dim(Y) < oo,
(2) proj.dim(X) <Y QY & Z)) + 1 if proj.dim(X) < oco.

The following two lemmas are standard homological facts, which we need.

Lemma 2.3. Let A be an artin algebra and let M be an A-module. If there is an
exact sequence

0—-X;— - > X1—>Xg—>M—-0
of A-modules with proj.dim(X;) <k for all i, then proj.dim(4M)<s + k.
Lemma 2.4 (Schanuel’s lemma). If there are two exact sequences
0—K|— P|—M—0,
0—Ky—Pr—M—0
in A-mod with Py, P> projective, then K1 & P, >~ K>, & Pj.
Finally, let us recall the definition of finitistic dimension.

Definition 2.5. Given an artin algebra A, the finitistic dimension of A, denoted by
fin.dim(A), is defined as

fin.dim(A) = sup{proj.dim(4 M) | M € A-mod and proj.dim(4 M) < oo}.

Note that fin.dim(A) may be different from fin.dim(A°”), where AP is the opposite
algebra of A. Concerning this notion there is the following famous conjecture:
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Finitistic dimension conjecture [5]: fin.dim(A) < oo for every artin algebra A.

Related to this conjecture there are several other homological conjectures (see the
last 6 conjectures of the total 13 conjectures in the book [4]):

Strong Nakayama conjecture [7]: If M is a non-zero module over an artin algebra
A, then there is an integer n >0 such that Ext’}4 (M, A) #0.

Generalized Nakayama conjecture [3]: If 0— 4A— Ip— 11— - - - is a minimal injec-
tive resolution of an artin algebra A, then any indecomposable injective is a direct
summand of some /;. Equivalently, if M is a finitely generated A-module such that
add(A) € add(M) and Ext!,(M, M) =0 for all i >1, then M is projective.

Nakayama conjecture [16]: If all I; in a minimal injective resolution of an artin
algebra A, say 0— g4A—Ilp— 11— ..., are projective, then A is self-injective.

Gorenstein symmetry conjecture: Let A be an artin algebra. If the injective dimension
of 4A is finite, then the injective dimension of A4 is finite.

In general, all the five conjectures are still open. They have the following well-known
relationship, for a proof we refer to [3,23].

Proposition 2.6. (1) The finitistic dimension conjecture implies the strong Nakayama
conjecture.
(2) The strong Nakayama conjecture implies the generalized Nakayama conjecture.
(3) The generalized Nakayama conjecture implies the Nakayama conjecture.
(4) The finitistic dimension conjecture implies the Gorenstein symmetry conjecture.

Thus, the finitistic dimension possesses a strong homological property and can be
far more revealing measures of homological complexity of an algebra at hand, while
infinite global dimension often does not reveal much about that complexity.

3. Radical-full homomorphisms and finitistic dimensions

In this section, we shall study a given pair B € A of algebras, or more generally, an
increasing chain of subalgebras in A, and want to approach the finiteness of the finitistic
dimension of B by assuming the finiteness of global dimension of A. In general, there
is no expected good relationship between the finitistic dimensions of a pair B C A
of algebras. This can be seen from a matrix algebra and its upper triangular matrix
subalgebra. Thus the finitistic dimension, as a homological complexity, of the module
category over a subalgebra seems more complicated than that over an extension algebra.
So, our philosophy is to control a complicated object (that is, a subalgebra) by using a
relatively simple object (that is, an extension algebra). To this end, we shall introduce
the so-called radical-full homomorphism of algebras, this enables us to compare the
complexities of module categories between an algebra and its subalgebras.

Let us start with the following result:

Theorem 3.1. Let

B=A)C A

IN

'gAs—lgAszA
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be a chain of subalgebras of A such that rad(A;_1) is a left ideal in A; and
proj.dim(s; ;A;) < oo for all 1<i<s. If gl.dim(A) is finite, then fin.dim(B) is fi-
nite.

Before we start the proof of Theorem 3.1, we cite the following lemma proved in
[20, Erratum, Lemma 0.2].

Lemma 3.2. Suppose B is a subalgebra of A such that rad(B) is a left ideal in A. For
any B-module X and integer i =2, there is a projective A-module Q and an A-module
Z such that Qp(X) =~ Qu(Z) ® Q as A-modules.

Proof of Theorem 3.1. First, we show that proj.dim(gA;) < oo for all j by induction
on j. If j =0 then the statement is obvious. Assume that proj.dim(pA;) < oo for all
i <j — L. Since the projective dimension of the A;_j-module A; is finite, there is a
finite projective resolution for the A; j-module 4 ,-_1A i

0—Py— - —>P—>Py—A;j—0

with all P, being projective A;_j-modules. By the induction hypothesis, each P, as
a B-module has finite projective dimension. Thus this exact sequence together with
Lemma 2.3 yields the desired conclusion.

Now suppose M is a B-module with finite projective dimension. Let us denote
by Q; the first syzygy operator of A;-modules. Since rad(B) is a left ideal in Aj,
we know that Q3(M) is an Aj-module by Lemma 3.2. Similarly, Q? - QIO%(M) is
an Ajyi-module. Let Pj(l)—>Pj(0)—>Q§71 Q33 (M)—>0 be an A ;-projective
presentation. Then we have an exact sequence

002 |- Q3B (M)— Py_1(1)—= Ps_1(0)— - - - — Py (1)— P (0)— Q3 (M)—0.

Since gl.dim(A) < oo, we have a projective resolution of the As-module QSZ;] » -Q%Q%
(M):

0—->Q;— - —>Q1—>Q0—>Q?_1 . ~Q%Q%(M)—>O,

where ¢ = gl.dim(A), and all Q; are projective A-modules. By putting two exact
sequences together, we get a new exact sequence

0—Q;— - — Qo= Py_1(1)= Ps_1(0)— - - - — Py (1)— Py (0)—> Q3 (M)—0.

Since proj.dim(pA;) < oo for all 0<j<s, we see that proj.dim(zpQ;) and
proj.dim(g P;) are finite. Let m = max{proj.dim(gA;)|j = 1,2,...,s}. Then, proj.dim
(pM)<2s+t+m—+2 by Lemma 2.3. This shows that the finitistic dimension of B is
finite. [
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The next result is a variation of Theorem 3.1.

Proposition 3.3. Let

Agy=BC A C---CA_ 1 CA;=A

be a chain of subalgebras of A such that rad(A;—1) is a left ideal in A; for all i and
that proj.dim(s, ,A;) < oo for all 1<i<s — 1. If gl.dim(A) <1, then fin.dim(B) is
finite.

Proof. Suppose M is a B-module with finite projective dimension. As in the above
proof of 3.1, we have an exact sequence

0—-Q> |- - QQ3(M)— Ps_1(1)—= Ps_1(0)—> - - - — Py (1) P (0)— P, — Py—> M —0

of B-modules. Note that Q2 | ---QIQ3(M) is an A,-module. Since we do not know
that the Ap-module A has a finite projective dimension, the argument in the proof
of Theorem 3.1 does not work. However, since A = A is a hereditary algebra, there
is an exact sequence O—>PS+1—>PS—>QAZ,71 . ~Q%Q(2)(M)—>0, where P; and Psi; are
projective A-modules. Note that the B-module Q> | ---Q3Q2(M) has finite projective
dimension. Hence, by Lemmas 2.3 and 2.1, we have

proj.dim(pM) < 2s + 1+ max{proj.dim(Bqu . -Q%Q%(M)),
proj.dim(gP;(i)), j=1,...,s = 1,i =1, 2}

N

2s + 1+ max{proj.dim(BQf_l e Q%Q(z)(M)),
proj.dim(gA;), j=1,...,5s — 1}

< 25 + 1+ max{W(Pyy1 @ Py) + 1, proj.dim(gAj), j=1,...,5 — 1}

N

25 + 1 +max{¥(gAy) + 1, projdim(gA;), j=1,...,5s —1}.

This shows that the finitistic dimension of B is finite. [

Corollary 3.4. If B is a subalgebra of a hereditary artin algebra A such that the
radical of B is a left ideal in A, then the finitistic dimension of B is finite.

If we impose one more condition on the radical of the subalgebra B, then we may
relax the restriction on A. Recall that in [8] an injective morphism f : B— A is called
a radical embedding if f(rad(B)) = rad(A). Before we start with our discussion, it
is convenient to introduce the following notion which is a proper generalization of
“radical embedding”.
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Definition 3.5. A homomorphism f : B—> A between two algebras A and B is said
to be (left) radical-full if rad(gA) = rad(4A), that is, rad(B)A = rad(A). This is
equivalent to saying that the radical of A is generated as a right ideal in A by the
image of the radical of B under f.

Here we require that the homomorphism f between algebras preserves the identity.
Clearly, the composition of two radical-full homomorphisms is again radical-full, and
a surjective homomorphism f is radical-full. Note also that, for algebras over an
algebraically closed field, the tensor product of two radical-full maps is again radical-
full, but not a radical embedding in general.

Given a homomorphism ¢ : B—> A, we denote by F, or simply by F the restriction
functor from A-mod to B-mod if there is no confusion.

The following is a generalization of [20, Proposition 4.2 (6)].

Lemma 3.6. An algebra homomorphism ¢ : B— A between two algebras B and A is
radical-full if and only if rad(p F X) = Frad(4X) for all A-module X, and if and only
if Ftops(X) = topg(FX) for all A-module X, where top,(X) stands for the top of
the A-module X.

Proof. Suppose that the homomorphism ¢ is radical-full, that is, rad(A) =rad(pA) =
rad(B)A = ¢@(rad(B))A. If 4X is an A-module, then rad(4 X) = rad(A)X = ¢(rad(B))
AX = @@ad(B))X = rad(B) - X = rad(pX) = rad(FsX). Thus rad(pFX) = F
rad(4 X). The converse statement is trivially true.

The last statement follows from the first one. [J

Now let us prove one of our main results in this paper.
Theorem 3.7. Let B be a subalgebra of an artin algebra A such that rad(B) is a left
ideal in A. Suppose that the inclusion map of B into A is radical-full. If gl.dim(A) <4,
then fin.dim(B) < oo.

As a direct consequence of Theorem 3.7, we have

Corollary 3.8. Let
Ay=BC A C---CA; | CA;=A

be a chain of subalgebras of A such that rad(A;_1) = rad(A;) for all i. If gl.dim(A) <4,
then fin.dim(B) is finite.

Proof of Theorem 3.7. Suppose that B is a subalgebra of an algebra A such that

rad(B) is a left ideal in A and rad(A) = rad(B)A. Then we have the following exact
sequence of A-modules:

0—Qp (P4 (Q), Q3 (X)))—Qp(Q, Q% (X)) — /T (% (X)—0
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for all j >0 and all X € B-mod, where P4 (M) stands for the projective cover of an
A-module M. )

Indeed, we know that Q%(X) is an A-module for all B-module X, so QQ(Q%(X))
is well defined for j>0. Let ny : Pj—> BQ‘A(QZB(X)) be a projective cover of the
B-module Y, (Q%(X)). The inclusion of Qp(Q(Q%(X))) into P; is denoted by v.
Then we have the following commutative diagram:

FIOAN(S09))
0 —— Qp(PAQLQE (X)) —— P —Es 3 PAQL(Q}(X) —— 0
.| | !
0 ——  QpQ,©Q%(X)) s B (Q3(X) —— 0,

where 73 exists since P; is projective and 7y is surjective. The condition rad(A) =
rad(B)A implies that the top of P; is isomorphic to the top of p Py (Qi‘ (Q%(X))) by
3.6. Thus w3 is surjective and the kernel of 7n3 is Qp(p PA(QA(Q%(X)))). We denote
by u the inclusion of Qp(p Py (QA(Q%(X)))) into P;. Now 74 is just the restriction

of the identity map idp, to the submodule Qp(p PA(QA(Q%(X)))). Note that if f :
AP— aAM is a projective cover of M, then the syzygy of M can be described as the
kernel of the induced map rad(4 P)—> rad(4M). Also, note that for any A-module
M we have rad(4 M) =rad(B)AM = rad(B)M = rad(pM). Hence the above diagram
gives the following commutative diagram:

Q@i x)

l

0—Qp (5 Pa (@, (Q3(X))) —— rad(zP1) —=— rad(p Pa(Q(Q%(X))))—0

“| | gl

0—Qp(QL QLX) —— rad(zP) ——  rad(3Q}(Q}(X)))—0.

Note that 73 : rad(g P;)—>rad(g Pa (Qf4 (Q% (X)))) is an A-homomorphism between
A-modules. Since all homomorphisms in the diagram are A-homomorphisms, the snake
lemma yields the following exact sequence of A-modules:

(#)  0—Qp(, Pa@,(Q5(X)))) =5 QpQ QX)) — @) QL (X)—0.
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This is what we want to prove. Now we put j = 0 in (%) and get an exact sequence
0—>Qp (5 PA(Q5 (X)) — Q3 (X)— Qu(QF(X))—0.
From this sequence we obtain the following commutative diagram in A-mod:

Q% (Q5(X)) = Q4 (Q5(X))

! I

0 — Qp(sPa((Q5(X)) —— Qp(Pa(Q5(X))) & Pa(Qa(Q}(X))) —— Pa(Qa(QE(X))) — 0

H ! !

0 — Q(pPa((QE(X)))) —— 0% (X) — QLX) —o.
This provides us the following exact sequence in A-mod:
(%) 0—QF (QF(X))—> Qp(Pa(Q5(X))) & Pa(Q4(Q5(X))— Q% (X)—0.

From this exact sequence we get the following exact sequence by applying the syzygy
operator:

0—Q4Qp(P4(Q%(X))—QaQ%(X) ® Q' — Q4 (Q%(X)—0,

where Q' is a projective A-module. This further yields the following exact sequence:

0— Q205 (X)— Q3 (Q%(X)) ® 0—QaQp(PA(Q%(X))—0,

where Q is a projective A-module. By Lemma 3.2, there is an A-module Y and a
projective A-module Q” such that Q%(X ) > Qu(Y)® Q”. So the above exact sequence
can be rewritten as

0—Q3Q5(X)— Q4 (Y) ® 0—>QuQp(PA(Q5(X))—0.

Note that for an algebra A, gl.dim(A)<n if and only if Q) (M) is projective for
all A-modules M. Since gl.dim(A)<4 by assumption, we know that the middle term
of the last exact sequence is a projective A-module. Note also that there is another
canonical exact sequence

0—> QA Qp(P4(Q% (X)) —> PA(QaQp(P4(Q% (X)) —> QaQp(Pa(Q%(X))—>0

with a middle term projective. Thus, by Schanuel’s lemma (see 2.4), we have
Q303(X) ® Pa(QaQp(Pa(Q3(X)))) = Q3 Qp(PA(Q3(X)) @ Q4 (V) & Q.

This implies that Q3 Q% (X) is a direct summand of Q%Qp(P4(Q5(X)) Q4 (Y)® Q.
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Now it follows from (%) that there is an exact sequence
0— Q3 Q% (X)— Qg (Pa(Q} (X)) ® Pa(Qa(Q} (X)) — Q% (X)—>0.

If pX is a B-module with finite projective dimension, then, by Lemmas 2.2 and 2.1,
we have the following estimation:

proj.dim(pX) < proj.dim(Q‘g(X)) +4
W(Qp (X)) + 4

N

W(Q5Q5(X) P Qp(PAQR(X))) & Pa(Qa(Qp(X)))) +1+4

N

W(Q5Q5(PA(Q3(X))) © Q4 (Y) @ 0 D Qs(PA(Q}(X)))
BPAQAQL(X))) +5
< WY(Q3Q5(34) ® pA @ Qp(pA)) +5.

This shows that the finitistic dimension of B is bounded above by ‘P(QiQB (BA) ®
BA®Qp(gA)) +5. O

Recall that an A-module K is called a dth syzygy module (d > 1) if there is an exact
sequence of A-modules: 0—K— P;_1— - -+ — Py—>M—0 with the P; projective. By
Qf\ (A-mod) we denote the full subcategory of A-mod consisting of all dth syzygy
modules.

From the proof of 3.7 we have the following statement:

Proposition 3.9. Let B be a subalgebra of an algebra A such that rad(B) is a left
ideal in A. Suppose that the inclusion map is radical-full. Ifadd(Qi‘(A-mod)) is of
finite type, that is, there are only finitely many non-isomorphic indecomposable modules

in add(Qi‘ (A-mod)), then fin.dim(B) < oo.

Proof. This is a consequence of the exact sequence (x*), Lemmas 3.2 and 2.1. [
Now let us deduce some consequences of Theorem 3.7.

Corollary 3.10. Let B be a subalgebra of an algebra A such that rad(B) is a left

ideal in A and that the canonical inclusion is radical-full. If gl.dim(A) <4, then, for

A M e
any A-B-bimodule sMp, the triangular matrix algebra 0 B has finite finitistic

dimension.
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Proof. Under the assumption we know from Theorem 3.7 that fin.dim(B) is finite. By
a well-known result, we have

fin.dim (g A;) <fin.dim(A) + fin.dim(B) + 1 <fin.dim(B) + 5.

Thus the corollary follows. [

As another corollary of Theorem 3.7, we consider the pullback of two algebras of
global dimension at most four.

Corollary 3.11. Let A, A| and Ay be three algebras with A semi-simple. Given surjec-
tive homomorphisms_f; : Ai—> A of algebras for i = 1,2, we denote by A the pullback
of f1 and fr over A. If gl.dim(A;) <4 for i = 1,2, then the finitistic dimension of A
is finite.

Proof. By definition, A = {(x1,x2) € _A1 ® Az | fi(x1) = fa(xz)}. The radical of
A; @ Ay is rad(Ay) @ rad(Ajy). Since A is semi-simple, rad(A;) is mapped to zero
under f;. This implies that rad(A;)@ rad(A,) C rad(A). The pullback diagram

AL)Al

al |

Azi)g

shows that the projection p; is surjective since each f; is surjective. Thus rad(A)
is mapped to rad(A;) under p;. This yields that rad(A) is included in rad(A;) @
rad(Az), and thus rad(A) = rad(A;) @ rad(A;). Now the corollary follows from
Theorem 3.7. [

The following is a typical case of 3.11.

Corollary 3.12. Let A be an algebra and I,J two ideals in A such that rad(A) C
I+ J. If A/I and A/J both have global dimension at most 4, then the finitistic
dimension of A/(I N J) is finite.

Proof. We have the following pullback diagram:

A/ang) =2 A/l

P K

All =L Aja 4.

Note that the algebra A/(I + J) is semi-simple by the condition rad(A) € I + J. Thus
the corollary follows immediately from 3.11. O
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As a concrete example of 3.12, we have the following corollary.

Corollary 3.13. Let Ay and Ay be two finite-dimensional k-algebras over a field k
such that A;/rad(A;) is splitting semi-simple for i = 1,2. If gl.dim(A;) <4 for all i,
then the finitistic dimension of (B ® C)/(rad(B) ® rad(C)) is finite.

Proof. Let A denote the tensor algebra of A; and A;. We define I = rad(A) ®x Az
and J = A ®, rad(Az). Then A/I is isomorphic to a product of full matrix algebras
over Ay and A/J is isomorphic to a product of full matrix algebras over Aj. Since
rad(A) =1+ J and I NJ = rad(A|) ®; rad(A3), the corollary follows immediately
from 3.12. O

Concerning tensor algebras, let us also point out the following result:

Corollary 3.14. Let k be an algebraically closed field. Let A; be a finite-dimensional
k-algebra with gl.dim(A;) <2 fori = 1,2. If B is a subalgebra of the tensor algebra of
A1 ® Ao such that rad(B) = rad(A1) ®k A2 + A1 ®rrad(A»), then fin.dim(B) is finite.
In particular, if A is an Auslander algebra, then any subalgebra B of the enveloping
algebra of A with the same radical has finite finitistic dimension.

Recall that an artin algebra is called an Auslander algebra if its global dimension is
at most 2 and its dominant dimension is at least 2.

Proof of Corollary 3.14. Note that under the assumption on the field & we have that
rad(A; ®x Az) = rad(A1) @ Az + A1 ®rad(Az) and gl.dim(A; ®; A2) = gl.dim(A;) +
gl.dim(A3). Thus the corollary is a consequence of 3.7. [

Concerning the finitistic dimensions of certain subalgebras of the form eAe, we have
the following result:

Corollary 3.15. Let A be an artin algebra of global dimension at most 4. Suppose
that B is a subalgebra of A such that rad(B) = rad(A).

(1) If e is an idempotent element in B such that eA is projective as a left eAe-module,
then fin.dim(eBe) < oo.

(2) If I is an idempotent ideal in A such that sl is projective, then ﬁn.dim(B/(B N
D) < oo.

Proof. (1) Since .4.eA is projective and since gl.dim(A) <4, we have gl.dim(eAe) <4.
It follows from rad(eAe) = erad(A)e that rad(eBe) = rad(eAe). Now the corollary
follows from Theorem 3.7 for the pair eBe C eAe.

(2) Since 41 is projective, it follows that gl.dim(A/I)<gl.dim(A)<4. Now we
consider the pair (B+1)/1 € A/I. By our assumption, we know that rad((B—H)/I) =
(rad(B) + I)/I = rad(A/I). Statement (2) follows now from Theorem 3.7 since we
have (B+ 1)/l ~B/(BN1I). O
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Now let us mention the following construction of a pair B € A with rad(B) =
rad(A).

Suppose we have two pairs B € A and C € D of algebras such that rad(B) = rad(A)
and rad(C) = rad(D). We assume further that B = § @ rad(B), C = S @ rad(C), A =
T @rad(A) and D = T @rad(D), where S € T are commutative maximal semi-simple
subalgebras of B and A, respectively. Now we may form the trivially twisted extension
of B and C, and the trivially twisted extension of A and D (for details we refer to
[21]). Let A(B, C) denote the trivially twisted extension of B and C. If C = B°P, we
call A(B, B°P) the dual extension of B, which is denoted by A(B). Then we have a
pair A(B, C) C A(A, D) with the equal radicals. In particular, we have the following
result:

Proposition 3.16. Let B be a subalgebra of an algebra A with the same radical. If
gl.dim(A) <2, then the dual extension of B has finite finitistic dimension.

Proof. Since the global dimension of the dual extension of A is the double of the
global dimension of A, we know that gl.dim(A(A)) <4 by our assumption on A. Now
the result follows from Theorem 3.7. [J

Let us state the dual statement of Theorem 3.7.

Proposition 3.17. Let ¢ : B—> A be a surjective homomorphism between two algebras
B and A. Suppose that the kernel of ¢ is contained in soc(Bp). If gl.dim(A) <4, then
the finitistic dimension of B is finite.

Proof. The proof is similar to that of 3.7. We sketch the points which are different
from the ones in 3.7.

(1) We may assume that A = B/I with I = ker(¢). So a B-module Y is an A-module
if and only if /Y = 0. Since the socle of Bp is {x € B|xrad(B) = 0}, we see that
rad(pX) is also an A-module for all pX . This implies that Qp(X) is an A-module
for all pX since it is the kernel of the map rad(p P)—> rad(pX) induced by a
projective cover p P—> pX.

(2) The map ¢ is radical-full: since rad(A) = ¢(rad(B)), we have rad(pA) = rad(B) -
A = ¢p(rad(B))A = rad(A)A = rad(A). Thus Lemma 3.6 can be applied to our
case.

Now the rest of the arguments in 3.7 works in our case. We omit it. [J

Finally, let us consider the case of gl.dim(A)<5. In this case we have the following
result:

Proposition 3.18. Let B be a subalgebra of an algebra A such that rad(B) = rad(A).
Furthermore, we assume that there are two natural numbers t and s with s >2 such
that add{Q% (X) | proj.dim(zX) < oo} C add(QAQtBH(B—mod)). If gl.dim(A) <5, then
fin.dim(B) < oo.
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Proof. It follows from the proof of 3.7 that we have the following two exact sequences
for any B-module pX:

() 0—QQ%5(X)—Qp(PAQ% (X)) & Pa(Qa(Q%(X)—Q4 (X)—0
with ¢ >2. Applying the syzygy operator Qi, we get the following exact sequence:
0— Q409 (X)— Q4 Qp(PA(QL (X)) ® P'— Q% (Q%4™ (X))—0,

where P’ is a projective A-module. Now we apply Q4 to get the following exact
sequence:

0— Q3 Qp(PA(Q% (X)) — Q04T (X) & P—Q40Q% (X)—0.

By Lemma 3.2, we may substitute QiQ% (X) by QZ(Y ) for some A-module Y.

Since gl.dim(A) <5, the module QZ(Y ) is projective. Thus the last exact sequence
splits. This implies that QiQ’gFl(X ) is a direct summand of Q3 1) B3 Qg (P4 (Q%(X))).
Now we assume that the projective dimension of pX is finite. Since adin;Ll(B-mod)
is contained in addQ} (B-mod), we have a B-module X’ such that Q?I(X) is a direct
summand of QAQ%H(X ') by assumption, and therefore Q%Q?'I(X ) is a direct sum-
mand of QZQ%H(X ). Hence we have proved that Q%Q‘?l(X ) is a direct summand of
Q) (V) @ @, Qp(Pa(Qp(X))).

Now it follows from (x) by putting ¢ = s + 1 that the following estimation can be
made:

proj.dim(sX) < proj.dim(Q}*(X)) + s +2

N

W(QRQ5 (X) @ Qp(PA@} (X))

PA(QaQ5T (X)) +1+s+2

N D

P(Q(Y) @ QY Qp(PAQG (X)) ® Qp(Pa(Q} (X))

@ Pa(QaQ5 (X)) +5+3

N

P54 © QQp(5A) © Qp(5A) +5 +3.

This shows that the finitistic dimension of B is bounded above by < ‘P( BAGBQ%QB (gA)
®Qp(gA)) +s5+3. O

Finally, we remark that for a pair B € A of algebras the “radical-full” condition
in Theorem 3.7 does not imply that rad(B) is a left ideal in A. This can be seen
by considering the tensor algebras of the pair k[x]/(x?) C k(o—>o0). We leave the
verification to the reader.



C.C. Xi/Advances in Mathematics 201 (2006) 116142 131
4. Finitistic dimensions and representation dimensions

It is known by a result in [12] that the representation dimension of an artin algebra
being bounded above by 3 implies the finiteness of the finitistic dimension. In this
section, we shall point out that for a given pair B € A of algebras with rad(B)
a left ideal in A one can get the finite finitistic dimension for B by bounding the
representation dimension of A.

Recall that given an algebra A, the representation dimension of A is defined by
Auslander [2] as follows:

rep.dim(A) = inf{gl.dim(A) | A is an artin algebra with dom.dim(A)>2 and End(AT)

is Morita equivalent to A, where T is the injective envelope of A}.

Auslander also proved in [2] that the above definition is equivalent to the following
definition:

rep.dim(A) = inf{gl.dim(End 4, (M)) | M is a generator—cogenerator for A-mod},

where M is called a generator if every indecomposable projective A-module is isomor-
phic to a direct summand of M; and a cogenerator if every indecomposable injective
A-module is isomorphic to a direct summand of M.

In [2] it was shown that A is representation-finite if and only if rep.dim(A) <2. For
some new results on the representation dimension we refer to [19,22,14,8,6].

One can also define the so-called weak representation dimension of A, denoted by
wrep.dim(A), as follows:

wrep.dim(A) = inf{gl.dim(End4 (M)) | M is a generator for A-mod}.

Clearly, for any algebra A, wrep.dim(A) <rep.dim(A). The following lemma is well
known in [2].

Lemma 4.1. Let A be an artin algebra and let M be a generator—cogenerator for
A-mod. Suppose m is a non-negative integer. Then gl.dim(End(4M))<m if and only
if for each A-module Y there is an exact sequence

0—M, »— -+ — M —> My—>Y —0,
with M; € add(4M) for j =0,...,m — 2, such that
0—Homu (X, M,,,_»)—> - -- —>Homy (X, M;)—Homy (X, My)—Homu (X, ¥)—0

is exact for all X € add(4M).
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We have the following result, which generalizes a result in [12] which says that an
algebra has finite finitistic dimension if its representation dimension is at most 3.

Theorem 4.2. Let B be a subalgebra of an artin algebra A such that rad(B) is a left
ideal in A. If rep.dim(A) <3, then fin.dim(B) < oo.

Proof. Suppose that A has the representation dimension at most 3. Then there is an A-
module M which is a generator—cogenerator for A-mod such that gl.dim(End(4s M)) =
rep.dim(A) <3. In particular, Lemma 4.1 holds true for this module M. Now we take
an arbitrary B-module X with finite projective dimension. Then Q% (X) is an A-module
thanks to Lemma 3.2. By Lemma 4.1, there is an exact sequence of A-modules

O—>M1—>M0—>Q%;(X)—>O,
with M, My in add(4 M). Now we have the following estimation by Lemma 2.1:

proj.dim(zX) < proj.dim(Q% (X)) + 2
Y(Qp(X) +2

WY(pM © pMo) + 1 +2
< Y(sM) +3.

N

Since M is a fixed A-module, the restriction gM is a fixed B-module, and thus the
projective dimension of pX is bounded above by W(pM) + 3. This completes the
proof. [

Similarly, we have

Proposition 4.3. Let ¢ : B—> A be a surjective homomorphism between two algebras
B and A. Suppose that the kernel of ¢ is contained in soc(Bpg). If rep.dim(A) <3,
then the finitistic dimension of B is finite.

Proof. Let A = B/I with I = ker(¢). Given an B-module X, the first syzygy Qp(X)
of X is an B/I-module since it is contained in the radical of a projective B-module
and soc(Bp)rad(B) = 0. If rep.dim(B/I) <2, then the proposition is true by a result in
[20]. Thus we may assume that rep.dim(B/I) = 3. By definition of the representation
dimension, there is a B/I-module M such that rep.dim(B/I) = gl.dim(End(g,; M)) =
3. Thus, by Lemma 4.1, there is an exact sequence

0—M|— My—>Qp(X)—0
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in B/I-mod with M, My € add(g;;M). By Lemma 2.1, we have

proj.dim(pX) < proj.dim(Qp(X)) + 1
Y(Qp(X)) + 1

V(M & pMo) +1+1
Y(gM) + 2.

N

N

Thus fin.dim(B) < co. [

Let us mention a few consequences of Theorem 4.2. Recall that an artin algebra
is said to be stably hereditary in [22] if (1) each indecomposable submodule of an
indecomposable projective module is either projective or simple, and (2) each inde-
composable factor module of an indecomposable injective module is either injective or
simple. Here we require that an indecomposable projective—injective module satisfies
either (1) or (2), but not necessarily both the conditions.

Note that stably hereditary algebra is a proper generalization of the stably equivalent
to hereditary algebra, namely, algebras which are stably equivalent to hereditary algebras
are stably hereditary, but the converse is not true, in general.

Corollary 4.4. If B is a subalgebra of one of the following algebras A such that
rad(B) is a left ideal in A, then the finitistic dimension of B is finite.

(1) A is a stably hereditary algebra;

(2) A is a special biserial algebra;

(3) A is the trivial extension of an iterated tilted algebra;

(4) A is an algebra such that Homs(—, A) or Homa(D(A), —) has finite length.

Proof. All algebras displayed in the corollary have representation dimension at most
3. This was proved for (1) in [22], for (2) in [8], and for (3) and (4) in [6]. Thus the
corollary follows immediately from Theorem 4.2. [

Remark. Since stable equivalences of Morita-type preserve representation dimension,
we may replace the algebra A in 4.4 by any algebra C such that there is a stable
equivalence of Morita type between C and A. For more information on stable equiva-
lences of Morita type for general finite-dimensional algebras we refer to a recent paper
[15] and the references therein.

Corollary 4.5. Let A, Ay and Ay be three algebras with A semi-simple. Given surjec-
tive homomorphisms fi : Ai— A of algebras for i = 1,2, we denote by A the pullback
of f1 and f> over A. If rep.dim(A;) <3 for i = 1,2, then the finitistic dimension of A
is finite.

As a special case of 4.3, we have the following result:
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Corollary 4.6. (1) Let A be an algebra with an ideal I such that Irad(A) = 0. If
rep.dim(A /1) <3, then the finitistic dimension of A is finite.

(2) Let A be an algebra and N its Jacobson radical with the nilpotency index n. If
rep.dim(A/N"~1)<3, then the finitistic dimension of A is finite.

Proof. (1) The condition 7 rad(A) = 0 implies that I € soc(A,4). Thus the corollary
follows from 4.3.
(2) follows from (1). O

In the following we shall provide a class of algebras with representation dimension
at most 3.

Theorem 4.7. Let B be a subalgebra of an Artin algera A with the same identity such
that rad(B) is an ideal in A. If A is a stably hereditary algebra, then rep.dim(B) < 3.

Before we start the proof of Theorem 4.7, we first show the following lemma:
Lemma 4.8. The following two statements are equivalent for an Artin algebra:

(1) Every indecomposable submodule of an indecomposable projective module is either
projective or simple.

(2) Every indecomposable submodule of a projective module is either projective or
simple.
Dually, the following statements are equivalent:

(1) Every indecomposable factor module of an indecomposable injective module is
either injective or simple.

(2') Every indecomposable factor module of an injective module is either injective or
simple.

Proof. We prove that (1) implies (2). Suppose X is an indecomposable submodule of a
projective module P. We decompose P into a direct sum of indecomposable modules,
say P = 69?:1 P; with P; indecomposable, and have a homomorphism o; : X— P;
for each i. We may assume that all «; # 0. Since the image of o; is a submodule
of the indecomposable projective module P;, we know that it must be a direct sum
of a projective module P’ and a semi-simple module by (1). If P’ is not zero, then
there is a surjective map from X to P’, thus X is projective. So we assume that the
image of ¢; is semi-simple for all i. In this case, X is a submodule of the semi-simple
module Im(o)® Im(on) & - -- @ Im(x,). Thus X must be simple. Altogether, we have
proved (2). O

Proof of Theorem 4.7. We cite the following properties from [20] where it is assumed
that rad(B) is a left ideal in A:

(1) The restriction functor F : A-mod—> B-mod is an exact faithful functor, and has
a right adjoint G = Homp(pA4, —) : B-mod—> A-mod and a left adjoint E =:
A ®p — : B-mod—> A-mod. In particular, E preserves projective modules and G
preserves injective modules.
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(2) For any B-module Y there is a B-homomorphism uy : GY—Y such that the
induced map Homu (X, GY)—Homp (X, Y) is an isomorphism for all A-module
X.

(3) The kernel and the cokernel of u, are semi-simple B-modules.

(4) Each simple A-module is a semi-simple B-module via restriction. (In general, F
does not preserve simples.)

(5) add(B/rad(B)) = add(F (A /rad(A))).

Let V.= A® D(A) & A/rad(A). Then we know that gl.dim(End(4V))<3 by the
proof of [22, Theorem 3.5]. This implies that for any A-module X, there is an exact
sequence

0—Vi—Vy—X—0

with V; € add(V) such that 0—(V, V|)—(V, Vp)— (V, X)—>0 is exact. (In the
following we shall write (V, X) for the set of all homomorphisms from the module V
to the module X if there is no confusion.)

Now we define M = B @ D(B) @ V. In the following we show that for each
B-module Y, there is an exact sequence

0—M{— My—Y—0

with M; € add(M) such that 0—> (M’, M)— (M', My)—> (M’, Y)—0 is exact for
any M’ in add(M).

If Y € add(M), then we define My = Y, and the identity map Mp—>Y gives a
desired exact sequence.

Now let Y be an indecomposable B-module not in add(M). We denote by C the
cokernel of the map p := py, which is a semi-simple B-module by (3). The canonical
surjective map from Y to C will be denoted by v, and the canonical map from the
kernel of p into Y is denoted by i’. Let ' : P—>C be a projective cover of the B-
module C and Qg(C) the first syzygy of C. Then there is a homomorphism 7 : P—Y
such that 7v = 7/. Now we may form the following commutative diagram with exact
rows and columns:

0 —— ker(n) —— K’ —> Qp(C) —— 0

d l L

(1,0 ©o,nT
0 —— FGY —— FGY®P —— P — 0

l oo L
Y

v

0 —— Im(p) —— — Cc ——F— 0.

Since rad(B) is a left ideal in A and Qp(C) = rad(P), the module Qp(C) is an A-
module. By (2), the map im factors through p, that is, there exists a homomorphism 7 :
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Qp(C)—>FGY such that in = hu. Clearly, the map Qp(C)— K’ = ker(u, m)7 defined
by x — (—=(x)h, (x)i) makes the exact sequence 0—s>ker(u)—> K'—>Qp(C)—0
splitting, thus K’ = ker(u) @ Qp(C).

Since GY is an A-module and gl.dim(End(4V)) <3, there is an exact sequence

0—V —ﬁ> Vo = GY—0

of A-modules, with V; € add(V), such that 0— (V' V{)—(V/, Vo)—(V’, X)—0
is exact for all V/ in add(V).

Since we have an adjoint pair (F, G) of functors, this provides us an adjunction
isomorphism

¢ =&z w:Homp(FZ, W)—Homu(Z, GW)

for Z in A-mod and W in B-mod, and two natural transformations: the unit ez = &r  :
Z—>GFZ; and the counit: dy : FGY — Y. Moreover, the composition of the homomor-

0
phisms: GY % GFGY g GY, is the identity map of GY
(see [11, Proposition 7.2, p. 65]). Using this fact, we shall show that GFGY is isomor-
phic to GY @ Y/, with Y’ a A-module and FY’ is semi-simple. In fact, the map Jy is

equal to uy, hence we have an exact sequence of B-modules:

0—>ker(w) = Homp (3A/B, Y)—>FGY 2% .
From this sequence we get the following exact sequence of A-modules:
0—Homp (A, ker()) —Homp (A, FGY)—Homp(gA, Y).

This shows that the kernel of Gdy is isomorphic to Homp(gA, ker(u)). We claim
that this is a semi-simple B-module. Let x be in rad(B) and f € Homp(pA, ker(u)).
Then for any element a € A we have (a)[x - f] = (ax)f = [(ax)1]f = (ax)[(1) f]
since f is a B-module homomorphism and ax € rad(B). Note that ker(ux) is a semi-
simple B-module, this implies that (ax)[(1)f] = 0 and x - f = 0, and therefore

Homp(pAp, ker(u)) is a semi-simple B-module. Since the composition of the homo-

. Go . . .
morphisms: GY 9% GrGy 2% GY, is the identity map of GY, we see that GFGY =

GY @Y’ with Y/ = Homp(gA, ker(p)).
To obtain a desired exact sequence for Y, we consider the following commutative
exact diagram:
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0 0
i E— i
(ﬁ,o,o) (aou)
0 —+ K i VooY' o P — Y 0
a 0 0
(32¢) 1
00— ker(u) ®Y' @ Qp(C)— FGY @Y’ ® P Y 0
I
("o' S 8) 0
0 0 1
0 0

In the following we show that K >~ ker(n) @ Y/ & Qp(C) & V;. For this we only
need to show that the map i’ : ker(u)—>FGY factors through the homomorphism
o = g (l) :Vo®Y' —FGY &Y', considered as a homomorphism of B-modules.

Since ker(u) is a semi-simple B-module by (3), we know that there is a semi-simple

A-module Z such that FZ = ker(u) ® pZ’. Let f be the following composition of maps:

FZ—ker(p) l—) FGY.

Then we have a homomorphism g := &z pey(f) 1 AZ—GFGY = GY @ Y'. If we
write g = (g1, g2) with g1 : Z—>GY and g, : Z—>Y/, then g; factors through o
since Z € add(V), that is, there is a homomorphism f] : Z— Vj of A-modules such
that gy = flo, Let f' = (f{,8) : Z— Vo ®Y’. Then g = f'o’. It follows that
Fg = (Ff)(Fo/) and f = éE}FGY(g) = (Fg)drgy = (Ff')(Fo/)drGy. This means that
f factors through the restriction of the map o'. If j : ker(u)—>FZ is the canonical
inclusion of ker(u) into FZ, then i’ = jf and factors through o. This is what we
wanted.

Thus we have shown that K >~ V| @ker(n) @ Y’ & Qp(C). Moreover, we shall show
that the B-module K lies in add(M).

Clearly, the kernel of p and the module Y’, as a semi-simple B-module, lie in
add(M) by (3). To prove that K lies in add(M), it is sufficient to prove that Qp(C)
lies in add(M). To see this, we note that Qp(C) = rad(P) since C is a semi-simple B-
module. Assume that P = @ Be;, with ¢; primitive idempotent elements in B ( but not
necessarily primitive in A). Then rad(P) = @rad(B)e;. By assumption, rad(B) is an
ideal in A. So rad(B)e; is a submodule of Ae;. Since A is stably hereditary, we know
that rad(B)e; is a direct sum of projective A-module and a semi-simple A-module by
4.8, this implies that rad(B)e; lies in add(V). Thus rad(P) lies in add(gM).



138 C.C. Xi/Advances in Mathematics 201 (2006) 116—142

Now we define My = Vy @ P and M| = V| @ ker(u) @ Qp(C) and shall prove that
the exact sequence

op

7
0—M—My — Y—0

induced from the exact sequence 0— K N VoY ®Qp(C)—>Y—>0 has the prop-
erty that for any M’ in add(M), the induced sequence 0—> (M’', M|)— (M’, My)—>
(M’,Y)—>0 is exact. To this end, the following three cases are considered:

(a) If M’ is a projective B-module, then we are done.

(b) If M’ is a restriction of an A-module, then any homomorphism from g M’ to gY fac-
tors through py by (2), thus factors through My—>Y. So the map Homp(M’', My)
—> Hompg(M',Y) is surjective.

(¢c) We assume that M’ = D(eB) is an indecomposable injective B-module which
does not lie in add(B @ V), where e is a primitive idempotent in B. Note that
M’ /soc(M’) >~ D(erad(B)) is an A-module. Clearly, D(erad(B)) is a factor A-
module of the injective A-module D(eA). Since A is stably hereditary, the A-module
D(erad(B)) is a direct sum of an injective A-module and a semi-simple A-module
by 4.8, and lies in add(V'). Thus any homomorphism from D(erad(B)) to Y factors
through (o, n)T, as was shown in (b). Note that each homomorphism from M’ to
Y is not injective. Otherwise, we would have ¥ >~ M’ and Y € add(M). Hence any
homomorphism from M’ to Y factors through M’/soc(M’) and therefore factors
through (o, )7 . This finishes the proof of Theorem 4.7. [

Finally, let us remark that the algebra B in 4.7 is not stably hereditary in general,
even though we assume a strong condition that rad(B) = rad(A). For example, let A
be the path algebra given by the quiver o «— o «— o. We may take B to be the
subalgebra of A defined by the following quiver with one relation:

‘Opty #0
1 2

Clearly, the injective B-module corresponding to the vertex 1 has an indecomposable
factor module of length 2 which is neither simple nor injective. Thus B is not a stably
hereditary algebra, however, we do have rad(B) = rad(A).

5. Examples and problems
We first give some simple examples to show how our methods in this paper can be

applied, and then we mention some questions, which are motivated from the results in
this paper.
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The following is a recipe for getting a pair of algebras B and A satisfying the as-
sumption that rad(B) = rad(A). This method might be called “gluing of idempotents”.

We start with a finite-dimensional basic algebra A with 14 = Z?:] e;, where eje; =
5ijei and (3[]- is the Kronecker symbol. Let I, ..., I; be a partition of the set {1, ..., n}
and f; = Zielj ej for j =1,...,s. We define B to be the subalgebra of A generated
by fi,..., fs and rad(A). Then B € A and rad(B) = rad(A). From the quiver point
of view, this means that we glue idempotents e;,i € I;, of A into a new primitive
idempotent f; in B. In this way the algebra B become much more complicated.

Example 1. Let A be an algebra (over a field) given by the following quiver

o)

B
(6%
o—Ts o:: o/ O+——0

~ e
. /—1/}’

Yoern

with relations:  df =15y, o = on = @y =0.

Let us consider the subalgebra B of A, which is given by the following quiver with
relations:

aﬂlTé(P 5ﬁ:77'77¢5:9077:90w:62:Zbézgoa:()’
f%w T =ar=¢r=0.

Since algebra A has global dimension equal to 3 and rad(B) = rad(A), we have
fin.dim(B) < oo by Theorem 3.7.

Example 2. Let A be an algebra (over a field) given by the following quiver with
relations:

/\/ nE = 5, ot = Ba = o = 35 = ad = 0.
O

It is easy to see that A is a subalgebra of the following algebra given by quiver and
relations:
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5 o} o o
Vo N
a©o o\ 5
4] o»/i \O

This algebra has representation dimension 3 by a result in [6, Corollary 2.4]. Thus
the algebra A has finite finitistic dimension by 4.2.

Note that, in the two examples above, the algebras which we concerned are neither
monomial, nor radical-cube zero, or representation-finite.

né =8, a* = o = 0.

Example 3. The following example of Igusa—Todorov—Smalg shows that our result,
Theorem 3.7, can be used to adjudge the finiteness of finitistic dimensions of certain
algebras B even their P°°(B) are not contravariantly finite.

Let B be the algebra given by Igusa—Todorov—Smalg, it has the following quiver

I6]
P
10702

«

with relations oy = yo = yf = 0. This algebra can be embedded in the following
algebra A given by quiver and relations:

g

0o<+~— 03I —o ay =0.

(67

Clearly, rad(A) = rad(B), and the algebra A has global dimension 2 while algebra
B has infinite global dimension.

It follows from Theorem 3.7 that fin.dim(B) is finite. Of course, one may exploit
this example to get a more complicated example of a pair B C A such that P°°(B)
is not contravariantly finite in B-mod while gl.dim(A) <4. However, we would like to
choose this simple example to explain our idea.

Now let us end this section by asking the following questions:

Question 1. Let B be a subalgebra of an artin algebra A such that rad(B) is a left
ideal in A and that the inclusion map of B into A is radical-full.

(1) Is fin.dim(B) < oo if gl.dim(A)<5? (or, more generally, if gl.dim(A) < co?)
(2) Is fin.dim(B) < oo if add(Q; (A-mod)) is of finite type for a fixed number n >4?

Note that Theorem 3.7 and (1) would follow from (2) if the answer to (2) is affir-
mative.
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Question 2. Let C € B € A be a chain of subalgebras of a given artin algebra A such
that rad(C) is a left ideal in B and that rad(B) is a left ideal in A. Is the finitistic
dimension conjecture true for C if rep.dim(A) <3?

Question 3. Let B be a subalgebra of an artin algebra A such that rad(B) is a left
ideal in A. Is the finitistic dimension conjecture true for B if rep.dim(A)<4?
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