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Abstract

Given a goodn-tilting moduleT over a ringA, let B be the endomorphism ring ofT , it is an open question
whether the kernel of the left-derived functorT ⊗L

B − between the derived module categories ofB andA could be
realized as the derived module category of a ringC via a ring epimorphismB→C for n≥ 2. In this paper, we first
provide a uniform way to deal with the above question both fortilting and cotilting modules by considering a new
class of modules called Ringel modules, and then give criterions for the kernel ofT ⊗L

B − to be equivalent to the
derived module category of a ringC with a ring epimorphismB→C. Using these characterizations, we display
both a positive example ofn-tilting modules from noncommutative algebra, and a counterexample ofn-tilting
modules from commutative algebra to show that, in general, the open question may have a negative answer. As
another application of our methods, we consider the dual question for cotilting modules, and get corresponding
criterions and counterexamples. The case of cotilting modules, however, is much more complicated than the case
of tilting modules.
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1 Introduction

As is well known, tilting theory has had significant applications in many branches of mathematics (see [1]), and
the key objectives in this theory are tilting modules, or more generally, tilting complexes or objects. Given a good
tilting moduleT over a ringA, let B be the endomorphism ring ofT, if T is classical, then a beautiful theorem of
Happel says that the derived module categoryD(B) of B is triangle equivalent to the derived module categoryD(A)
of A (see [18]). Thus one can use derived invariants to understand homological, geometric and numerical properties
of A throughB, or conversely, ofB throughA. This theorem also tells that one cannot get new derived categories
from classical tilting modules. For infinitely generated tilting modules, Bazzoni, Mantese and Tonolo recently show
a remarkable result:D(A) can be regarded as a full subcategory or a quotient category of D(B) (see [6]). Moreover,
it is proved in [11] that if the projective dimension ofT is at most 1, then there is a homological ring epimorphism
λ : B→C of rings such that the kernel of the total left-derived functor T ⊗L

B−, as a full triangulated subcategory
of D(B), can be realized as the derived module categoryD(C) of C. Thus, for (infinitely generated) good tilting
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modules of projective dimension at most 1, Happel’s theoremnow has a new appearance and can be featured as a
recollement of derived module categories:

D(C)
D(λ∗) // D(B)

AT⊗L

B− //
ee

zz
D(A)

ee

zz

However, for tilting modules of higher projective dimension, the existence of the above recollement is unknown (see
the first open question in [11]). On the one hand, the argumentused in [11] actually does not work any more for the
general case because the proof there involves a two-term complex which depends on the projective dimension. Thus
some new ideas are necessary for attacking the general situation. On the other hand, neither positive examples nor
counterexamples to this general case are known to experts. So, it is quite mysterious whether the above recollement
still exists for a good tilting module of projective dimension at least 2.

In the present paper, we shall consider this question in detail. In fact, our discussion is implemented in the
framework of Ringel modules (see Definition 4.1). This provides us a way to deal with the above question uniformly
for higher tilting and cotilting modules. We first provide characterizations of when the kernel of the functorT ⊗L

B−
can be realized as the derived module category of a ringC with a homological ring epimorphismB→C, and then
use these criterions to give positive and negative examplesto the above question for tilting modules of projective
dimension bigger than 1. Finally, as another application ofour criterions, we shall consider the above question for
cotilting modules.

Before stating our main results precisely, we first introduce notation and recall some definitions.
Let A be a ring with identity, and letn be a natural number. A leftA-moduleT is called ann-tilting A-module

(see [15]) if the following three conditions are satisfied:
(T1) There is an exact sequence

0−→ Pn −→ ·· · −→ P1
σ

−→ P0
π

−→ T −→ 0

of A-modules such that allPi are projective, that is, the projective dimension ofT is at mostn;
(T2) ExtjA(T,T(I)) = 0 for all j ≥ 1 and nonempty setsI , whereT(I) denotes the direct sum ofI copies ofT;
(T3) There is an exact sequence

0−→ AA
ω

−→ T0 −→ T1 −→ ·· · −→ Tn −→ 0

of A-modules such thatTi is isomorphic to a direct summand of a direct sum of copies ofT for all 0≤ i ≤ n.
An n-tilting moduleT is said to begoodif (T3) can be replaced by
(T3)′ there is an exact sequence

0−→ AA
ω

−→ T0 −→ T1 −→ ·· · −→ Tn −→ 0

of A-modules such thatTi is isomorphic to a direct summand of a finite direct sum of copies ofT for all 0≤ i ≤ n.
A goodn-tilting moduleT is said to beclassicalif the modulesPi in (T1) are finitely generated (see [10, 19]).

For any given tiltingA-moduleT with (T1)-(T3), the moduleT ′ :=
Ln

i=0Ti is a goodn-tilting module which is
equivalent to the given one, that is,T andT ′ generate the same tilting class in the category ofA-modules (see [6]).

Let T be ann-tilting A-module andB the endomorphism ring ofAT. In general, the total right-derived functor
RHomA(T,−) does not define a triangle equivalence between the (unbounded) derived categoryD(A) of A and the
derived categoryD(B) of B. However, ifAT is good, thenRHomA(T,−) is fully faithful and induces a triangle
equivalence between the derived categoryD(A) and the Verdier quotient ofD(B) modulo the kernel Ker(T ⊗L

B−)
of the total left-derived functorT ⊗L

B− (see [6, Theorem 2.2]). Furthermore, the functorRHomA(T,−) : D(A) →
D(B) is an equivalence if and only ifT is a classical tilting module if and only if Ker(T ⊗L

B−) vanishes (see [6]).
From this point of view, the category Ker(T ⊗L

B−) measures the difference between the derived categoriesD(A)
andD(B).

Motivated by the main result in [11], we introduce the following notion. A full triangulated subcategoryX of
D(B) is said to behomologicalif there is a homological ring epimorphismB→C of rings such that the restriction
functor D(C) → D(B) induces a triangle equivalence fromD(C) to X . Thus, if the projective dimension of a
good tilting moduleAT is at most 1, then the subcategory Ker(T ⊗L

B−) of D(B) is homological. Now, in terms of
homological subcategories, our question can be restated asfollows:

Question. Is the full triangulated subcategoryKer(T ⊗L

B−) of D(B) always homological for any good n-tilting
A-module T with n≥ 2? Here, B is the endomorphism ring of the module T .

Let us first give several characterizations for Ker(T ⊗L

B−) to be homological.
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Theorem 1.1. Suppose that A is a ring and n is a natural number. Let T be a goodn-tilting A-module, and let B be
the endomorphism ring ofAT. Then the following are equivalent:

(1) The full triangulated subcategoryKer(T ⊗L

B−) of D(B) is homological.
(2) The category consisting of the B-modules Y withTorBm(T,Y) = 0 for all m≥ 0 is an abelian subcategory of

the category of all B-modules.
(3) The m-th cohomology of the complexHomA(P•,A)⊗A TB vanishes for all m≥ 2, where the complex P• is a

deleted projective resolution ofAT.
(4) The kernel K of the homomorphismCoker(ϕ0) −→ Coker(ϕ1) induced fromσ : P1 → P0 in (T1) satisfies

ExtmBop(T,K) = 0 for all m ≥ 0, whereϕi : HomA(Pi ,A)⊗A T −→ HomA(Pi ,T) is the composition map under the
identification ofATB with HomA(A,T) for i = 0,1.

In particular, if n= 2, then(1) holds if and only ifExt2A(T, A)⊗A T = 0.

We remark that if the category Ker(T⊗L

B−) is homological inD(B), then the generalized localizationλ : B→BT

of B at the moduleTB exists (see Definition 3.4) and is homological, and therefore there is a recollement of derived
module categories:

D(BT)
D(λ∗) // D(B)

AT⊗L
B− //

ee

zz
D(A)

ee

zz

whereD(λ∗) stands for the restriction functor induced byλ. Thus, Theorem 1.1 can be regarded as a kind of
generalization of [11, Theorem 1.1 (1)], and also gives an explanation why [11, Theorem 1.1 (1)] holds.

As a consequence of Theorem 1.1, we have the following corollary in which(1) extends [11, Theorem 1.1 (1)],
while our new contribution to(2) is the necessity part of the statement.

Corollary 1.2. Suppose that A is a ring and n is a natural number. Let T be a goodn-tilting A-module, and let B
be the endomorphism ring ofAT.

(1) If AT decomposes into M⊕N such that the projective dimension ofAM is at most1 and that the first syzygy
of AN is finitely generated, then the categoryKer(T ⊗L

B−) is homological.
(2) Suppose that A is commutative. IfHomA(Ti+1,Ti) = 0 for all Ti in (T3)′ with 1 ≤ i ≤ n− 1, then the

categoryKer(T ⊗L

B −) is homological if and only if the projective dimension ofAT is at most1, that is, AT is a
1-tilting module.

A remarkable consequence of Corollary 1.2 is that we can get an answer to the above-mentioned question. In
fact, in Section 7.1, we display an example of ann-tilting moduleT for eachn≥ 2 and shows that Ker(T ⊗L

B−) is
not homological.

Dually, there is the notion of (good) cotilting modules of finite injective dimension over arbitrary rings. This
notion involves injective cogenerators of module categories. As is known, there is no nice duality between infinitely
generated tilting and cotilting modules. This means that methods for dealing with tilting modules may not work
dually with cotilting modules. Nevertheless, we shall use methods in this paper to deal with cotilting modules with
respect to some “nice” injective cogenerators. Our methodscover particularly cotilting modules over Artin algebras.
Here, our main concern again is when the induced subcategories of derived categories of the endomorphism rings
of good cotilting modules are homological, or equivalently, the existence of a recollement similar to [11, Theorem
1.1 (1)].

Our consideration is focused on (infinitely generated) cotilting modules over Artin algebrasA. Let D be the
usual duality of an Artin algebra. The dual moduleD(AA) is an injective cogenerator for the category ofA-modules,
and called theordinary injective cogenerator. Our main result for cotilting modules is as follows.

Theorem 1.3. Suppose that A is an Artin algebra. Let U be a good1-cotilting A-module with respect to the
ordinary injective cogenerator for the category of A-modules. Set R:= EndA(U) and M := HomA(U,D(A)). Then
the universal localizationλ : R→ RM of R at the moduleRM is homological, and there exists a recollement of
derived module categories:

D(RM)
D(λ∗) // D(R) //

ff

xx
D(A)

ee

yy

where D(λ∗) stands for the restriction functor induced byλ.

As is known, over an Artin algebra, each 1-cotilting module is equivalent to the dual of a 1-tilting right module
(see [1, Chapter 11, Section 4.15]). However, we cannot get Theorem 1.3 from the result [11, Theorem 1.1 (1)]
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because the relationship between the endomorphism ring of an infinitely generated 1-cotlting module and the one
of the corresponding 1-tilting right module is unknown.

For a more general formulation of Theorem 1.3 on higher cotilting modules, one may see Corollary 6.3 and
the diagram (‡) above Corollary 6.3. For higher cotiltig modules, we also give conditions and counterexamples for
subcategories from cotilting modules not to be homological, though additional attention is needed.

The contents of this paper are sketched as follows. In Section 2, we fix notation, recall some definitions and
prove some homological formulas. In Section 3, we introducebireflective and homological subcategories in derived
categories of rings, and discuss when bireflective subcategories are homological. In Section 4, we introduce a new
class of modules, called Ringel modules, and establish a crucial result, Proposition 4.4, which is used not only
to decide if a bireflective subcategory is homological, but also to investigate higher tilting and cotilting modules
in the later considerations. In Section 5, we apply the results in previous sections to good tilting modules and
show Theorem 1.1 as well as Corollary 1.2. At the end of this section, we point out an example which shows that
there do exist higher tilting modules satisfying the conditions of Corollary 1.2 (1). In Section 6, we first apply
our results in Section 4 to cotilting modules in a general setting, and then prove Theorem 1.3 for Artin algebras.
It is worth noting that, for cotiltingA-modulesU , recollements ofD(EndA(U)) may depend on the choices of
injective cogenerators to which the cotilting modules are referred. In this section, we also give conditions for the
subcategories from cotilting modules not to be homological. This is a preparation for constructing counterexamples
in the next section. In Section 7, we apply our results in Section 5 to good tilting modulesT over commutative
rings, and give a counterexample to show that, in general, Ker(T ⊗L

B−) may not be realized as the derived module
category of a ringC with a homological ring epimorphismB→C. For higher cotilting modules, the same situation
occurs. More precisely, we shall use results in Section 6 to display a counterexample which demonstrates that, in
general, the corresponding subcategories from cotilting modules cannot be realizable as derived module categories
of rings. This section ends with a few open questions closelyrelated to the results in this paper.

2 Preliminaries

In this section, we briefly recall some definitions, basic facts and notation used in this paper. For unexplained
notation employed in this paper, we refer the reader to [11] and the references therein.

2.1 Notation

Let C be an additive category.
Throughout the paper, a full subcategoryB of C is always assumed to be closed under isomorphisms, that is, if

X ∈ B andY ∈ C with Y ≃ X, thenY ∈ B .
Let X be an object inC . Denote by add(X) the full subcategory ofC consisting of all direct summands of finite

coproducts of copies ofM. If C admits small coproducts (that is, coproducts indexed over sets exist inC ), then we
denote by Add(X) the full subcategory ofC consisting of all direct summands of small coproducts of copies ofX.
Dually, if C admits small products, then we denote by Prod(X) the full subcategory ofC consisting of all direct
summands of small products of copies ofX.

Given two morphismsf : X → Y andg : Y → Z in C , we denote the composite off andg by f g which is
a morphism fromX to Z. The induced morphisms HomC (Z, f ) : HomC (Z,X) → HomC (Z,Y) and HomC ( f ,Z) :
HomC (Y,Z) → HomC (X,Z) are denoted byf ∗ and f∗, respectively.

We denote the composition of a functorF : C → D between categoriesC andD with a functorG : D → E
between categoriesD andE by GF which is a functor fromC toE . Let Ker(F) and Im(F) be the kernel and image
of the functorF, respectively. In particular, Ker(F) is closed under isomorphisms inC . In this note, we require that
Im(F) is closed under isomorphisms inD .

Suppose thatY is a full subcategory ofC . Let Ker(HomC (−,Y )) be the left orthogonal subcategory with
respect toY , that is, the full subcategory ofC consisting of the objectsX such that HomC (X,Y) = 0 for all objects
Y in Y . Similarly, we can define the right orthogonal subcategory Ker(HomC (Y ,−)) of C with respect toY .

LetC (C ) be the category of all complexes overC with chain maps, andK (C ) the homotopy category ofC (C ).
As usual, we denote byC b(C ) the category of bounded complexes overC, and byK b(C ) the homotopy category
of C b(C ). WhenC is abelian, the derived category ofC is denoted byD(C ), which is the localization ofK (C ) at
all quasi-isomorphisms. It is well known that bothK (C ) andD(C ) are triangulated categories. For a triangulated
category, its shift functor is denoted by[1] universally.

4



If T is a triangulated category with small coproducts, then, foran objectU in T , we denote by Tria(U) the
smallest full triangulated subcategory ofT containingU and being closed under small coproducts.

Suppose thatT andT ′ are triangulated categories with small coproducts. IfF : T → T ′ is a triangle functor
which commutes with small coproducts, thenF(Tria(U)) ⊆ Tria(F(U)) for every objectU in T .

2.2 Homological formulas

In this paper, all rings considered are assumed to be associative and with identity, and all ring homomorphisms
preserve identity. Unless stated otherwise, all modules are referred to left modules.

Let Rbe a ring. We denote byR-Mod the category of all unitary leftR-modules, byΩn
R then-th syzygy operator

of R-Mod for n∈ N, and regardΩ0
R as the identity operator ofR-Mod.

If M is anR-module andI is a nonempty set, then we denote byM(I) andMI the direct sum and product of
I copies ofM, respectively. Iff : M → N is a homomorphism ofR-modules, then the image ofx ∈ M under f is
denoted by(x) f instead off (x). The endomorphism ring of theR-moduleM is denoted by EndR(M). ThusM
becomes a naturalR-EndR(M)-bimodule. Similarly, ifNR is a rightR-module, then, by our convention,N is a left
(End(NR))op- right R-bimodule.

As usual, we simply writeC (R), K (R) andD(R) for C (R-Mod), K (R-Mod) andD(R-Mod), respectively,
and identifyR-Mod with the subcategory ofD(R) consisting of all stalk complexes concentrated in degree zero.
Let C (R-proj) be the full subcategory ofC (R) consisting of those complexes such that all of their terms are finitely
generated projectiveR-modules.

For eachn∈ Z, we denote byHn(−) : D(R) → R-Mod then-th cohomology functor. A complexX• is said to
beacyclic (or exact)if Hn(X•) = 0 for all n∈ Z.

In the following, we shall recall some definitions and basic facts about derived functors defined on derived
module categories. For more details and proofs, we refer to [9, 25, 1, 13].

Recall thatK (R)P (respectively,K (R)I ) denotes the smallest full triangulated subcategory ofK (R) which
(i) contains all the bounded-above (respectively, bounded-below) complexes of projective (respectively, injec-

tive) R-modules, and
(ii) is closed under arbitrary direct sums (respectively, direct products).
Let K (R)C be the full subcategory ofK (R) consisting of all acyclic complexes. Then(K (R)P,K (R)C)

forms a hereditary torsion pair inK (R) in the following sense:

(a) BothK (R)P andK (R)C are full triangulated subcategories ofK (R).
(b) HomK (R)(M

•,N•) = 0 for M• ∈ K (R)P andN• ∈ K (R)C.
(c) For eachX• ∈ K (R), there exists a distinguished triangle inK (R):

pX• αX•
−→ X• −→ cX

• −→ (pX•)[1]

such thatpX• ∈ K (R)P andcX• ∈ K (R)C.

In particular, for each complexX• in K (R), the chain mappX• αX•
−→ X• is a quasi-isomorphism inK (R). The

complexpX• is called theprojective resolutionof X• in D(R). For example, ifX is anR-module, then we can
choosepX to be a deleted projective resolution ofRX.

Note also that the property(b) implies that each quasi-isomorphism between complexes inK (R)P is an iso-
morphism inK (R), that is a chain homotopy equivalence inK (R).

Dually, the pair(K (R)C,K (R)I ) is a hereditary torsion pair inK (R). This means that, for eachX• in D(R),
there exists a complexiX• ∈ K (R)I together with a quasi-isomorphismβX• : X• → iX•. The complexiX• is called
the injective resolutionof X• in D(R).

More important, the composition functors

K (R)P →֒ K (R) −→ D(R) and K (R)I →֒ K (R) −→ D(R)

are equivalences of triangulated categories, and the canonical localization functorq : K (R) → D(R) induces an
isomorphism HomK (R)(X

•,Y•)
≃

−→ HomD(R)(X
•,Y•) of abelian groups whenever eitherX• ∈ K (R)P or Y• ∈

K (R)I .
For a triangle functorF : K (R) → K (S), we define itstotal left-derived functorLF : D(R) → D(S) by X• 7→

F(pX•), and itstotal right-derived functorRF : D(R)→D(S) by X• 7→F(iX•). Specially, ifF preserves acyclicity,
that is,F(X•) is acyclic wheneverX• is acyclic, thenF induces a triangle functorD(F) : D(R) → D(S) defined by
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X• 7→ F(X•). In this case, up to natural isomorphism, we haveLF = RF = D(F), and simply callD(F) thederived
functorof F .

Let M• be a complex ofR-S-bimodules. Then, the tensor functor and the Hom-functor

M•⊗•
S− : K (S) → K (R) and Hom•R(M•,−) : K (R) → K (S)

form a pair of adjoint triangle functors. For the concise definitions of the tensor and Hom complex of two complexes,
we refer, for example, to [13, Section 2.1]. For simplicity,if Y ∈ S-Mod andX ∈ R-Mod, we denoteM•⊗•

SY and
Hom•

R(M•, X) by M•⊗SY and HomR(M•, X), respectively.
Denote byM• ⊗L

S − the total left-derived functor ofM• ⊗•
S−, and byRHomR(M•,−) the total right-derived

functor of Hom•
R(M•,−). Note that

(
M•⊗L

S−,RHomR(M•,−)
)

is still an adjoint pair of triangle functors.

The following result is freely used, but not explicitly stated in the literature. Here, we will arrange it as a lemma
for later reference. For the idea of its proof, we refer to [25, Generalized Existence Theorem 10.5.9].

Lemma 2.1. Let R and S be rings, and let H: K (R) −→ K (S) be a triangle functor.
(1) DefineL H to be the full subcategory ofK (R) consisting of all complexes X• such that the chain map

H(αX•) : H(pX•) −→ H(X•) is a quasi-isomorphism inK (S). Then
(i) L H is a triangulated subcategory ofK (R) containingK (R)P.
(ii) L H ∩K (R)C = {X• ∈ K (R)C | H(X•) ∈ K (S)C}.
(iii ) There exists a commutative diagram of triangle functors:

K (R)P
≃ //

≃

��

D(R)

LH
��

L H/L H ∩K (R)C
D(H) // D(S)

whereL H/L H ∩K (R)C denotes the Verdier quotient ofL H by L H ∩K (R)C, and where D(H) is defined by
X• 7→ H(X•) for X• ∈ L H .

(2) DefineR H to be the full subcategory ofK (R) consisting of all complexes X• such that the chain map
H(βX•) : H(X•) → H(iX•) is a quasi-isomorphism inK (S). Then

(i) R H is a triangulated subcategory ofK (R) containingK (R)I .
(ii) R H ∩K (R)C = {X• ∈ K (R)C | H(X•) ∈ K (S)C}.
(iii ) There exists a commutative diagram of triangle functors:

K (R)I
≃ //

≃

��

D(R)

RH
��

R H/R H ∩K (R)C
D(H) // D(S)

whereR H/R H ∩K (R)C denotes the Verdier quotient ofR H by R H ∩K (R)C, and where D(H) is defined by
X• 7→ H(X•) for X• ∈ R H .

Note that ifH commutes with arbitrary direct sums, thenL H is closed under arbitrary direct sums inK (R).
Dually, if H commutes with arbitrary direct products, thenR H is closed under arbitrary direct products inK (R).

From Lemma 2.1, we see that, up to natural isomorphism, the action of the functorLH (respectively,RH) on a
complexX• in L H (respectively,R H ) is the same as that of the functorH on X•. Based on this point of view, we
obtain the following result which will be applied in our later proofs.

Corollary 2.2. Let R and S be two rings. Suppose that(F,G) is a pair of adjoint triangle functors with F: K (S)→
K (R) and G: K (R) → K (S). Let θ : FG→ IdK (R) andε : (LF)(RG) → IdD(R) be the counit adjunctions. If
X• ∈ R G and G(X•) ∈ L F , then there exists a commutative diagram inD(R):

(LF)(RG)(X•)
εX• //

≃

��

X•

FG(X•)
θX• // X•
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Proof. It follows fromX• ∈R G that the quasi-isomorphismβX• : X• → iX• in K (R) induces a quasi-isomorphism
G(βX•) : G(X•) → G(iX•) in K (S). Since(K (S)P,K (S)C) is a hereditary torsion pair inK (S), there exists a
homomorphismpG(βX•) : pG(X•) → pG(iX•) in K (S) such that the following diagram is commutative:

pG(X•)
αG(X•) //

pG(βX• )

��

G(X•)

G(βX• )

��
pG(iX•)

αG(iX
•) // G(iX•)

Note thatpG(βX•) is a quasi-isomorphism inK (S) since all the other chain maps in the above diagram are quasi-
isomorphisms. By the property(b) related to the pair(K (S)P,K (S)C), we know thatpG(βX•) is an isomorphism
in K (S), and therefore the chain mapF(pG(βX•)) : F(pG(X•)) −→ F(pG(iX•)) is an isomorphism inK (R).

Now, we can easily construct the following commutative diagram inK (R):

F(pG(X•))
F(αG(X•))//

F(pG(βX• )) ≃

��

FG(X•)
θX• //

FG(βX• )

��

X•

βX•

��
(LF)(RG)(X•) F(pG(iX•))

F(αG(iX
•))// FG(iX•)

θ
i X

•
//
iX•

SinceG(X•) ∈ L F by assumption, the chain mapF(αG(X•)) is a quasi-isomorphism inK (R), and is an isomor-
phism inD(R). Clearly, the quasi-isomorphismβX• is an isomorphism inD(R).

Furthermore, the counitεX• : (LF)(RG)(X•) −→ X• is actually given by the composite of the following homo-
morphisms inD(R):

(LF)(RG)(X•) F(pG(iX•))
F(αG(i X

•))// FG(iX•)
θ

i X
•

//
iX•

(βX• )−1
// X•.

Define
τ =

(
F(pG(βX•))

)−1
F(αG(X•)) : (LF)(RG)(X•) −→ FG(X•)

which is an isomorphism inD(R). It follows that there exists a commutative diagram inD(R):

(LF)(RG)(X•)
εX• //

τ
��

X•

FG(X•)
θX• // X•

This finishes the proof.�

As a preparation for our later proofs, we mention the following three homological formulas which are related to
derived functors or total derived functors. The first one is taken from [16, Theorem 3.2.1, Theorem 3.2.13, Remark
3.2.27].

Lemma 2.3. Let R and S be rings. Suppose that M is an S-R-bimodule and I is an injective S-module.
(1) If N is an R-module, then

HomS(TorRi (M, N), I) ≃ ExtiR(N, HomS(M, I)) for all i ≥ 0.

(2) If L is an Rop-module which has a finitely generated projective resolution in Rop-Mod, then

HomS(ExtiR(L, M), I) ≃ TorRi (L, HomS(M, I)) for all i ≥ 0.

The next formula is proved in [13, Section 2.1].
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Lemma 2.4. Let R and S be rings. Suppose that X• is a bounded complex of R-S-bimodules. If X• ∈ C b(R-proj),
then there is a natural isomorphism of functors:

HomR(X•,R)⊗•
R−

≃
−→ Hom•

R(X•,−) : C (R) → C (S).

In particular,
HomR(X•,R)⊗L

R−
≃

−→ RHomR(X•,−) : D(R) → D(S).

The last formula is useful for us to calculate the cohomologygroups of tensor products of complexes.

Lemma 2.5. Let n be an integer, and let S be a ring and M an Sop-module. Suppose that Y• := (Yi)i∈Z is a complex
in C (S) such that Yi = 0 for all i ≥ n+ 1, andTorSj (M,Yi) = 0 for all i ∈ Z and j≥ 1. Let m∈ Z with m< n. If

TorSt
(
M,Hm+t(Y•)

)
= 0 = TorSt−1

(
M,Hm+t (Y•)

)
for 0≤ t ≤ n−m−1, then Hm(M⊗SY•) ≃ TorSn−m

(
M,Hn(Y•)

)
.

Proof. Suppose thatY• is the following form:

· · · −→Ym−1 dm−1
−→Ym dm

−→Ym+1 −→ ·· · −→Yn−1 dn−1
−→Yn −→ 0−→ ·· ·

For i ∈ Z, defineCi := Coker(di−1) = Yi/Im(di−1) andIi := Im(di). Then we have two short exact sequences of
S-modules for eachi ∈ Z:

(a) 0−→ H i(Y•) −→Ci
πi−→ Ii −→ 0 and (b) 0−→ Ii

λi
→֒Yi+1 −→Ci+1 −→ 0.

Clearly, H i(Y•) = Ker(πiλi), anddi : Yi → Yi+1 is just the composite of the canonical surjectionYi → Ci with
πiλi : Ci →Yi+1.

(1) We claim that ifM⊗SH i(Y•) = 0, thenH i(M⊗SY•) ≃ TorS1(M,Ci+1).
In fact, sinceM⊗S− : S-Mod→ Z-Mod is right exact, the sequence

M⊗SYi−1 1⊗di−1
−→ M⊗SYi −→ M⊗SCi −→ 0

is exact, that is, Coker(1⊗di−1) ≃ M⊗SCi . This implies thatH i(M⊗SY•) ≃ Ker(1⊗πiλi) where

1⊗πiλi = (1⊗πi)(1⊗λi) : M⊗SCi → M⊗SYi+1,

which is the composite of 1⊗πi : M⊗SCi −→ M⊗SIi with 1⊗λi : M⊗SIi −→ M⊗SYi+1.
Assume thatM⊗SH i(Y•) = 0. Then 1⊗πi is an isomorphism and Ker(1⊗πiλi)≃ Ker(1⊗λi). Now, we apply

M⊗S− to the sequence(b), and get the following exact sequence:

TorS1(M,Yi+1) −→ TorS1(M,Ci+1) −→ M⊗SIi
1⊗λi−→ M⊗SYi+1

Since TorS1(M,Yi+1) = 0 by assumption, we obtain TorS
1(M,Ci+1) ≃ Ker(1⊗λi). It follows that

H i(M⊗SY•) ≃ Ker(1⊗πiλi) ≃ Ker(1⊗λi) ≃ TorS1(M,Ci+1).

This finishes the claim (1).
(2) We show that, for anyj ≥ 1, if TorSj (M,H i(Y•)) = 0 = TorSj−1(M,H i(Y•)), then

TorSj (M, Ci)
≃

−→ TorSj+1(M,Ci+1).

This follows from applyingM⊗S− to the exact sequences (a) and (b), respectively, together with our assump-
tions onY•.

(3) Let m∈ Z with m≤ n−1. Suppose that

TorSt
(
M,Hm+t (Y•)

)
= 0 = TorSt−1

(
M,Hm+t (Y•)

)
for 0≤ t ≤ n−m−1.

Then, by takingt = 0, we haveM ⊗S Hm(Y•) = 0. Thanks to (1), we haveHm(M ⊗SY•) ≃ TorS1(M,Cm+1).
SinceYi = 0 for i ≥ n+ 1, it follows thatHn(Y•) = Cn. This implies that ifn−m = 1, thenHm(M ⊗SY•) ≃
TorSn−m

(
M,Hn(Y•)

)
.

Now, supposen−m≥ 2. For 1≤ t ≤ n−m−1, we see from(2) that TorSt (M, Cm+t)
≃

−→ TorSt+1(M,Cm+t+1).
Thus

TorS1(M, Cm+1) ≃ TorS2(M,Cm+2) ≃ ·· · ≃ TorSn−m−1(M, Cn−1) ≃ TorSn−m(M,Cn).

Consequently,Hm(M⊗SY•) ≃ TorS1(M,Cm+1) ≃ TorSn−m(M,Cn) = TorSn−m(M,Hn(Y•)). This finishes the proof of
Lemma 2.5.�
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2.3 Relative Mittag-Leffler modules

Now, we recall the definition of relative Mittag-Leffler modules (see [17], [2]).

Definition 2.6. A right R-moduleM is said to beR-Mittag-Lefflerif the canonical map

ρI : M⊗RRI −→ MI , m⊗ (r i)i∈I 7→ (mri)i∈I for m∈ M, r i ∈ R,

is injective for any nonempty setI .
A right R-moduleM is said to bestrongly R-Mittag-Lefflerif the m-th syzygy ofM is R-Mittag-Leffler for every

m≥ 0.

By [17, Theorem 1], a rightR-moduleM is R-Mittag-Leffler if and only if, for any finitely generated submodule
X of MR, the inclusionX → M factorizes through a finitely presented rightR-module. This implies that ifM is
finitely presented, then it isR-Mittag-Leffler. Actually, for such a moduleM, the above mapρI is always bijective
(see [16, Theorem 3.2.22]). Further, if the ringR is right noetherian, then each rightR-module isR-Mittag-Leffler
since each finitely generated rightR-module is finitely presented.

In the next lemma, we shall collect some basic properties of Mittag-Leffler modules for later use.

Lemma 2.7. Let R be a ring and M a right R-module. Then the following statements are true.
(1) If M is R-Mittag-Leffler, then so is each module inAdd(MR). In particular, each projective right R-module

is R-Mittag-Leffler.
(2) The first syzygy of M in Rop-Mod is R-Mittag-Leffler if and only ifTorR1(M,RI ) = 0 for every nonempty set I.
(3) M is strongly R-Mittag-Leffler if and only if M is R-Mittag-Leffler andTorRi (M,RI ) = 0 for each i≥ 1 and

every nonempty set I.
(4) If M is finitely generated, then M is strongly R-Mittag-Leffler if and only if M has a finitely generated

projective resolution.

Proof. (1) follows from the fact that tensor functors commute with direct sums.
(2) Note that the first syzygyΩR(M) of M depends on the choice of projective presentations ofMR. However,

the “R-Mittag-Leffler” property ofΩR(M) is independent of the choice of projective presentations ofMR. This is
due to (1) and Schanuel’s Lemma in homological algebra.

So, we choose an exact sequence

0−→ K1
f

−→ P1 −→ M −→ 0

of right R-modules withP1 projective, and shall show thatK1 is R-Mittag-Leffler if and only if TorR1(M,RI ) = 0 for
any nonempty setI .

Obviously, we can construct the following exact commutative diagram:

0 // TorR1(M,RI ) // K1⊗RRI
f⊗1 //

ρ2

��

P1⊗RRI //

ρ1

��

M⊗RRI //

��

0

0 // K1
I

f I
// P1

I // MI // 0

whereρi , 1≤ i ≤ 2, are the canonical maps (see Definition 2.6). Since the projective moduleP1 is R-Mittag-Leffler
by (1), the mapρ1 is injective. This means thatρ2 is injective if and only if so isf ⊗ 1. Clearly, the former is
equivalent to thatK1 is R-Mittag-Leffler, while the latter is equivalent to that TorR

1(M,RI ) = 0. This finishes the
proof of (2).

(3) For eachi ≥ 0, let Ωi
R(M) stand for thei-th syzygy ofM in Rop-Mod. Then, for each nonempty setI , we

always have
TorRi+1(M,RI ) ≃ TorR1(Ωi

R(M), RI ).

Now (3) follows immediately from(2).
(4) The sufficient condition is clear. Now suppose thatM is stronglyR-Mittag-Leffler. We need only to show

that the first syzygy ofM is finitely generated, that is,M is finitely presented. However, this follows from the fact
that the inclusion mapM →֒ M factorizes through a finitely presented rightR-module.�

A special class of strongly Mittag-Leffler modules is the class of tilting modules. The following result can be
concluded from [2, Corollary 9.8], which will play an important role in our proof of the main result.
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Lemma 2.8. If M is a tilting right R-module, then M is strongly R-Mittag-Leffler.

As a corollary of Lemmas 2.8 and 2.7 (4), we obtain the following result which is a generalization of [11,
Corollary 4.7].

Corollary 2.9. Let M be a tilting right R-module. If M is finitely generated, then M is classical.

Proof. Suppose thatMR is finitely generated. Then we can get an exact sequence(T3)′ from (T3) by using
the argument in [11, Corollary 4.7] repeatedly. This shows thatMR is actually a good tilting module. SinceM is
stronglyR-Mittag-Leffler, it follows from Lemma 2.7 (4) thatM admits a finitely generated projective resolution.
Clearly, such a resolution can be chosen to be of finite lengthsinceM has finite projective dimension. This implies
thatMR is classical.�

3 Homological subcategories of derived module categories

In this section, we shall give the definitions of bireflectiveand homological subcategories of derived module cate-
gories. In particular, we shall establish some applicable criterions for bireflective subcategories to be homological.

Let RandSbe arbitrary rings.
Let λ : R→ Sbe a homomorphism of rings. We denote byλ∗ : S-Mod→ R-Mod the restriction functor induced

by λ, and byD(λ∗) : D(S) → D(R) the derived functor of the exact functorλ∗. Recall thatλ is aring epimorphism
if λ∗ : S-Mod→ R-Mod is fully faithful. This is equivalent to saying that themultiplication mapS⊗RS→ S is an
isomorphism inS-Mod.

Two ring epimorphismsλ : R→ Sandλ′ : R→ S′ are said to beequivalentif there is an isomorphismψ : S→ S′

of rings such thatλ′ = λψ. Note that there is a bijection between the equivalence classes of ring epimorphisms
staring fromR and bireflective full subcategories ofR-Mod, and that there is a bijection between bireflective full
subcategories ofR-Mod and the abelian full subcategories ofR-Mod which are closed under arbitrary direct sums
and direct products (see, for example, [11, Lemma 2.1]).

Recall that a ring epimorphismλ : R→ S is calledhomologicalif TorR
i (S,S) = 0 for all i > 0. This is equivalent

to that the functorD(λ∗) : D(S) → D(R) is fully faithful, or thatS⊗L

RS≃ S in D(S). It is known thatD(λ∗) has a
left adjointS⊗L

R− and a right adjointRHomR(S,−).
Let Y be a full triangulated subcategory ofD(R). We say thatY is bireflectiveif the inclusionY → D(R)

admits both a left adjoint and a right adjoint.
Combining [8, Chapter I, Proposition 2.3] with [11, Section2.3], we know that a full triangulated subcategory

Y of D(R) is bireflective if and only if there exists a recollement of triangulated categories of the form

Y
i∗ // D(R) //

cc

{{
Xdd

zz

wherei∗ is the inclusion functor. Here, by a recollement of triangulated categories (see [7]) we mean that there are
six triangle functors between triangulated categories in the following diagram:

Y
i∗=i! // D(R)

j != j∗ //

i!

aa

i∗

��
X

j∗

aa

j!

��

such that
(1) (i∗, i∗),(i! , i!),( j! , j !) and( j∗, j∗) are adjoint pairs,
(2) i∗, j∗ and j! are fully faithful functors,
(3) i! j∗ = 0 (and thus alsoj ! i! = 0 andi∗ j! = 0), and
(4) for each objectX ∈ D(R), there are two canonical distinguished triangles inD(R):

i! i
!(X) −→ X −→ j∗ j∗(X) −→ i! i

!(X)[1], j! j !(X) −→ X −→ i∗i
∗(X) −→ j! j !(X)[1],

wherei! i!(X) → X and j! j !(X) → X are counit adjunction morphisms, and whereX → j∗ j∗(X) andX → i∗i∗(X)
are unit adjunction morphisms.
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Note thatX is always equivalent to the full subcategory Ker
(
HomD(R)(−,Y )

)
of D(R) as triangulated cate-

gories ( for example, see [11, Lemma 2.6]). But here we do not require that the triangulated categoryX must be a
subcategory ofD(R) in general. For more examples of recollements related to homological ring epimorphisms, we
refer the reader to [12].

Clearly, ifY is homological (see Definition in Section 1), then it is bireflective. Let us now consider the converse
of this statement.

From now on, we assume thatY is abireflective subcategoryof D(R), and defineE := Y ∩R-Mod.
It is easy to see thatY is closed under isomorphisms, arbitrary direct sums and direct products inD(R). This

implies thatE also has the above properties inR-Mod. Moreover,E always admits the “2 out of 3” property: For an
arbitrary short exact sequence inR-Mod, if any two of its three terms belong toE , then the third one belongs toE .
By [11, Lemma 2.1],E is an abelian subcategory ofR-Mod if and only if E is closed under kernels (respectively,
cokernels) inR-Mod. This is also equivalent to saying that there exists a unique ring epimorphismλ : R→ S(up to
equivalence) such thatE is equal to Im(λ∗).

If Y is homological via a homological ring epimorphismλ : R→ S, thenY = Im
(
D(λ∗)

)
andE = Im(λ∗). In

this case,E must be a full, abelian subcategory ofR-Mod.
In general, for a bireflective subcategoryY in D(R), the categoryE may not be abelian. This means that

bireflective subcategories inD(R) may not be homological. Alternatively, we can reach this point by looking at
differential graded rings: By the proof of [8, Chapter IV, Proposition 1.1], the complexi∗(R) is a compact generator
of Y . In particular, we haveY = Tria(i∗(R)). It follows from [1, Chapter 5, Theorem 8.5] that there exists a dg
(differential graded) ring such that its dg derived category is equivalent toY as triangulated categories. In general,
this dg ring may have non-trivial cohomologies in other degrees besides the degree 0. In other words, the category
Y may not be realized by the derived module category of an ordinary ring.

Let i∗ : Y →D(R) be the inclusion functor withi∗ : D(R) → Y as its left adjoint. DefineΛ := EndD(R)(i
∗(R)).

Then, associated withY , there is a ring homomorphism defined by

δ : R−→ Λ, r 7→ i∗(·r) for r ∈ R,

where·r : R→ R is the right multiplication byr map. This ring homomorphism induces a functor

δ∗ : Λ-Mod−→ R-Mod,

called the restriction functor.

The following result is motivated by [22, Section 6 and Section 7].

Lemma 3.1. The following statements hold true.
(1) For each Y• ∈ Y , we have Hn(Y•) ∈ Im(δ∗) for all n ∈ Z. In particular, Hn(i∗(R)) is an R-Λ-bimodule for

all n ∈ Z.
(2) Let ηR : R→ i∗i∗(R) be the unit adjunction morphism with respect to the adjoint pair (i∗, i∗). ThenΛ ≃

H0(i∗(R)) as R-Λ-bimodules, and there exists a commutative diagram of R-modules:

R
δ //

H0(ηR) ##HHHHHHHHH Λ

≃

��
H0(i∗(R))

(3) If H 0(i∗(R)) ∈ Y , then Hn(i∗(R)) = 0 for all n ≥ 1, the homomorphismδ is a ring epimorphism and

Y = {Y• ∈ D(R) | Hm(Y•) ∈ Im(δ∗) for all m∈ Z}.

Proof. The proof of Lemma 3.1 is derived from [22, Section 6 and Section 7], whereY is related to a set of
two-term complexes inC (R-proj).

By our convention, the full subcategory Im(δ∗) of R-Mod is required to be closed under isomorphisms inR-Mod.
Let ηR : R→ i∗i∗(R) = i∗(R) be the unit adjunction morphism.
(1) Let Y• ∈ Y . Then we obtain the following isomorphisms for eachn∈ Z:

HomD(R)(i
∗(R),Y•[n])

≃
−→ HomD(R)(R, i∗(Y

•)[n]) = HomD(R)(R,Y•[n]) ≃ Hn(Y•),
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where the first isomorphism is given by HomD(R)(ηR,Y•[n]), which is actually an isomorphism ofR-modules. Since
HomD(R)(i

∗(R),Y•[n]) is a leftΛ-module, we clearly haveHn(Y•) ∈ Im(δ∗). If Y• = i∗(R), then one can check that
the composite of the following isomorphisms

(∗) HomD(R)(i
∗(R), i∗(R)[n]) ≃ HomD(R)(R, i∗i

∗(R)[n])) = HomD(R)(R, i∗(R)[n]) ≃ Hn(i∗(R))

is an isomorphism ofR-Λ-bimodules. This implies thatHn(i∗(R)) is anR-Λ-bimodule.
(2) In (∗), we taken = 0. This gives the first part of(2). For the second part of(2), we note that there exists the

following commutative diagram ofR-modules:

HomR(R,R)
i∗ //

HomD(R)(R,ηR) ((RRRRRRRRRRRRR
HomD(R)(i

∗(R), i∗(R))

≃

��
HomD(R)(R, i∗i∗(R))

which implies the diagram in(2) if we identify HomR(R,R), HomD(R)(R, i∗i∗(R)) and HomD(R)(R,ηR) with R,
H0(i∗(R)) andH0(ηR), respectively.

(3) Define
Y ′ := {Y• ∈ D(R) | Hm(Y•) ∈ Im(δ∗) for all m∈ Z}.

It follows from (1) thatY ⊆ Y ′.
SupposeH0(i∗(R)) ∈ Y . We shall prove thatY ′ ⊆ Y , and soY = Y ′.
In fact, from (2) we see thatΛ ≃ H0(i∗(R)) as R-modules, and soRΛ ∈ Y . Note that the derived functor

D(δ∗) : D(Λ) → D(R) admits a right adjoint, and therefore it commutes with arbitrary direct sums. SinceY is a
full triangulated subcategory ofD(R) closed under arbitrary direct sums inD(R), it follows fromD(Λ) = Tria(ΛΛ)
andRΛ ∈ Y that Im

(
D(δ∗)

)
⊆ Y . In particular, Im(δ∗) ⊆ Y .

To proveY ′ ⊆ Y , we shall use the following statements(a)-(d) mentioned in [3, Lemma 4.6]. For the defini-
tions of homotopy limits and homotopy colimits in triangulated categories, we refer to [9, Section 2].

(a) By canonical truncations, one can show that each bounded complex overR can be generated by its coho-
mologies, that is, ifM• ∈ C b(R), thenM• belongs to the smallest full triangulated subcategory ofD(R) containing
Hn(M•) with all n∈ Z.

(b) Any bounded-above complex overR can be expressed as the homotopy limit of its bounded “quotient”
complexes, which are obtained from canonical truncations.

(c) Any bounded-below complex overR can be expressed as the homotopy colimit of its bounded “sub”com-
plexes, which are obtained from canonical truncations.

(d) Any complex is generated by a bounded-above complex and a bounded-below complex obtained by canon-
ical truncations.

Recall thatY is a full triangulated subcategory ofD(R) closed under arbitrary direct sums and direct products
in D(R). Therefore it is closed under taking homotopy limits and homotopy colimits inD(R). Now, by the fact
Im(δ∗) ⊆ Y and the above statements(a)-(d), we can show thatY ′ ⊆ Y . ThusY = Y ′.

Next, we shall show thatHn(i∗(R)) = 0 for all n≥ 1. The idea of the proof given here is essentially taken from
[22, Lemma 6.4].

On the one hand, from the adjoint pair(i∗, i∗), we can obtain a triangle inD(R):

X• −→ R
ηR−→ i∗(R) −→ X•[1].

It is cleat that the unitηR induces an isomorphism HomD(R)(i
∗(R),Y•[n]) ≃ HomD(R)(R,Y•[n]) for eachY• ∈ Y

andn∈ Z. This implies that HomD(R)(X
•,Y•[n]) = 0 for Y• ∈ Y andn∈ Z.

On the other hand, by the canonical truncation at degree 0, weobtain a distinguished triangle of the following
form in D(R):

i∗(R)≤0 α
−→ i∗(R)

β
−→ i∗(R)≥1 −→ i∗(R)≤0[1]

such thatHs
(

i∗(R)≤0
)
≃

{
0 if s≥ 1,
Hs(i∗(R)) if s≤ 0,

andHt
(

i∗(R)≥1
)
≃

{
0 if t ≤ 0,
Ht(i∗(R)) if t ≥ 1.
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It follows thatηRβ = 0 and that there exists a homomorphismγ : R→ i∗(R)≤0 such thatγα = ηR. Sincei∗(R) ∈
Y = Y ′, we know thati∗(R)≤0 ∈ Y and HomD(R)(X

•, i∗(R)≤0) = 0. Consequently, there exists a homomorphism
θ : i∗(R) → i∗(R)≤0 such thatγ = ηRθ. So, we have the following diagram inD(R):

i∗(R)≤0

α
��

X• // R

γ
;;w

w
w

w
w

0

##G
G

G
G

G

ηR // i∗(R)

θ

__

//

β
��

X•[1]

i∗(R)≥1

��
i∗(R)≤0[1]

Further, one can check thatηRθα = γα = ηR. SinceηR : R→ i∗i∗(R) = i∗(R) is a unit morphism, we infer that
θα = Idi∗(R), and so

Hn(θα) = Hn(θ)Hn(α) = IdHn(i∗(R)) for any n∈ Z.

This means thatHn(θ) : Hn(i∗(R)) → Hn
(

i∗(R)≤0
)

is injective. Observe thatHn
(

i∗(R)≤0
)

= 0 for n≥ 1. Hence
Hn(i∗(R)) = 0 for n≥ 1.

Finally, we shall prove thatδ : R→ Λ is a ring epimorphism.
Clearly, theδ is a ring epimorphism if and only if for everyΛ-moduleM, the induced map HomR(δ,M) :

HomR(Λ,M) −→ HomR(R,M) is an isomorphism. Observe that HomR(δ,M) is always surjective. To see that this
map is also injective, we shall use the commutative diagram in (2) and show that the induced map

HomR
(
H0(ηR),M

)
: HomR

(
H0(i∗(R)),M

)
−→ HomR(R,M)

is injective. That is, we have to prove that iffi : H0(i∗(R)) → M, with i = 1,2, are two homomorphisms inR-Mod
such thatH0(ηR) f1 = H0(ηR) f2, then f1 = f2.

Now, we describe the mapH0(ηR). Recall thatHn(i∗(R)) = 0 for all n≥ 1. Without loss of generality, we may
assume thati∗(R) is of the following form

(
up to isomorphism inD(R)

)
:

· · · −→V−n d−n

−→V−n+1 −→ ·· · −→V−1 d−1
−→V0 −→ 0−→ ·· ·

From the canonical truncation, we can obtain the following distinguished triangle inD(R):

V• ≤−1 −→ i∗(R)
π

−→ H0(i∗(R)) −→V• ≤−1[1]

whereV• ≤−1 is of the form:

· · · −→V−n −→V−n+1 −→ ·· · −→V−2 −→ Ker(d−1) −→ 0−→ ·· ·

andπ is the chain map induced by the canonical surjectionV0 → H0(i∗(R)) = Coker(d−1). Applying H0(−) =
HomD(R)(R,−) to the above triangle, we see thatH0(ηR) = ηRπ in D(R) and thatH0(π) is an isomorphism of
R-modules.

Suppose thatH0(ηR) f1 = H0(ηR) f2 : R→ M with fi : H0(i∗(R)) → M for i = 1,2. ThenηRπ f1 = ηRπ f2. From
the proof of(2), we have Im(δ∗)⊆ Y . ThusRM ∈ Y sinceM is anΛ-module. Note that the unitηR : R→ i∗i∗(R) =
i∗(R) induces an isomorphism HomD(R)(i

∗(R),M) ≃ HomD(R)(R,M). Thusπ f1 = π f2 andH0(π) f1 = H0(π) f2. It
follows from the isomorphism ofH0(π) that f1 = f2. This means that HomR

(
H0(ηR),M

)
is injective, and thusδ is

a ring epimorphism. This finishes the proof of(3). �

In the following, we shall systematically discuss when bireflective subcategories of derived categories are ho-
mological. Note that some partial answers have been given inthe literature, for example, see [22, Theorem 0.7 and
Proposition 5.6], [3, Proposition 1.7] and [11, Proposition 3.6]. Let us first mention the following criterions.
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Lemma 3.2. LetY be a bireflective subcategory ofD(R), and let i∗ : D(R) → Y be a left adjoint of the inclusion
Y →֒ D(R). Then the following are equivalent:

(1) Y is homological.
(2) Hm(i∗(R)) = 0 for any m6= 0.
(3) H0(i∗(R)) ∈ Y and Hm(i∗(R)) = 0 for any m< 0.
(4) H0(i∗(R)) ∈ Y , and the associated ring homomorphismδ : R→ EndD(R)(i

∗(R)) is a homological ring
epimorphism.

(5) There exists a ring epimorphismλ : R→ S such thatRS∈ Y and i∗(R) is isomorphic inD(R) to a complex
Z• := (Zn)n∈Z with Zi ∈ S-Mod for i = 0,1.

(6) E := Y ∩R-Mod is an abelian subcategory of R-Mod such that i∗(R) is isomorphic inD(R) to a complex
Z• := (Zn)n∈Z with Zi ∈ E for i = 0,1.

In particular, if one of the above conditions is fulfilled, then Y can be realized as the derived category of
EndD(R)(i

∗(R)) via δ.

Proof. It follows from the proof of [3, Proposition 1.7] that(1) and(2) are equivalent, and that(2) implies both
(3) and(4). By Lemma 3.1 (3), we know that(3) implies(2).

Now, we show that(4) implies(1). In fact, sinceH0(i∗(R)) ∈ Y , it follows from Lemma 3.1 (3) that

Y = {Y• ∈ D(R) | Hm(Y•) ∈ Im(δ∗) for all m∈ Z},

whereδ : R → Λ := EndD(R)(i
∗(R)) is the associated ring homomorphism. By assumption,δ is a homological ring

epimorphism, and therefore the derived functorD(δ∗) : D(Λ)→D(R) is fully faithful. Furthermore, we know from
[3, Lemma 4.6] that

Im
(
D(δ∗)

)
= {Y• ∈ D(R) | Hm(Y•) ∈ Im(δ∗) for all m∈ Z}.

ThusY = Im
(
D(δ∗)

)
⊆ D(R), that is,Y is homological by definition. Hence(4) implies(1).

Consequently, we have proved that(1)-(4) in Lemma 3.2 are equivalent.
Note that(5) and(6) are equivalent becauseE is an abelian subcategory ofR-Mod if and only if there is a ring

epimorphismλ : R→ Ssuch thatE = Im(λ∗) (see [11, Lemma 2.1]).
In the following, we shall prove that(1) implies(5) and that(5) implies(2).
Suppose thatY is homological, that is, there exists a homological ring epimorphismλ : R→ S such that the

functor D(λ∗) : D(S) → D(R) induces a triangle equivalence fromD(S) to Y . ThusY = Im(D(λ∗)). Since
i∗(R) ∈ Y , we havei∗(R) ∈ Im(D(λ∗)). It follows that there exists a complexZ• := (Zn)n∈Z ∈ C (S) such that
i∗(R) ≃ Z• in D(R). This shows(5).

It remains to show that(5) implies(2). The idea of the following proof arises from the proof of [11,Proposition
3.6].

Letλ : R→Sbe a ring epimorphism satisfying the assumptions in (5). We may identify Im(λ∗) with S-Mod since
λ∗ : S-Mod→ R-Mod is fully faithful. Let Z• be a complex inC (R) such thatZ• ≃ i∗(R) in D(R). We may assume
that Z• := (Zn,dn)n∈Z such thatZn ∈ S-Mod for n = 0,1, and defineϕ = HomD(R)(λ,Z•) : HomD(R)(S,Z•) −→
HomD(R)(R,Z•). We claim that the mapϕ is surjective.

In fact, there is a commutative diagram:

HomK (R)(S,Z•)
q1 //

ϕ′

��

HomD(R)(S,Z•)

ϕ
��

HomK (R)(R,Z•)
q2 // HomD(R)(R,Z•),

whereϕ′ = HomK (R)(λ,Z•), and whereq1 and q2 are induced by the localization functorq : K (R) → D(R).
Clearly, theq2 is a bijection. To prove thatϕ is surjective, it is sufficient to show thatϕ′ is surjective.

Let f̄ • := ( f i) ∈ HomK (R)(R,Z•) with ( f i)i∈Z a chain map fromR to Z•. Then f i = 0 for any i 6= 0 and
f 0d0 = 0. SinceZ0 is anS-module, we can defineg : S→ Z0 by s 7→ s(1) f 0 for s∈ S. One can check thatg is a
homomorphism ofR-modules withf 0 = λg, as is shown in the following visual diagram:

R
λ //

f 0

��

S
g

~~}
}

}
}

· · · // Z−1 d−1
// Z0 d0

// Z1 d1
// Z2 // · · ·
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Sinceλ : R→ Sis a ring epimorphism and sinceZ1 is anS-module, the induced map HomR(λ,Z1) : HomR(S,Z1)→
HomR(R,Z1) is a bijection. Thus, from this bijection together withλgd0 = f 0d0 = 0, it follows thatgd0 = 0. Now,
we can define a morphism̄g• := (gi) ∈ HomK (R)(S,Z•), where(gi)i∈Z is the chain map withg0 = g andgi = 0 for
any i 6= 0. Thus f̄ • = λḡ•. This shows thatϕ′ is surjective. Consequently, the mapϕ is surjective, and the induced
map

HomD(R)(λ, i∗(R)) : HomD(R)(S, i∗(R)) → HomD(R)(R, i∗(R))

is surjective sinceZ• ≃ i∗(R) in D(R).
Finally, we shall prove thati∗(R) ≃ S in D(R). In particular, this will give rise toHm(i∗(R)) ≃ Hm(S) = 0 for

anym 6= 0, and therefore show(2). So, it suffices to prove thati∗(R) ≃ S in D(R).
Indeed, leti∗ : Y → D(R) be the inclusion, and letηR : R→ i∗i∗(R) be the unit with respect to the adjoint

pair (i∗, i∗). Clearly, i∗(R) = i∗i∗(R) in D(R). Since we have proved that HomD(R)(λ, i∗(R)) is surjective, there
exists a homomorphismv : S→ i∗i∗(R) in D(R) such thatηR = λv. Furthermore, sinceRS belongs toY by
assumption, we see that HomD(R)(ηR,S) : HomD(R)(i

∗(R),S) → HomD(R)(R,S) is an isomorphism. Thus there
exists a homomorphismu : i∗i∗(R)→ S in D(R) such thatλ = ηRu. This yields the following commutative diagram
in D(R):

R

ηR

��

R

λ
��

R

ηR

��
i∗i∗(R)

u //___ S
v //___ i∗i∗(R),

which shows thatηR = ηRuvandλ = λvu. Since HomD(R)(ηR, i∗(R)): HomD(R)(i
∗(R), i∗(R))→HomD(R)(R, i∗i∗(R))

is an isomorphism, we clearly haveuv= 1i∗i∗(R). Note that HomR(λ,S) : HomR(S,S) → HomR(R,S) is bijective
sinceλ : R→ S is a ring epimorphism. It follows fromλ = λvu thatvu= 1S. Thus the mapu is an isomorphism in
D(R), andi∗(R) = i∗i∗(R) ≃ S in D(R). This shows that(5) implies(2).

Hence all the statements in Lemma 3.2 are equivalent. This finishes the proof.�.

Now, we mention a special bireflective subcategory ofD(R), which is constructed from complexes of finitely
generated projectiveR-modules. For the proof, we refer to [8, Chapter III, Theorem2.3; Chapter IV, Proposition
1.1]. See also [11, Lemma 2.8].

Lemma 3.3. LetΣ be a set of complexes inC b(R-proj). DefineY := Ker
(

HomD(R)(Tria(Σ),−)
)
. ThenY is bire-

flective and equal to the full subcategory ofD(R) consisting of complexes Y• in D(R) such thatHomD(R)(P
•, Y•[n])

= 0 for every P• ∈ Σ and n∈ Z.

To develop properties of the bireflective subcategories ofD(R) in Lemma 3.3, we shall define the so-called
generalized localizations, which is motivated by a discussion with Silvana Bazzoni in 2012. In fact, this notion
was first discussed in [21] under the name “homological localizations” for a set of complexes inC b(R-proj), and
is related to both the telescope conjecture and algebraicK-theory. The reason for not choosing the adjective word
“homological” in this note is that we have reserved this wordfor ring epimorphisms.

Definition 3.4. Let Rbe a ring, and letΣ be a set of complexes inC (R). A homomorphismλΣ : R→ RΣ of rings is
called ageneralized localizationof R at Σ provided that

(1) λΣ is Σ-exact, that is, ifP• belongs toΣ, thenRΣ ⊗RP• is exact as a complex overRΣ, and
(2) λΣ is universallyΣ-exact, that is, ifS is a ring together with aΣ-exact homomorphismϕ : R→ S, then there

exists a unique ring homomorphismψ : RΣ → Ssuch thatϕ = λΣψ.

If Σ consists only of two-term complexes inC b(R-proj), then the generalized localization ofR at Σ is the
universal localizationof R at Σ in the sense of Cohn (see [14]). It was proved in [14] that universal localizations
always exist. However, generalized localizations may not exist in general. For a counterexample, we refer the
reader to [21, Example 15.2].

We remark that, in Definition 3.4 (1), ifΣ consists of complexes inC b(R-proj), then, for eachP• := (Pi)i∈Z ∈ Σ,
the complexRΣ⊗RP• is actually split exact as a complex overRΣ sinceRΣ⊗RPi is a projectiveRΣ-module for each
i. Further, by Definition 3.4 (2), ifλi : R→ Ri is a generalized localization ofRat Σ for i = 1,2, thenλ1 andλ2 are
equivalent, that is, there exists a ring isomorphismρ : R1 → R2 such thatλ2 = λ1ρ.

Suppose thatU is a set ofR-modules each of which possesses a finitely generated projective resolution of
finite length. For eachU ∈ U , we choose such a projective resolutionpU of finite length, and setΣ := {pU |
U ∈ U } ⊆ C b(R-proj), and letRU be the generalized localization ofR at Σ. If PU ′ is another choice of finitely
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generated projective resolution of finite length forU , then the generalized localization ofRatΣ′ := {pU ′ |U ∈ U }
is isomorphic toRU , that is,RU does not depend on the choice of projective resolutions ofU . Thus, we may say
thatRU is thegeneralized localization of R atU .

Generalized localizations have the following simple properties (compare with [11, Theorem 3.1 and Lemma
3.2]).

Lemma 3.5. Let R be a ring and letΣ be a set of complexes inC b(R-proj). Assume that the generalized localization
λΣ : R→ RΣ of R atΣ exists. Then the following hold.

(1) For any homomorphismϕ : RΣ → S of rings, the ring homomorphismλΣϕ : R→ S isΣ-exact.
(2) The ring homomorphismλΣ is a ring epimorphism.
(3) DefineΣ∗ := {HomR(P•,R) | P• ∈ Σ}. ThenλΣ is also the generalized localization of R at the setΣ∗. In

particular, RΣ∗ ≃ RΣ as rings.

Proof. (1) For eachP• ∈ Σ, we have the following isomorphisms of complexes ofS-modules:

S⊗RP• ≃ (S⊗RΣ RΣ)⊗RP• ≃ S⊗RΣ (RΣ ⊗RP•).

SinceRΣ ⊗RP• is split exact inC (RΣ), we see thatS⊗RP• is also split exact inC (S). This means that the ring
homomorphismλΣϕ is Σ-exact.

(2) Assume thatϕi : RΣ → S is a ring homomorphism fori = 1,2, such thatλΣϕ1 = λΣϕ2. It follows from
(1) thatλΣϕi is Σ-exact. By the property(2) in Definition 3.4, we obtainϕ1 = ϕ2. This implies thatλΣ is a ring
epimorphism.

(3) Note thatP• is in C b(R-proj). It follows from Lemma 2.4 that, for any homomorphismR→ S of rings,
there are the following isomorphisms of complexes:

HomR(P•,R)⊗RS≃ HomR(P•,S) ≃ HomR(P•,HomS(SSR, S)) ≃ HomS(S⊗RP•,S).

This implies that the complex HomR(P•,R)⊗RS is (split) exact inC (Sop) if and only if so is the complexS⊗RP•

in C (S). Now, (3) follows immediately from the definition of generalized localizations.�

In the following, we shall establish a relation between bireflective subcategories ofD(R) and generalized lo-
calizations. In particular, the statements(3) and(4) in Lemma 3.6 below will be useful for discussions in the next
section and the proof of Theorem 1.1.

Lemma 3.6. Let Σ be a set of complexes inC b(R-proj), and let j! : Tria(Σ) → D(R) be the inclusion. Define
Y := Ker

(
HomD(R)(Tria(Σ),−)

)
. Then the following are true.

(1) There exists a recollement of triangulated categories:

Y
i∗ // D(R) //

cc

i∗

{{
Tria(Σ)

ff

j!
xx

where(i∗, i∗) is a pair of adjoint functors with i∗ the inclusion.

(2) The associated ring homomorphismδ : R→ Λ := EndD(R)(i
∗(R)) induced by i∗ admits the following prop-

erty: For any Σ-exact ring homomorphismϕ : R→ S, there exists a ring homomorphismψ : Λ → S such that
ϕ = δψ.

(3) If H 0(i∗(R)) ∈ Y , thenδ is a generalized localization of R atΣ. In particular, if the subcategoryY of D(R)
is homological, thenδ is a generalized localization of R atΣ.

(4) DefineΣ∗ := {HomR(P•,R) ∈ C b(Rop-proj) | P• ∈ Σ} andY ′ := Ker
(

HomD(Rop)(Tria(Σ∗),−)
)
. ThenY is

homological inD(R) if and only if so isY ′ in D(Rop).

Proof. (1) can be concluded from [11, Lemma 2.6 and Lemma 2.8].
(2) The proof here is motivated by [22, Lemma 7.3]. Letϕ : R→ S be aΣ-exact ring homomorphism. Since

S⊗RP• is exact inC (S) for P• ∈ Σ, we haveS⊗L

RP• = S⊗RP• ≃ 0 in D(S). Further, the functorS⊗L

R− : D(R)→
D(S) commutes with arbitrary direct sums, soS⊗L

RX• ≃ 0 for eachX• ∈ Tria(Σ).
Let D(R)/Tria(Σ) denote the Verdier quotient ofD(R) by the full triangulated subcategory Tria(Σ). It follows

from the recollement in(1) that i∗ induces a triangle equivalence:

D(R)/Tria(Σ)
≃

−→ Y .
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SinceS⊗L

R− sends Tria(Σ) to zero, there exists a triangle functorF : Y →D(S) together with a natural isomorphism
of triangle functors:

Φ : S⊗L

R−
≃

−→ F i∗ : D(R) −→ D(S).

This clearly induces the following canonical ring homomorphisms:

Λ := EndD(R)(i
∗(R))

F
−→ EndD(S)

(
F(i∗(R))

)
≃ EndD(S)(S⊗

L

RR) ≃ EndD(S)(S) ≃ S

where the first isomorphism is induced by the natural isomorphismΦR : S⊗L

R R−→ F(i∗(R)) in D(S). Now, we
defineψ : Λ → S to be the composite of the above ring homomorphisms. Then it is easy to check thatϕ = δψ.
Consequently, theδ has the property mentioned in(2).

(3) Assume thatH0(i∗(R)) ∈ Y . By Lemma 3.1 (3), the mapδ is a ring epimorphism. Combining this with(2),
we know thatδ satisfies the condition(2) in Definition 3.4. To see thatδ is the generalized localization ofR at Σ,
we have to show thatδ satisfies the condition(1) in Definition 3.4, that is,δ is Σ-exact.

In fact, by Lemma 3.1 (2), we haveΛ ≃ H0(i∗(R)) as R-modules. This gives rise toRΛ ∈ Y . Note that
HomD(R)(X

•,Y•) = 0 for X• ∈ Tria(Σ) andY• ∈ Y . In particular, we have HomD(R)(P
•,Λ[n]) = 0 for anyP• ∈ Σ

andn ∈ Z. It follows thatHn(HomR(P•,Λ)) ≃ HomK (R)(P
•,Λ[n]) ≃ HomD(R)(P

•,Λ[n]) = 0, and therefore the
complex HomR(P•,Λ) is exact. SinceP• ∈ C b(R-proj), we have HomR(P•,Λ) ∈ C b(Λop-proj). This implies that
HomR(P•,Λ) is split exact, and therefore the complex HomΛop(HomR(P•,Λ),Λ) over Λ is split exact. Now, we
claim that the latter complex is isomorphic to the complexΛ ⊗R P• in C (Λ). Actually, this follows from the
following general fact in homological algebra:

For any finitely generated projectiveR-moduleP, there exists a natural isomorphism ofΛ-modules:

Λ⊗RP−→ HomΛop(HomR(P,Λ),Λ), x⊗ p 7→ [ f 7→ x(p) f ]

for x∈ Λ, p∈ P and f ∈ HomR(P,Λ). Consequently, the complexΛ⊗RP• is exact inC (Λ), and thusδ is Σ-exact.
Henceδ is a generalized localization ofRat Σ.

Clearly, the second part of Lemma 3.6 (3) follows from the equivalences of(1) and(4) in Lemma 3.2.
(4) We shall only prove the necessity of(4) since the sufficiency of(4) can be proved similarly.
Suppose thatY is homological inD(R). It follows from Lemma 3.2 (4) and Lemma 3.6 (3) that the ring

homomorphismδ : R→ Λ is not only a homological ring epimorphism, but also a generalized localization ofR at
Σ. Moreover, by Lemma 3.5 (3), the mapδ is also a generalized localization ofR atΣ∗.

Note thatY ′ is a bireflective subcategory ofD(Rop) by Lemma 3.3. Now, letL be a left adjoint of the inclusion
Y ′ → D(Rop). To show thatY ′ is homological inD(Rop), we employ the equivalences of(1) and(4) in Lemma
3.2, and prove that

(a) H0(L(R)) ∈ Y ′ and
(b) the ring homomorphismδ′ : R−→ Λ′ := EndD(Rop)(L(R)) induced byL is homological.
Clearly, under the assumption(a), we see from(3) thatδ′ is a generalized localization ofR at Σ∗. Sinceδ is

also a generalized localization ofR at Σ∗, there exists a ring isomorphismρ : Λ′ −→ Λ such thatδ = δ′ρ. Note that
δ is homological. It follows thatδ′ is homological.

It remains to show(a). In fact, sinceH0(L(R)) ≃ Λ′ as rightR-modules by Lemma 3.1 (2), it is sufficient to
prove that the rightR-moduleΛ′ belongs toY ′. However, by(1) and Lemma 3.3, we have

Y ′ = {Y• ∈ D(Rop) | HomD(Rop)

(
HomR(P•,R), Y•[n]

)
= 0 for P• ∈ Σ andn∈ Z},

and by the isomorphismρ andδ = δ′ρ, we getΛ′ ≃ Λ as rightR-modules. Consequently, to showΛ′
R ∈ Y ′, it is

enough to show thatΛR belongs toY ′, that is, we have to prove that HomD(Rop)

(
HomR(P•,R), Λ[n]

)
= 0 for any

P• ∈ Σ andn∈ Z.
Let P• ∈ Σ, and setP•∗ := HomR(P•,R). SinceP• is a complex inC b(R-proj), we see from Lemma 2.4 that

HomRop(P•∗,Λ) ≃ Λ⊗RP• as complexes inC (Λ), and therefore there exist the following isomorphisms:

HomD(Rop)

(
P•∗, Λ[n]

)
≃ HomK (Rop)

(
P•∗, Λ[n]

)
≃ Hn(HomRop(P•∗,Λ)) ≃ Hn(Λ⊗RP•).

Sinceδ : R→Λ is a generalized localization ofRatΣ, the complexΛ⊗RP• is exact inC (Λ), that is,Hn(Λ⊗RP•) =
0 for anyn∈ Z. Thus HomD(Rop)

(
P•∗, Λ[n]

)
= 0 for n∈ Z. ThusΛR ∈ Y ′, and the proof of the necessity of(4) is

completed.�

As an application of Lemma 3.6 (3), we have the following result which says that generalized localizations can
be constructed from homological ring epimorphisms.
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Corollary 3.7. Let λ : R→ S be a homological ring epimorphism. Suppose thatRS has a finitely generated pro-
jective resolution of finite length. Let P• be a complex inC b(R-proj), which is isomorphic inD(R) to the mapping
cone ofλ. Thenλ is a generalized localization of R at P•.

Proof. Sinceλ is homological andP• is isomorphic to the mapping cone ofλ in D(R), it follows from [23,
Section 4] that there is a recollement of triangulated categories:

D(S)
D(λ∗) // D(R) //

ee

S⊗L
R−

yy
Tria(P•)

ff

j!
xx

where j! is the inclusion. This shows thatY := Ker
(
HomD(R)(Tria(P•),−)

)
is equivalent toD(S). ThusY is

homological. Note thatS⊗L

R R≃ S and EndR(RS) ≃ S. By Lemma 3.6 (3), we know thatλ is a generalized
localization ofR atP•. �

4 Ringel modules

This section is devoted to preparations for proofs of our main results in this paper. First, we introduce a special
class of modules, called Ringel modules, which can be constructed from both good tilting and cotilting modules, and
then discuss certain bireflective subcategories (of derived module categories) arising from Ringel modules. Finally,
we shall describe when these subcategories are homological. In particular, we shall establish a key proposition,
Proposition 4.4, which will be applied in later sections.

Throughout this section, letR be an arbitrary ring,M anR-module andS the endomorphism ring ofRM. Then
M becomes naturally anR-S-bimodule. Further, letn be an arbitrary but fixed natural number.

Definition 4.1. The R-moduleM is called ann-Ringel moduleprovided that the following three conditions are
fulfilled:

(R1) there exists an exact sequence

0−→ Pn −→ ·· · −→ P1 −→ P0 −→ M −→ 0

of R-modules such thatPi ∈ add(RR) for all 0≤ i ≤ n,
(R2) ExtjR(M,M) = 0 for all j ≥ 1, and
(R3) there exists an exact sequence

0−→ RR−→ M0
ν

−→ M1 −→ ·· · −→ Mn −→ 0

of R-modules such thatMi ∈ Prod(RM) for all 0≤ i ≤ n.

An n-RingelR-moduleM is said to beperfectif the ringS is right noetherian; andgoodif
(R4) the rightS-moduleM is stronglyS-Mittag-Leffler (see Definition 2.6).

Classical tilting modules are good Ringel modules. Conversely, for a Ringel moduleM, if eachMi in (R3) is
isomorphic to a direct summand of finite direct products of copies ofM, thenM becomes a classical tilting module
(see Introduction).

If a RingelR-moduleM has the property Prod(RM) = Add(RM) (for example,MS is of finite length), thenRM
is a tilting module. In this case,RM is even classical (see Corollary 2.9).

Moreover, if the ringS is right noetherian (see the statements following Definition 2.6), then any rightS-module
is S-Mittag-Leffler. Thus each perfect RingelR-module must be good.

It is worth noting that good tilting (or cotilting) modules may not be Ringel modules because it may not be
finitely generated. For example, the infinitely generatedZ-moduleQ⊕Q/Z is a good tilting module, but not a
Ringel module. Clearly, the good 1-cotiltingZ-module HomZ(Q⊕Q/Z,Q/Z) is not a Ringel module.

Assume thatRM satisfies(R1). ThenM is isomorphic inD(R) to the following complex of finitely generated
projectiveR-modules:

· · · −→ 0−→ Pn −→ ·· · −→ P1 −→ P0 −→ 0−→ ·· ·

It follows from Lemma 3.3 thatY := {Y• ∈ D(R) | HomD(R)(M, Y•[m]) = 0 for all m∈ Z} is a bireflective sub-
category ofD(R).
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Now, assume thatM satisfies both(R1) and(R2). Then the functors

G := RM⊗L

S− : D(S) −→ D(R) and H := RHomR(M,−) : D(R) −→ D(S)

induce a triangle equivalence:D(S)
≃

−→ Tria(RM) (see [1, Chapter 5, Corollary 8.4, Theorem 8.5]). Moreover,
Y = Ker(H) sinceHm

(
RHomR(M,Y•)

)
≃ HomD(R)(M,Y•[m]) for eachY• ∈ D(R) andm∈ Z.

Thus, by Lemma 3.6 (1) and (3) as well as Lemma 3.2, we have the following useful result for constructing
recollements of derived module categories.

Lemma 4.2. Suppose that the R-module M satisfies(R1) and(R2). Then there exists a recollement of triangulated
categories:

(∗) Y
i∗ // D(R)

H //
cc

i∗

{{
D(S)

ee

G
yy

where(i∗, i∗) is a pair of adjoint functors with i∗ the inclusion.
If, in addition, the categoryY is homological inD(R), then the generalized localizationλ : R→ RM of R at M

exists and is homological, which induces a recollement of derived module categories:

D(RM)
D(λ∗) // D(R)

H //
ff

xx
D(S)

ee

G
yy

In the following, we shall consider when the categoryY is homological. In general, this category is not homo-
logical since the category

E := Y ∩R-Mod= {Y ∈ R-Mod | ExtmR(M,Y) = 0 for all m≥ 0}

may not be an abelian subcategory ofR-Mod. So, we need to impose some additional conditions on themoduleM.
By Lemma 3.2, whetherY is homological is completely determined by the cohomology groups ofi∗i∗(R). So,

to calculate these cohomology groups efficiently, we shall concentrate on good Ringel modules.
From now on, we assume thatRM is agoodn-Ringel module, and defineM• to be the complex

· · · −→ 0−→ M0
ν

−→ M1 −→ ·· · −→ Mn −→ 0−→ ·· ·

arising from(R3) in Definition 4.1, whereMi is in degreei for 0≤ i ≤ n.
First of all, we establish the following result.

Lemma 4.3. The following statements are true.

(1) For each X∈ Prod(RM), the evaluation mapθX : M⊗SHomR(M,X) −→ X is injective andCoker(θX) ∈ E .
(2)

H j(i∗i
∗(R)) ≃

{
0 if j < 0,
H j+1

(
RM⊗SHomR(M, M•)

)
if j > 0.

(3) For n = 0, the complex i∗i∗(R) is isomorphic inD(R) to the stalk complexCoker(θM0). For n≥ 1, the
complex i∗i∗(R) is isomorphic inD(R) to a complex of the form

0−→ E0 −→ E1 −→ ·· · −→ En−1 −→ 0

with Em ∈ E for 0≤ m≤ n−1.

Proof. Recall thatM is anR-S-bimodule withS= EndR(M). So we have a pair of adjoint functors:

RM⊗S− : S-Mod−→ R-Mod and HomR(M,−) : R-Mod−→ S-Mod.

This can be naturally extended to a pair of adjoint triangle functors between homotopy categories:

RM⊗S− : K (S) −→ K (R) and HomR(M,−) : K (R) −→ K (S).
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By passing to derived categories, we obtain the derived functorsG andH, respectively. Further, let

θ : M⊗SHomR(M,−) −→ IdR-Mod and ε : GH −→ IdD(R)

be the counit adjunctions with respect to
(
M⊗S−,HomR(M,−)

)
and(G,H), respectively.

Note that, for eachX• ∈ D(R), it follows from the recollement(∗) in Lemma 4.2 that there exists a canonical
distinguished triangle inD(R):

GH(X•)
εX•
−→ X• −→ i∗i

∗(X•) −→ GH(X•)[1].

(1) Let X ∈ Prod(RM). To verify thatθX is injective, it is sufficient to show that

θMI : M⊗SHomR(M,MI ) −→ MI

is injective for any nonempty setI . Since HomR(M,MI ) ≃ HomR(M,M)I , the injection ofθMI is equivalent to
saying that the canonical mapρI : M⊗SSI −→ MI , defined in Definition 2.6, is injective. This holds exactly if M is
S-Mittag-Leffler. However, the axiom(R4) ensures thatM is S-Mittag-Leffler. ThusθX : M⊗SHomR(M,X) −→ X
is injective.

To prove Coker(θX) ∈ E := Y ∩R-Mod, we demonstrate that there is the following commutative diagram in
D(R):

(a) GH(X)
εX //

≃

��

X // i∗i∗(X) //

≃

��

GH(X)[1]

≃

��
M⊗SHomR(M,X)

θX // X // Coker(θX) // M⊗SHomR(M,X)[1]

With the help of this diagram and the recollement(∗) in Lemma 4.2, we havei∗i∗(X) ∈ Y , and therefore

i∗i
∗(X) ≃ Coker(θX) ∈ Y ∩R-Mod= E .

This will finish the proof of(1). So we shall prove the existence of the above diagram(a).
In fact, we shall first show that there exists a commutative diagram(b) in D(R):

(b) GH(X)
εX //

≃

��

X

M⊗SHomR(M,X)
θX // X

This can be seen as follows: In Corollary 2.2, we takeF := RM ⊗S− andG := HomR(M,−). ThenG = LF
andH = RG. To prove the existence of(b), it suffices to proveX ∈ R G andG(X) ∈ L F . For the definitions ofR G

andL F , we refer to Lemma 2.1.
Observe thatX ∈ R G if and only if ExtjR(M,X) = 0 for any j > 0. SinceX ∈ Prod(RM), it suffices to show that

ExtjR(M,MI ) = 0 for any j > 0 and any setI . This follows from ExtjR(M,MI ) ≃ Ext j
R(M,M)I = 0 by the axiom

(R2). ThusX ∈ R G.
Note thatG(X) ∈ L F if and only if TorSj (M,G(X)) = 0 for any j > 0. SinceX ∈ Prod(RM) andG commutes

with arbitrary direct products inR-Mod, we haveG(X) ∈ Prod(SS). This means that, to proveG(X) ∈ L F , it is
sufficient to check TorSj (M,SI ) = 0 for any j > 0 and any setI . However, sinceM is a good Ringel module, the

right S-moduleM is stronglyS-Mittag-Leffler by the axiom(R4), and therefore TorS
j (M,SI ) = 0 by Lemma 2.7 (3).

This showsG(X) ∈ L F .
Hence, by Corollary 2.2, the diagram(b) does exist. Now, by the recollement(∗) in Lemma 4.2, we can extend

εX to a canonical triangle inD(R): GH(X)
εX−→ X −→ i∗i∗(X) −→ GH(X)[1]. Since each short exact sequence in

R-Mod induces a canonical triangle inD(R):

M⊗SHomR(M,X)
θX−→ X −→ Coker(θX) −→ M⊗SHomR(M,X)[1],

the diagram(a) follows from the commutative diagram(b).
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(2) SinceM is a RingelR-module, it follows from(R3) that there is a quasi-isomorphismR→ M• in K (R).
Consequently, we can form the following commutative diagram in D(R):

(c) GH(R)
εR //

≃

��

R

≃

��
GH(M•)

εM• // M•

Next, using Corollary 2.2 again, we shall show that there exists a commutative diagram inD(R):

(d) GH(M•)
εM• //

≃

��

M•

M⊗SHomR(M,M•)
θM• // M•

By Corollary 2.2, we need only to show thatM• ∈ R G andG(M•) ∈ L F .
On the one hand, by the axiom(R3) of Definition 4.1,M• is a bounded complex such that each term of it

belongs to Prod(M). On the other hand, by Lemma 2.1, the categoriesR G andL F are triangulated subcategories of
K (R) andK (S), respectively. Thus, to prove thatM• ∈ R G andG(M•) ∈ L F , it is enough to prove thatX ∈ R G

andG(X) ∈ L F for anyX ∈ Prod(RM). Clearly, the latter has been shown in(1). Thus(d) follows directly from
Corollary 2.2.

Note thatθX : M⊗SHomR(M,X) −→ X is injective by(1). SinceMi ∈ Prod(RM) by the axiom(R3), each map
θMi is injective for 0≤ i ≤ n. This clearly induces a complex Coker(θM• ) of the form:

0−→ Coker(θM0)
∂0−→ Coker(θM1)

∂1−→ ·· · −→ Coker(θMn−1)
∂n−1
−→ Coker(θMn) −→ 0 in C (R)

such that there is an exact sequence of complexes overR:

0−→ M⊗SHomR(M,M•)
θM•
−→ M• −→ Coker

(
θM•

)
−→ 0.

Since each exact sequence of complexes overRcan be naturally extended to a canonical triangle inD(R), we obtain
a triangle inD(R):

(e) M⊗SHomR(M,M•)
θM•
−→ M• −→ Coker

(
θM•

)
−→ M⊗SHomR(M,M•)[1].

Certainly, we also have a canonical triangle inD(R) from the recollement(∗) in Lemma 4.2:

( f ) GH(R) −→ R−→ i∗i
∗(R) −→ GH(R)[1].

So, combining(c), (d), (e) with ( f ), one can easily construct the following commutative diagram in D(R):

GH(R)
εR //

≃

��

R

≃

��

// i∗i∗(R) //

≃

��

GH(R)[1]

≃

��
M⊗SHomR(M,M•)

θM• // M• // Coker(θM•) // M⊗SHomR(M,M•)[1]

In particular, we havei∗i∗(R) ≃ Coker(θM•) in D(R), and therefore

H j(i∗i
∗(R)) ≃ H j(Coker(θM•)

)
for any j ∈ Z.

This implies thatH j(i∗i∗(R)) = 0 for j < 0 or j > n.
Now, combining(e) with R≃ M• in D(R), we obtain a triangle inD(R):

M⊗SHomR(M,M•) −→ R−→ Coker
(
θM•

)
−→ M⊗SHomR(M,M•)[1].
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Applying the cohomology functorH j to this triangle, one can check that

H j(i∗i
∗(R)) ≃ H j(Coker(θM• )

)
≃ H j+1(M⊗SHomR(M,M•)) for any j > 0.

Thus(2) follows.
(3) For n = 0, the conclusion follows fromi∗i∗(R) ≃ Coker(θM•) trivially. So, we may assumen≥ 1. By the

final part of the proof of(2), we know that

i∗i
∗(R) ≃ Coker(θM• ) in D(R) and Hn(Coker(θM•)

)
≃ Hn+1(M⊗SHomR(M,M•)).

Since the(n+ 1)-term of the complexM ⊗SHomR(M,M•) is zero, we see thatHn
(
Coker(θM•)

)
= 0. This im-

plies that the(n−1)-th differential∂n−1 of the complex Coker(θM• ) is surjective. It follows that Coker(θM•) is
isomorphic inD(R) to the following complex:

(†) 0−→ Coker(θM0)
∂0−→ Coker(θM1)

∂1−→ ·· · −→ Coker(θMn−2)
∂n−2
−→ Ker(∂n−1) −→ 0.

SinceMm ∈ Prod(RM) for 0 ≤ m≤ n by the axiom(R3), we see from(1) that Coker(θMm) ∈ E . Note thatE is
always closed under kernels of surjective homomorphisms inR-Mod. Thus Ker(∂n−1) ∈ E . This means that(†) is
a bounded complex with all of its terms inE .

Consequently, the complexi∗i∗(R) is isomorphic inD(R) to the complex(†) with the required form in Lemma
4.3 (3). This finishes the proof.�

Remark. By the proof of Lemma 4.3 (2), we see that the complexRM ⊗SHomR(M, M•) is isomorphic in
D(R) to bothRM ⊗L

S HomR(M, M•) andGH(R). This implies that, up to isomorphism, the cohomology groups
H j

(
RM⊗SHomR(M, M•)

)
, for j ∈ Z, are independent of the choice of the complexM• which arises in the axiom

(R3) of Definition 4.1.

With the help of Lemma 3.2 and Lemma 4.3, we can prove the following key proposition.

Proposition 4.4. The following statements are equivalent:
(1) The full triangulated subcategoryY of D(R) is homological.
(2) The categoryE is an abelian subcategory of R-Mod.
(3) H j

(
RM⊗SHomR(M, M•)

)
= 0 for any j≥ 2.

(4) The kernel of the homomorphism∂0 : Coker(θM0) −→ Coker(θM1) induced fromν belongs toE .

Proof. The equivalences of(1) and(2) follow from those of(1) and(6) in Lemma 3.2 together with Lemma
4.3 (3), while the equivalences of(1) and(3) follow from those of(1) and(2) in Lemma 3.2 together with Lemma
4.3 (2). Now we prove that(1) and (4) are equivalent. By Lemma 4.3 (2) and the equivalence of(1) and (3)
in Lemma 3.2, we see that (1) is equivalent toH0(i∗i∗(R)) ∈ Y . By the proof of Lemma 4.3 (2), we infer that
H0(i∗i∗(R)) ≃ H0(Coker(θM• )) ≃ Ker(∂0). Thus,(1) is equivalent to Ker(∂0) ∈ Y ∩ -ModR= E . �

As a consequence of Proposition 4.4, we have the following handy characterizations.

Corollary 4.5. Assume that the projective dimension ofRM is equal to n. Then the following are true.
(1) If n ≤ 1, thenY is always homological.
(2) If n = 2, thenY is homological if and only if M⊗SExt2R(M,R) = 0.
(3) Suppose that n≥ 3 andTorSi (M, ExtjR(M,R)) = 0 for 2 ≤ j ≤ n− 1 and 0 ≤ i ≤ j − 2. ThenY is

homological if and only if
TorSk(M, ExtnR(M,R)) = 0 for 0≤ k≤ n−2.

Proof. The key point in the proof is to check when thej-th cohomology groupH j
(

RM ⊗SHomR(M, M•)
)

vanishes forj ≥ 2. Note thatH j
(
M⊗SHomR(M, M•)

)
= 0 for all j > n.

For n ≤ 1, the conclusion in Corollary 4.5 is clear. So, we supposen ≥ 2. By the axiom(R2), we have
ExtjR(M,M) = 0 for all j ≥ 1. It follows that ExtjR(M,MI )≃ ExtjR(M,M)I = 0 for any nonempty setI , and therefore
ExtjR(M,X) = 0 for anyX ∈ Prod(M).

By the axiom(R3), there exists an exact sequence inR-Mod:

0−→ R−→ M0 −→ M1 −→ ·· · −→ Mn −→ 0
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such thatMi ∈ Prod(M) for 0 ≤ i ≤ n. Since ExtjR(M,X) = 0 for anyX ∈ Prod(M) and j ≥ 1, we know that the
following complex HomR(M,M•) :

0−→ HomR(M,M0) −→ HomR(M,M1) −→ HomR(M,M2) −→ ·· · −→ HomR(M,Mn) −→ 0

satisfies thatH j
(
HomR(M,M•)

)
≃ Ext j

R(M,R) for eachj ≥ 1.
(2) Let n = 2. Consider the complexM⊗SHomR(M, M•) :

0−→ M⊗SHomR(M,M0) −→ M⊗SHomR(M,M1) −→ M⊗SHomR(M,M2) −→ 0.

Since the functorRM⊗S− : S-Mod→ R-Mod is right exact, we have

H2(M⊗SHomR(M, M•)
)
≃ M⊗SH2(HomR(M, M•)

)
≃ M⊗SExt2R(M,R).

Now, the statement(2) follows from the equivalences of(1) and(3) in Proposition 4.4.
(3) Under the assumption of(3), we claim that

Hm(
M⊗SHomR(M, M•)

)
≃ TorSn−m(M, ExtnR(M,R)) for 2≤ m≤ n.

Consequently, the statement(3) will follow from the equivalences of(1) and(3) in Proposition 4.4.
In the following, we shall apply Lemma 2.5 to prove this claim. DefineY• := HomR(M, M•). This is a complex

overS with Yi = HomR(M,Mi) for 0 ≤ i ≤ n andYi = 0 for i ≥ n+ 1. Moreover, since the rightS-moduleM is
stronglyS-Mittag-Leffler by the axiom(R4), it follows from the proof of Lemma 4.3 (1) that

TorSk
(
M,HomR(M,X)

)
= 0 for all k≥ 1 andX ∈ Prod(M).

This implies that TorSk(M,Yi) = 0 for all i ∈ Z andk≥ 1.

Recall thatH j(Y•) ≃ ExtjR(M,R) for all j ≥ 1. By assumption, we obtain

TorSi (M, H j(Y•)) = 0 for 2≤ j ≤ n−1 and 0≤ i ≤ j −2.

Clearly, this implies that, for each 2≤ m≤ n−1, we have

TorSt
(
M,Hm+t(Y•)

)
= 0 = TorSt−1

(
M,Hm+t(Y•)

)
for 0≤ t ≤ n−m−1.

It follows from Lemma 2.5 thatHm(M⊗SY•) ≃ TorSn−m

(
M,Hn(Y•)

)
≃ TorSn−m(M, ExtnR(M,R)).

To finish the proof of the claim, it remains to proveHn(M⊗SY•)≃M⊗SExtnR(M,R). However, since the functor
M⊗S− is right exact and sinceYi = 0 for i ≥ n+1, we see thatHn(M⊗SY•)≃ M⊗SHn(Y•) ≃ M⊗SExtnR(M,R).
This finishes the proof of the above-mentioned claim. Thus(3) holds.�

As another consequence of Proposition 4.4, we mention the following result which is not used in this note, but
of its own interest.

Corollary 4.6. (1) If M0 ∈ Add(RM), thenRM is a classical tilting module.
(2) If M1 ∈ Add(RM), thenY is homological inD(R).

Proof. (1) SupposeM0 ∈Add(RM). We claim that Coker(θM0) = 0. In fact, sinceRM is finitely generated by the
axiom(R1), the functor HomR(M,−) : R-Mod→ S-Mod commutes with arbitrary direct sums. It follows that the
evaluation mapθX : M⊗SHomR(M,X)−→X is an isomorphism for eachX ∈Add(RM). SinceM0 ∈Add(RM), the
mapθM0 : M⊗SHomR(M,M0) −→ M0 is an isomorphism, and therefore Coker(θM0) = 0. Combining this with the
proof of Proposition 4.4, we haveH0(i∗i∗(R))≃Ker(∂0) = 0. Note that EndD(R)(i

∗(R))≃H0(i∗(R)) = H0(i∗i∗(R))
asR-modules by Lemma 3.1 (2). This implies that EndD(R)(i

∗(R)) = 0 and soY = 0 by Lemma 3.1 (1). Now, it
follows from Lemma 4.2 thatRHomR(M,−) : D(R) −→ D(S) is a triangle equivalence. Consequently,RM is a
classical tilting module by [1, Chapter 5, Theorem 4.1].

(2) It follows from the proof of (1) that Coker(θM1) = 0. Thus (2) follows from Proposition 4.4 and Lemma 4.3
(1). �
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5 Application to tilting modules: Proofs of Theorem 1.1 and Corollary 1.2

In this section, we first develop some properties of (good) tilting modules, and then give a method to construct
good Ringel modules. With these preparations in hand, we finally apply Proposition 4.4 to prove Theorem 1.1 and
Corollary 1.2.

Throughout this section,A will be a ring andn a natural number. In addition, we assume thatT is a good
n-tilting A-module with(T1),(T2) and(T3)′. Let B := EndA(T).

First of all, we shall mention a few basic properties of good tilting modules in the following lemma. For proofs,
we refer to [1, Chapter 11, Lemma 2.7], [6, Proposition 1.4, Lemma 1.5] and [5, Proposition 3.5].

Lemma 5.1. The following hold true for the tilting moduleAT.
(1) The torsion class T⊥ := {X ∈ A-Mod | ExtiA(T,X) = 0 for all i ≥ 1} in A-Mod is closed under arbitrary

direct sums in A-Mod.
(2) The right B-module T has a finitely generated projective resolution of length at most n:

0−→ HomA(Tn,T) −→ ·· · −→ HomA(T1,T) −→ HomA(T0,T) −→ TB −→ 0

with Ti ∈ add(AT) for all 0≤ i ≤ n.
(3) The map A

op
→ EndB

op(T), defined by a7→ [t 7→ at] for a ∈ A and t∈ T, is an isomorphism of rings.
Moreover,Exti

B
op(T,T) = 0 for all i ≥ 1.

(4) If Tn = 0 in the axiom(T3)′, thenAT is an(n−1)-tilting module.

Let us introduce some notation which will be used throughoutthis section.
Define

G := AT ⊗L

B− : D(B) → D(A), H := RHomA(T,−) : D(A) → D(B),

Q• := · · · −→ 0−→ HomA(T,T0) −→ HomA(T,T1) −→ ·· · −→ HomA(T,Tn) −→ 0−→ ·· ·

where HomA(T,Ti) is of degreei for 0≤ i ≤ n, andQ•∗ := HomB(Q•,B)∈ C (Bop-proj). Clearly,Q•∗ is isomorphic
in C b(Bop-proj) to the complex

· · · −→ 0−→ HomA(Tn,T) −→ ·· · −→ HomA(T1,T) −→ HomA(T0,T) −→ 0−→ ·· ·

The following result is due to Bazzoni [6, Theorem 2.2], which says that, in general,D(A) is not equivalent to
D(B), but a full subcategory ofD(B).

Lemma 5.2. The functor H: D(A) → D(B) is fully faithful, andIm(H) = Ker(HomD(B)(Ker(G),−)).

The next result supplies a way to understand good tilting modulesT by some special objects or by subcategories
of derived module categories. In particular, the category Ker(G) is a bireflective subcategory ofD(B).

Lemma 5.3. For the tilting A-module T , we have the following:
(1) H(A) ≃ Q• in D(B) andHomD(B)(Q

•,Q•[m]) = 0 for any m6= 0.
(2) Ker(G) = {Y• ∈ D(B) | HomD(B)(Q

•, Y•[i]) = 0 for all i ∈ Z}.
(3) Let j! : Tria(Q•) −→ D(B) and i∗ : Ker(G) −→ D(B) be the inclusions. Then there exists a recollement of

triangulated categories together with a triangle equivalence:

(⋆) Ker(G)
i∗ // D(B)

j ! //
ff

i∗

xx
Tria(Q•)

G j∗
≃

//
j∗ff

j!
xx

D(A)

such that G j∗ j ! is naturally isomorphic to G.

Proof. We remark that Lemma 5.3 is implied in [6]. For convenience ofthe reader, we give a proof here.
(1) By the axiom(T3)′, the stalk complexA is quasi-isomorphic inC (A) to the complexT• of the form:

· · · −→ 0−→ T0 −→ T1 −→ ·· · −→ Tn −→ 0−→ ·· ·
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whereTi ∈ add(T) is in degreei for 0 ≤ i ≤ n. Further, by the axiom(T2), we haveTi ∈ T⊥ := {X ∈ A-Mod |
ExtiA(T,X) = 0 for all i ≥ 1}. It follows from Lemma 2.1 (1) thatH(A) ≃ H(T•) ≃ HomA(T,T•) = Q• in D(B).
Since the functorH is fully faithful by Lemma 5.2, we obtain

HomD(B)(Q
•,Q•[m]) ≃ HomD(B)(H(A),H(A)[m]) ≃ HomD(A)(A,A[m]) ≃ ExtmA(A,A) = 0

for anym 6= 0. This shows(1).
(2) SinceQ• ∈ C b(B-proj) and sinceQ•∗ is quasi-isomorphic toTB by Lemma 5.1 (2), we have the following

natural isomorphisms of triangle functors:

RHomB(Q•,−)
≃

−→ Q•∗⊗L

B−
≃

−→ ZT ⊗L

B− : D(B) −→ D(Z),

where the first isomorphism follows from Lemma 2.4. Note thatHm(RHomD(B)(Q
•,Y•)) ≃ HomD(B)(Q

•,Y•[m])
for m∈ Z andY• ∈ D(B). This shows(2).

(3) SinceQ• ∈ C b(B-proj), we know from(2) and Lemma 3.6 (1) that there exists a recollement of triangulated
categories:

(⋆⋆) Ker(G)
i∗ // D(B)

j ! //
i!ff

i∗

xx
Tria(Q•)

j∗ff

j!
xx

On the one hand, by the correspondence of recollements and TTF (torsion, torsion-free) triples (see, for exam-
ple, [11, Section 2.3]), we infer from(⋆⋆) that Im( j∗) = Ker(HomD(B)(Ker(G),−)) and that the functorj∗ :
Tria(Q•) −→ Im( j∗) is a triangle equivalence with the restriction ofj ! to Im( j∗) as its quasi-inverse. On the
other hand, it follows from Lemma 5.2 that Im(H) = Ker(HomD(B)(Ker(G),−)) and the functorH : D(A) −→
Im(H) is a triangle equivalence with the restriction ofG to Im(H) as its quasi-inverse. Consequently, we see that
Im( j∗) = Im(H) and the compositionG j∗ : Tria(Q•) −→ D(A) of j∗ with G is also a triangle equivalence.

It remains to check
G

≃
−→ G j∗ j ! : D(B) −→ D(A).

In fact, for anyX• ∈ D(B), by the recollement(⋆⋆), there exists a canonical triangle inD(B) :

i∗i
!(X•) −→ X• −→ j∗ j !(X•) −→ i∗i

!(X•)[1].

Since Im(i∗i!) = Im(i∗) = Ker(G), we know thatG(X•)
≃

−→ G j∗ j !(X•) in D(B). This proves(3). �

Next, we shall investigate when the subcategory Ker(G) of D(B) is homological. The following result conveys
that this discussion can be proceeded along the rightB-moduleT.

Lemma 5.4. The categoryKer(G) is a homological subcategory ofD(B) if and only if Ker
(
RHomBop(T,−)

)
is a

homological subcategory ofD(Bop).

Proof. In Lemma 3.6, we takeR := B andΣ := {Q•}. ThenΣ∗ = {Q•∗} whereQ•∗ := HomB(Q•,B). Since
Q•∗ is quasi-isomorphic toTB by Lemma 5.1 (2), we infer thatQ•∗ ≃

−→ TB in D(Bop) and that there exists a natural
isomorphism of triangle functors:

RHomBop(T, −)
≃

−→ RHomBop(Q•∗, −) : D(Bop) −→ D(Z).

This implies that

Ker
(
RHomBop(T, −)

)
= Ker

(
RHomBop(Q•∗, −)

)
= {Y• | HomD(Bop)(Q

•∗, Y•[m]) = 0 for m∈ Z}.

Thus Lemma 5.4 follows from Lemmas 3.3 and 3.6 (4).�

Next, we point out that each good tilting module naturally corresponds to a good Ringel module. This guarantees
that we can apply Proposition 4.4 to show Theorem 1.1.

Lemma 5.5. The right B-module TB is a good n-Ringel module.
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Proof. By Lemma 5.1 (2), the axiom(R1) holds for TB, and the projective dimension ofTB is at mostn.
Moreover, by Lemma 5.1 (3), the axiom(R2) also holds forTB. Now, we check the axiom(R3) for TB.

In fact, according to the axiom(T1), the moduleAT admits a projective resolution ofA-modules:

0−→ Pn −→ ·· · −→ P1 −→ P0 −→ T −→ 0

with Pi ∈Add(AA) for 0≤ i ≤ n. Since ExtjA(T,T) = 0 for eachj ≥ 1 by the axiom(T2), it follows that the sequence

0−→ B−→ HomA(P0,T) −→ HomA(P1,T) −→ ·· · −→ HomA(Pn,T) −→ 0

of right B-modules is exact. Note that HomA(Pi ,T) ∈ Prod(TB) due toPi ∈ Add(AA). This means that the axiom
(R3) holds forTB. Thus the rightB-moduleTB is ann-Ringel module.

It remains to prove thatTB is good, that is,TB satisfies the axiom(R4).
Actually, by Lemma 5.1 (3), the mapA

op
−→ EndB

op(T), defined bya 7→ [t 7→ at] for a ∈ A andt ∈ T, is an
isomorphism of rings. Further, it follows from Lemma 2.8 that the rightAop-moduleT is stronglyAop-Mittag-
Leffler. Hence, the right EndBop(T)-moduleT is strongly EndBop(T)-Mittag-Leffler. Thus, by definition, then-
RingelBop-moduleT is good.�

Remark. If AT is infinitely generated, then the rightB-moduleT is not a tilting module. In fact, it follows
from Lemma 5.1 (2) thatTB is finitely generated. Suppose contrarily thatTB is a tilting rightB-module. Then, by
Corollary 2.9, the rightB-moduleTB is classical, and thereforeAT is classical by Lemma 5.1 (2)-(3). This is a
contradiction.

Now, with the previous preparations, we are in the position to prove Theorem 1.1.

Proof of Theorem 1.1.We shall use Proposition 4.4 to show the equivalences in Theorem 1.1.
Recall that we denote byP• the complex which is the deleted projective resolution ofAT:

· · · −→ 0−→ Pn −→ ·· · −→ P1
σ

−→ P0 −→ 0−→ ·· ·

appearing in the axiom(T1). Here,Pi is in degree−i for 0≤ i ≤ n.
By Lemma 5.5, we know thatT is a goodn-RingelBop-module and that the exact sequence in the axiom(R3)

can be chosen as

0−→ BB −→ HomA(P0,T) −→ HomA(P1,T) −→ ·· · −→ HomA(Pn,T) −→ 0.

In particular, the complexM• in Proposition 4.4 can be chosen to be the following complex:

HomA(P•,T) : · · · −→ 0−→ HomA(P0,T) −→ HomA(P1,T) −→ ·· · −→ HomA(Pn,T) −→ 0−→ ·· ·

Now, in Proposition 4.4, we takeR := Bop, S:= Aop andM := RTS. Further, let

H = RHomBop(T,−) : D(Bop) −→ D(Aop).

It follows from Lemma 5.4 that Ker(G) is homological inD(R) if and only if so is Ker(H) in D(Bop). In other
words, the statement(1) in Theorem 1.1 is equivalent to the following statement:

(1′) The category Ker(H) is a homological subcategory ofD(Bop).
In the following, we shall show that(1′) is equivalent to(2),(3) and(4), respectively.
We first show that(1′) and(2) are equivalent. In fact, it follows form Proposition 4.4 that (1′) is equivalent to
(2′) The categoryE := {Y ∈ Bop-Mod | ExtmBop(T,Y) = 0 for all m≥ 0} is an abelian subcategory ofBop-Mod.

So, we will show that(2′) is equivalent to(2). For this aim, we setA := {X ∈ B-Mod | TorBm(T,X) = 0 for all m≥
0}, and establish a connection betweenA andE . Let (−)∨ be the dual functor HomZ(−,Q/Z) : Z-Mod −→
Z-Mod.

Now, we claim that(−)∨ induces two exact functors:

(−)∨ : A −→ E and (−)∨ : E −→ A

such thatX ∈A if and only if X∨ ∈ E , and thatY ∈ E if and only ifY∨ ∈A , whereX ∈ B-Mod andY ∈ Bop-Mod.
In fact, it is known thatQ/Z is an injective cogenerator forZ-Mod, and that(−)∨ admits the following proper-

ties:
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(a) For eachM ∈ Z-Mod, if M∨ = 0, thenM = 0.
(b) A sequence 0→ X1 → X2 → X3 → 0 of Z-modules is exact if and only if 0→ (X3)

∨ → (X2)
∨ → (X1)

∨ → 0
is exact.

On the one hand, for eachX ∈ B-Mod, it follows from Lemma 2.3 (1) that

(TorBm(T, X))∨ ≃ ExtmBop(T, X∨) for all m≥ 0.

This implies thatX ∈ A if and only if X∨ ∈ E . This is due to(a).
On the other hand, sinceTB has a finitely generated projective resolution inBop-Mod by Lemma 5.1 (2), it

follows from Lemma 2.3 (2) that

(ExtmBop(T, Y))∨ ≃ TorBm(T, Y∨) for all m≥ 0 and for anyY ∈ Bop-Mod.

This means thatY ∈ E if and only ifY∨ ∈ A , again due to(a). This finishes the proof of the claim.
Recall thatA always admits the “2 out of 3” property: For an arbitrary short exact sequence inB-Mod, if any

two of its three terms belong toA , then so does the third. Moreover,A is an abelian subcategory ofB-Mod if
and only ifA is closed under kernels (respectively, cokernels) inB-Mod. Clearly, similar statements hold for the
subcategoryE of Bop-Mod.

By the above-proved claim, one can easily show thatA is closed under kernels inB-Mod if and only if E is
closed under cokernels inBop-Mod. It follows thatA is an abelian subcategory ofB-Mod if and only if E is an
abelian subcategory ofBop-Mod. Thus(2′) is equivalent to(2), and therefore(1′) and(2) are equivalent.

Next, we shall verify that(1′) and(3) are equivalent. Actually, it follows form Proposition 4.4 that(1′) is also
equivalent to the following statement:

(3′) H j
(
HomBop(T, M•)⊗A T

)
= 0 for all j ≥ 2, where HomBop(T, M•) := HomBop(T,HomA(P•,T)) is the

complex of the form:

0−→ HomBop(T,HomA(P0,T)) −→ HomBop(T,HomA(P1,T)) −→ ·· · −→ HomBop(T,HomA(Pn,T)) −→ 0,

with HomBop(T,HomA(Pi,T)) in degreei for 0≤ i ≤ n.
So it suffices to verify that(3′) and (3) are equivalent. Clearly, for this purpose, it is enough to show that

HomA(P•,A) ≃ HomBop(T,HomA(P•,T)) as complexes overAop.
Note that there exists a natural isomorphism of additive functors:

HomBop(T,HomA(−,T))
≃

−→ HomBop(HomA(A,T), HomA(−,T)) : A-Mod→ Aop-Mod.

Moreover, the functorΦ := HomA(−,T) yields a natural transformation:

HomA(−,A) −→ HomBop(Φ(A), Φ(−)) : A-Mod→ Aop-Mod.

Now we shall show that this transformation is even a natural isomorphism. Clearly, it is sufficient to prove that

Φ : HomA(X,A)
≃

−→ HomBop(Φ(A), Φ(X))

for any projectiveA-moduleX. In the following, we will show that this holds even for anyA-moduleX.
In fact, sinceT is a good tiltingA-module, it follows from the axiom(T3)′ that there exists an exact sequence

0−→A−→T0 −→T1 with Ti ∈ add(T) for i = 0,1. By Lemma 5.1 (2), we obtain another exact sequenceΦ(T1)−→
Φ(T0) −→ Φ(A) −→ 0 of Bop-modules. This gives rise to the following exact commutative diagram:

0 // HomA(X,A) //

Φ
��

HomA(X,T0) //

≃

��

HomA(X,T1)

≃

��
0 // HomBop(Φ(A), Φ(X)) // HomBop(Φ(T0), Φ(X)) // HomBop(Φ(T1), Φ(X))

where the isomorphisms in the second and third columns are due to T0 ∈ add(T) andT1 ∈ add(T), respectively.
Consequently, theΦ : HomA(X,A) −→ HomBop(Φ(A), Φ(X)) in the first column is an isomorphism. This implies
that

HomA(−,A)
≃

−→ HomBop(Φ(A), Φ(−))
≃

−→ HomBop(T,HomA(−,T)) : A-Mod→ Aop-Mod.
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Thus HomA(P•,A) ≃ HomBop(T,HomA(P•,T)) as complexes overAop. Thus(3′) is equivalent to(3).
It remains to show that(1′) is equivalent to(4).
For each rightB-moduleY, let θY : HomBop(ATB, Y)⊗A T −→Y be the evaluation map. Then it follows from

the equivalence of(1) and(4) in Proposition 4.4 that(1′) is equivalent to the following statement:
(4′) The kernel of the homomorphism∂0 : Coker

(
θΦ(P0)) −→ Coker

(
θΦ(P1)

)
induced from the homomorphism

Φ(σ) : Φ(P0) −→ Φ(P1) belongs toE .
Now, we claim thatK ≃ Ker(∂0) as rightB-modules (see the definition ofK in Theorem 1.1 (4)). This will show

that(1′) and(4) are equivalent.
To check the above isomorphism, we first define the following map for eachA-moduleX:

ζX : HomA(X,A)⊗A T −→ HomA(X,T), f ⊗ t 7→ [x 7→ (x) f t]

for f ∈ HomA(X,A), t ∈ T andx∈ X. This yields a natural transformationζ : HomA(−,A)⊗A T −→ HomA(−,T)
from A-Mod toBop-Mod. Clearly, by definition, we haveϕi = ζPi for i = 0,1.

Recall that, under the identification ofΦ(A) with T asA-B-bimodules, the functorΦ induces an isomorphism
HomA(X,A)

≃
−→ HomBop(T, Φ(X)) of Aop-modules. In this sense, one can easily construct the following commu-

tative diagram:

HomA(X,A)⊗A T

Φ⊗1≃

��

ζX // HomA(X,T)

HomBop(T, Φ(X))⊗A T
θΦ(X) // Φ(X)

This implies that Coker(ζX) is naturally isomorphic to Coker
(
θΦ(X)

)
asBop-modules. Sinceϕi = ζPi for i = 0,1,

we show thatK ≃ Ker(∂0) asBop-modules.
Hence, we have proved that the statements(1)-(4) in Theorem 1.1 are equivalent.
Now, supposen = 2. Then the complexP• is of the following form:

· · · −→ 0−→ P2 −→ P1 −→ P0 −→ 0−→ ·· ·

which is a deleted projective resolution ofAT. Since(1) and(3) in Theorem 1.1 are equivalent, we see that(1) holds
if and only if H2

(
HomA(P•,A)⊗A TB

)
= 0. However, since the tensor functor−⊗A TB : Aop-Mod−→ Bop-Mod is

always right exact, we have

H2(HomA(P•,A)⊗A TB
)
≃ H2(HomA(P•,A)

)
⊗A T ≃ Ext2A(T,A)⊗A T.

This finishes the proof of Theorem 1.1.�

Remarks. (1) If the category Ker(AT ⊗L

B −) in Theorem 1.1 is homological inD(B), then it follows from
Lemma 4.2 (see also Lemma 5.3 (3)) that the generalized localizationλ : B→ BT of B at the moduleTB exists and
is homological, which gives rise to a recollement of derivedmodule categories:

D(BT)
D(λ∗) // D(B)

AT⊗L
B− //

ee

zz
D(A)

ee

zz

(2) Combining the remark following Lemma 4.3 with the proof of Theorem 1.1, we infer that the complex
HomA(P•,A)⊗A TB in Theorem 1.1 is isomorphic inD(Bop) to both HomA(P•,A)⊗L

A TB andRHomBop(T, B)⊗L

A
T. This implies that, up to isomorphism, the cohomology groupHm

(
HomA(P•,A)⊗A TB

)
in Theorem 1.1 (3) is

independent of the choice of the projective resolutions ofAT for all m∈ Z.
(3) By the proof of the equivalence of(1) and(4) in Theorem 1.1, we know that Coker(ζX) ≃ Coker

(
θΦ(X)

)
as

Bop-modules forX ∈ A-Mod. If X ∈ Add(AA), thenΦ(X) ∈ Prod(TB), and therefore it follows from Lemma 4.3 (1)
that Coker

(
θΦ(X)

)
belongs toE := {Y ∈ Bop-Mod | ExtmBop(T,Y) = 0 for all m≥ 0}. Particularly, in Theorem 1.1

(4), we always have Coker(ϕi) ∈ E for i = 1,2. Note thatE is closed under kernels of surjective homomorphisms
in Bop-Mod. Hence, if the homomorphism̃σ : Coker(ϕ0) −→ Coker(ϕ1) induced fromσ : P1 → P0 is surjective,
then the kernelK of σ̃ does belong toE , and therefore the category Ker(T ⊗L

B−) is homological inD(B) by the
equivalence of(1) and(4) in Theorem 1.1.

Clearly, the mapsπ andω in the definition of tilting modules induce two canonical quasi-isomorphisms̃π :
P• −→ T andω̃ : A−→ T• in C (A), respectively. Consequently, bothπ̃ andω̃ are isomorphisms inD(A).

As a preparation for the proof of Corollary 1.2, we shall firstestablish the following lemma.
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Lemma 5.6. The complexHomA(P•,A) is isomorphic inD(Z) to the following complex:

HomA(T,T•) : · · · −→ 0−→ HomA(T,T0) −→ HomA(T,T1) −→ ·· · −→ HomA(T,Tn) −→ 0−→ ·· ·

In particular, if A is commutative, thenHomA(P•,A)⊗A TB ≃ HomA(T,T•)⊗L

A TB in D(Bop).

Proof. Sinceπ̃ andω̃ are chain maps inC (A), we can obtain two chain maps inC (Z):

HomA(P•,A)
(ω̃)∗ // Hom•

A(P•,T•) HomA(T,T•).
(π̃)∗oo

Now, we claim that both chain maps are quasi-isomorphisms.
To check this claim, we apply the cohomology functorH i(−) to these chain maps fori ∈ Z, and construct the

following commutative diagram:

H i(HomA(P•,A))

≃

��

H i ((ω̃)∗) // H i(Hom•
A(P•,T•))

≃

��

H i(HomA(T, T•))
H i((π̃)∗)oo

≃

��
HomK (A)(P

•,A[i])

q1

��

(ω̃)∗ // HomK (A)(P
•,T•[i])

q2

��

HomK (A)(T,T•[i])
(π̃)∗oo

q3

��
HomD(A)(P

•,A[i])
(ω̃)∗

≃
// HomD(A)(P

•,T•[i]) HomD(A)(T,T•[i])
(π̃)∗

≃
oo

where the mapsq j , for 1 ≤ j ≤ 3, are induced by the localization functorq : K (A) → D(A), and where the
isomorphisms in the third row are due to the isomorphismsω̃ andπ̃ in D(A).

SinceP• is a bounded complex of projectiveA-modules, bothq1 andq2 are bijective. This implies thatH i((ω̃)∗)
is also bijective, and therefore(ω̃)∗ is a quasi-isomorphism.

Note that(π̃)∗ is a quasi-isomorphism if and only ifH i((π̃)∗) is bijective for eachi ∈ Z. This is also equivalent
to saying thatq3 is bijective in the above diagram. Actually, to prove the bijection ofq3, it is enough to show that,
for X ∈ add(AT) and i ∈ Z, the canonical map HomK (A)(T,X[i]) −→ HomD(A)(T,X[i]) induced byq is bijective
sinceT• is a bounded complex with each term in add(AT). However, this follows directly from the axiom(T2).
Thus(π̃)∗ is a quasi-isomorphism.

Consequently, the complexes HomA(P•,A) and HomA(T,T•) are isomorphic inD(Z).
Now, assume thatA is commutative. Then eachA-module can be naturally regarded as a rightA-module and

even as anA-A-bimodule. In particular, the complexT• can be regarded as a complex ofA-A-bimodules. In this
sense, both̃π : P• −→ T andω̃ : A−→ T• are quasi-isomorphisms of complexes ofA-A-bimodules. Moreover, one
can check that the chain maps(ω̃)∗ and(π̃)∗ are quasi-isomorphisms inC (Aop). This implies that HomA(P•,A) ≃
HomA(T,T•) in D(Aop). Note that HomA(P•,A)⊗ATB ≃ HomA(P•,A)⊗L

ATB in D(Bop) (see the above remark (2)).
As a result, we have HomA(P•,A)⊗A TB ≃ HomA(T,T•)⊗L

A TB in D(Bop). �

Proof of Corollary 1.2. (1) By the remark (3) at the end of the proof of Theorem 1.1, we knowthat if the
homomorphism̃σ : Coker(ϕ0) −→ Coker(ϕ1) induced fromσ : P1 → P0 (see Theorem 1.1 (4)) is surjective, then
Ker(AT ⊗L

B−) is homological inD(B).
Now, we verify this sufficient condition for the good tiltingmoduleAT which satisfies the assumption in(1).

In fact, by assumption, we can assume thatAM has a projective resolution: 0−→ P′
1

σ′

−→ P′
0 −→ AM −→ 0

with P′
0,P

′
1 ∈ Add(AA), and thatAN has a projective presentation:P′′

1 −→ P′′
0

σ′′

−→ AN −→ 0 with P′′
0 ∈ Add(AA)

andP′′
1 ∈ add(AA). SinceAT = M ⊕N, we can chooseσ =

(
σ′ 0
0 σ′′

)
: P′

1⊕P′′
1 −→ P′

0⊕P′′
0 . Recall thatζ :

HomA(−,A)⊗A T −→ HomA(−,T) is a natural transformation fromA-Mod toBop-Mod (see the proof of Theorem
1.1). Certainly, ifX ∈ add(AA), thenζX is an isomorphism, and so Coker(ζX) = 0.

Let σ̃′ : Coker(ζP′
0
) −→ Coker(ζP′

1
) andσ̃′′ : Coker(ζP′′

0
) −→ Coker(ζP′′

1
) be the homomorphisms induced from

σ′ andσ′′, respectively. By definition, we haveϕi = ζPi for i = 0,1, and

σ̃ =

(
σ̃′ 0
0 σ̃′′

)
: Coker(ζP′

0
)⊕Coker(ζP′′

0
) −→ Coker(ζP′

1
)⊕Coker(ζP′′

1
).
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Now, we show that̃σ is surjective, or equivalently, both̃σ′ andσ̃′′ are surjective. In fact, sinceP′′
1 ∈ add(AA),

we see that Coker(ζP′′
1
) = 0. Thusσ̃′′ is surjective. AsAM is a direct summand ofAT and of projective dimension

at most 1, it follows from the axiom(T2) that the map HomA(σ′,T) : HomA(P′
0,T) −→ HomA(P′

1,T) is surjective.
This implies that̃σ′ is a surjection. Consequently,σ̃ is surjective. Thus Ker(AT⊗L

B−) is homological inD(B). This
finishes the proof of(1).

(2) Suppose that Ker(AT⊗L

B−) in Theorem 1.1 is homological. By Theorem 1.1, we haveHm
(
HomA(P•,A)⊗A

TB
)

= 0 for all m≥ 2. In the sequel, we shall show that ifHn
(
HomA(P•,A)⊗A TB

)
= 0, thenTn = 0.

In fact, sinceA is commutative, it follows from the proof of Lemma 5.6 that HomA(P•,A) ≃ HomA(T,T•) in
D(Aop). Note that the tensor functor−⊗A TB : Aop-Mod−→ Bop-Mod is right exact. This means that

0 = Hn(HomA(P•,A)⊗A TB
)
≃ Hn(HomA(P•,A))⊗A T ≃ Hn(HomA(T,T•))⊗A T.

In particular, we haveHn(HomA(Tn,T•))⊗A Tn = 0, due toTn ∈ add(AT).
Recall that the complex HomA(Tn,T•) is of the form

· · · −→ 0−→ HomA(Tn,T0) −→ ·· · −→ HomA(Tn,Tn−1) −→ HomA(Tn,Tn) −→ 0−→ ·· ·

As HomA(Tn,Tn−1) = 0 by our assumption in Corollary 1.2 (2), we obtainHn(HomA(Tn,T•)) = HomA(Tn,Tn).
Thus EndA(Tn)⊗A Tn = 0. It follows from the surjective map

EndA(Tn)⊗A Tn −→ Tn, f ⊗x 7→ (x) f for f ∈ EndA(Tn) and x∈ Tn

thatTn = 0. This finishes the proof of the above claim.
By our assumption, we have HomA(Ti+1,Ti) = 0 for 1≤ i ≤ n−1. Now, we can proceed by induction onn to

show thatTj = 0 for 2≤ j ≤ n. Thus, by Lemma 5.1 (4),T is a 1-tilting module, that is, the projective dimension
of AT is at most 1.

The sufficiency of Corollary 1.2 (2) follows from Theorem 1.1, see also [11, Theorem 1.1 (1)]. This finishes the
proof of Corollary 1.2.�

Let us end this section by constructing an example of infinitely generatedn-tilting modulesT such that Ker(T⊗L

B
−) are homological.

Let A be an arbitrary ring with a classicaln-tilting A-moduleT ′. SupposeAT ′ = M ⊕N with M a nonzeroA-
module of projective dimension at most 1. LetI be an infinite set, and letT := M(I) ⊕N. ThenT is a goodn-tilting
module. SinceT satisfies Corollary 1.2 (1), we see that Ker(T ⊗L

B−) is homological inD(B).

6 Applications to cotilting modules

Our main purpose in this section is to show Theorem 1.3 and develop some conditions which can be used to decide
if subcategories induced from cotilting modules are homological or not. We also provide an example to show that
recollements provided by cotilting modules depend upon thechoice of injective cogenerators.

6.1 Proof of Theorem 1.3

In this section, we shall apply the results in Section 4 to deal with cotilting modules. First, we shall construct Ringel
modules from good cotilting modules, and then use Proposition 4.4 to show the main result, Corollary 6.3, of this
section, and finally give the proof of Theorem 1.3.

Suppose thatA is a ring and thatW is a fixed injective cogenerator forA-Mod. Recall that anA-moduleW is
called acogeneratorfor A-Mod if, for anyA-moduleY, there exists an injective homomorphismY →WI in A-Mod
with I a set. This is also equivalent to saying that, for any non-zero homomorphismf : X → Y in A-Mod, there
exists a homomorphismg∈ HomA(Y,W) such thatf g is non-zero.

Let us recall the definition ofn-cotilting modules forn a natural number.

Definition 6.1. An A-moduleU is called ann-cotilting moduleif the following three conditions are satisfied:
(C1) there exists an exact sequence

0−→U −→ I0
δ

−→ I1 −→ ·· · −→ In −→ 0
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of A-modules such thatIi is an injective module for every 0≤ i ≤ n;
(C2) Ext j

A(U I ,U) = 0 for eachj ≥ 1 and for every nonempty setI ; and
(C3) there exists an exact sequence

0−→Un −→ ·· · −→U1 −→U0 −→W −→ 0

of A-modules, such thatUi ∈ Prod(AU) for all 0≤ i ≤ n.

An n-cotilting A-moduleU is said to begoodif it satisfies (C1), (C2) and
(C3)′ there is an exact sequence

0−→Un −→ ·· · −→U1 −→U0 −→W −→ 0

of A-modules, such thatUi ∈ add(AU) for all 0≤ i ≤ n.
We say thatU is a (good) cotiltingA-module ifAU is (good)n-cotilting for somen∈ N.

We remark that if bothW1 andW2 are injective cogenerators forA-Mod, then Prod(W1) = Prod(W2). This
implies that the definition of cotilting modules is independent of the choice of injective cogenerators forA-Mod.
However, the definition of good cotilting modules relies on the choice of injective cogenerators forA-Mod.

As in the case of tilting modules, for a givenn-cotilting A-moduleU with (C1)-(C3), the A-moduleU ′ :=Ln
i=0Ui is a goodn-cotilting module which is equivalent to the given one in thesense that Prod(U) = Prod(U ′).

From now on, we assume thatU is agoodn-cotilting A-module with(C1),(C2) and(C3)
′, where the module

W in (C3)
′ is referred to the fixed injective cogenerator forA-Mod. In this event, we shall callU a good n-cotilting

A-module with respect to W.

Let R := EndA(U), M := HomA(U,W) andΛ := EndA(W). ThenM is anR-Λ-bimodule.

First of all, we collect some basic properties of good cotilting modules in the following lemma.

Lemma 6.2. The following hold for the cotilting module U.
(1) The R-module M has a finitely generated projective resolution of length at most n:

0−→ HomA(U,Un) −→ ·· · −→ HomA(U,U1) −→ HomA(U,U0) −→ M −→ 0

such that Um ∈ add(AU) for all 0≤ m≤ n.
(2) The Hom-functorHomA(U,−) : A-Mod→ R-Mod induces an isomorphism of rings:Λ ≃ EndR(M), and

ExtiR(M,M) = 0 for all i ≥ 1.
(3) The module M is an n-Ringel R-module.

Proof. (1) Applying the functor HomA(U,−) to the sequence

0−→Un −→ ·· · −→U1 −→U0 −→W −→ 0

in the axiom(C3)
′, we obtain the sequence in(1) with all HomA(U,Ui) ∈ add(RR). The exactness of this sequence

follows directly from the axiom(C2). This also implies that the projective dimension ofRM is at mostn.
(2) Denote byΨ the Hom-functor HomA(U,−) : A-Mod→R-Mod. ThenΨ(U) = R, Ψ(W) = M and, for every

X ∈ add(AU), we have
HomA(X,W)

≃
−→ HomR(Ψ(X),Ψ(W)).

Clearly, if n = 0, thenW = U0, M = HomA(U,U0) asR-modules. In this case, one can easily check(2).
Supposen≥ 1. By (1), theR-moduleM = Ψ(W) has a finitely generated projective resolution

0−→ Ψ(Un) −→ ·· · −→ Ψ(U1) −→ Ψ(U0) −→ Ψ(W) −→ 0

with Um ∈ add(U) for all 0 ≤ m≤ n. Applying the functor HomA(−,W) to the resolution ofW in (C3)′, we can
construct the following commutative diagram:

0 // HomA(W,W) //

Ψ

��

HomA(U0,W) //

≃

��

HomA(U1,W) //

≃

��

· · · // HomA(Un,W) //

≃

��

0

0 // HomR(Ψ(W),Ψ(W)) // HomR(Ψ(U0),Ψ(W)) // HomR(Ψ(U1),Ψ(W)) // · · · // HomR(Ψ(Un),Ψ(W)) // 0
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where the isomorphisms in the diagram are due toUm ∈ add(AU) for m≤ n. SinceAW is injective, the first row in
the diagram is exact. Note that the following sequence

0−→ HomR(Ψ(W),Ψ(W)) −→ HomR(Ψ(U0),Ψ(W)) −→ HomR(Ψ(U1),Ψ(W))

is always exact sinceΨ(U1) −→ Ψ(U0) −→ Ψ(W) −→ 0 is exact inR-Mod. This implies that the mapΨ :
EndA(W) −→ EndR(Ψ(W)) is an isomorphism of rings and that the second row in the diagram is also exact. Thus
ExtiR(M,M) = ExtiR(Ψ(W),Ψ(W)) = 0 for all i ≥ 1.

(3) We check the axioms(R1)-(R3) in Definition 4.1 forM. Clearly, the axioms(R1) and(R2) follow from (1)
and(2), respectively. It remains to show the axiom(R3) for M. In fact, by the axiom(C1), there exists an exact
sequence ofA-modules:

0−→U −→ I0 −→ I1 −→ ·· · −→ In −→ 0

whereIi is an injective module for 0≤ i ≤ n. SinceW is an injective cogenerator forA-Mod, we haveIi ∈Prod(AW).
Moreover, from the axiom(C2), we see that ExtjA(U,U) = 0 for all j ≥ 1. This implies that the following sequence

0−→ R−→ HomA(U, I0) −→ HomA(U, I1) −→ ·· · −→ HomA(U, In) −→ 0

is exact. Since the functor HomA(U,−) commutes with arbitrary direct products, it follows fromIi ∈ Prod(AW)
that HomA(U, Ii) ∈ Prod

(
RHomA(U,W)

)
= Prod(RM). This shows thatRM satisfies the axiom(R3). ThereforeM

is ann-RingelR-module.�

Observe that, by Lemma 6.2 (2), the ring EndR(M) can be naturally identified withΛ (up to isomorphism of
rings). Now, we define

G := RM⊗L

Λ − : D(Λ) −→ D(R) and H := RHomR(M,−) : D(R) −→ D(Λ).

SinceRM is a RingelR-module satisfying both(R1) and(R2) in Definition 4.1, it follows from Lemma 4.2 that
there exists a recollement of triangulated categories:

Ker(H)
i∗ // D(R)

H //
ff

i∗

xx
D(Λ)

ee

G
yy

where(i∗, i∗) is a pair of adjoint functors withi∗ the inclusion.
If Ker(H) is homological, then it follows from Lemma 4.2 that the generalized localizationλ : R→ RM of R at

M exists and induces a recollement of derived module categories:

(‡) D(RM)
D(λ∗) // D(R)

H //
ee

xx
D(Λ)

ee

G
yy

Thus we may construct recollements of derived module categories from good cotilting modules. Here, a problem
arises naturally:

Problem: When is Ker(H) homological inD(R)?

This seems to be a difficult problem because we cannot directly apply Proposition 4.4 to the Ringel moduleRM.
The reason is that we do not know whetherRM is good. Actually, we do not know whether the rightΛ-moduleM
is stronglyΛ-Mittag-Leffler. Certainly, ifΛ is right noetherian, thenM is a perfect RingelR-module (see Definition
4.1), and must be good.

Though we cannot solve this problem entirely, we do have somepartial solutions to the problem.

Corollary 6.3. Suppose that A is a ring together with an injective cogenerator W for A-Mod. Let U be a good
n-cotilting A-module with respect to W. Suppose thatΛ := EndA(W) is a right noetherian ring. Then the following
are equivalent:

(a) Ker(H) is homological inD(R).
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(b) Hm
(

RHomA(U,W)⊗Λ HomA(W, I•)
)

= 0 for all m≥ 2, where I• is a deleted injective coresolution ofAU:

· · · −→ 0−→ I0
δ

−→ I1 −→ ·· · −→ In −→ 0−→ ·· ·

with Ii in degree i for all0≤ i ≤ n.
(c) The kernel K of the homomorphismCoker(φ0) −→ Coker(φ1) induced from the mapδ : I0 → I1 satisfies

ExtmR(M,K) = 0 for all m ≥ 0, whereφi : HomA(U,W)⊗Λ HomA(W, Ii) −→ HomA(U, Ii) is the composition map
for i = 0,1.

Proof. By the proof of Lemma 6.2 (3), the moduleM := HomA(U,W) is ann-RingelR-module. Moreover, the
sequence in the axiom(R3) can be chosen as follows:

0−→ R−→ HomA(U, I0) −→ HomA(U, I1) −→ ·· · −→ HomA(U, In) −→ 0.

In this case, the complexM• can be defined as the following complex:

HomA(U, I•) : 0−→ HomA(U, I0) −→ HomA(U, I1) −→ ·· · −→ HomA(U, In) −→ 0.

Under the assumption thatΛ is right noetherian, we know thatM is a good RingelR-module. So it follows from
Proposition 4.4 that(a) is equivalent to the following:

(b′) H j
(

RM⊗Λ HomR(M, M•)
)

= 0 for any j ≥ 2, whereM• := HomA(U, I•).
To prove that(a) and(b) in Corollary 6.3 are equivalent, it is sufficient to show that(b′) and(b) are equivalent.

For this purpose, we shall show that HomR(M, M•) ≃ HomA(W, I•) as complexes overΛ.
Let Ψ = HomA(U,−) : A-Mod→ R-Mod. ThenΨ(W) = M andM• = Ψ(I•). Clearly, the functorΨ induces a

natural transformation

HomA(W,−) −→ HomR(Ψ(W),Ψ(−)) : A-Mod−→ Λ-Mod.

This yields a chain map from HomA(W, I•) −→ HomR(Ψ(W),Ψ(I•)) = HomR(M,M•) in C (Λ), that is,

0 // HomA(W, I0) //

��

HomA(W, I1) //

��

· · · // HomA(W, In) //

��

0

0 // HomR(Ψ(W),Ψ(I0)) // HomR(Ψ(W),Ψ(I1)) // · · · // HomR(Ψ(W),Ψ(In)) // 0

Note that allIi are injectiveA-modules. To verify that this chain map is an isomorphism of complexes, it is enough
to show thatΨ induces an isomorphism ofΛ-modules:

HomA(W,X)
≃

−→ HomR(Ψ(W),Ψ(X))

for any injectiveA-moduleX. In the following, we shall prove that this holds even for anyA-moduleX.
Supposen = 0. By the axiom(C3)′, we know thatW = U0 asA-modules withU0 ∈ add(AU). It is clear that

HomA(U0,X)
≃

−→ HomR(Ψ(U0),Ψ(X)) sinceU0 ∈ add(AU). Thus HomA(W,X)
≃

−→ HomR(Ψ(W),Ψ(X)).
Now, supposen ≥ 1. By the axiom(C3)′ and Lemma 6.2 (1), there exists an exact sequenceU1 −→ U0 −→

W −→ 0 of A-modules withU0,U1 ∈ add(AU) such thatΨ(U1)−→ Ψ(U0)−→ Ψ(W)−→ 0 is also exact inR-Mod.
From this sequence, we may construct the following exact commutative diagram:

0 // HomA(W,X) //

Ψ
��

HomA(U0,X) //

≃

��

HomA(U1,X)

≃

��
0 // HomR(Ψ(W),Ψ(X)) // HomR(Ψ(U0),Ψ(X)) // HomR(Ψ(U1),Ψ(X))

where the last two vertical maps are isomorphisms sinceU0,U1 ∈ add(AU). This means that HomA(W,X)
≃

−→
HomR(Ψ(W),Ψ(X)) for everyA-moduleX.

Consequently, we see that HomA(W, I•)≃HomR(M, M•) as complexes overΛ. Thus(b′) and(b), and therefore,
also(a) and(b), are equivalent.

Note that if we identify HomR(M, M•) with HomA(W, I•) as complexes overΛ, then the equivalence of(a) and
(c) in Corollary 6.3 can be concluded from that of(1) and(4) in Proposition 4.4. Here, we leave the details to the
reader.�

As a consequence of Corollary 6.3 (see also Corollary 4.5), we have the following result.
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Corollary 6.4. Let U be a good n-cotilting A-module with respect to the injective cogeneratorAW. Suppose that
Λ := EndA(W) is a right noetherian ring.

(1) If AU = M⊕N such thatAM has injective dimension at most1 and thatAN has an injective copresentation
0−→ AN −→ E0 −→ E1 with E1 ∈ add(AW), thenKer(H) is homological inD(R).

(2) If n = 2, thenKer(H) is homological inD(R) if and only ifHomA(U,W)⊗Λ Ext2A(W,U) = 0.

Proof. The idea of the proof of(1) is very similar to that of Corollary 1.2 (1). Here, we just give a sketch of the
proof.

Note thatE := {Y ∈ R-Mod | ExtmR(M,Y) = 0 for all m≥ 0} is closed under kernels of surjective homomor-
phisms inR-Mod, and that Coker(φ0) and Coker(φ1) (see Corollary 6.3 (c)) always belong toE by Lemma 4.3
(1). Thus, according to the equivalence of(a) and(c) in Corollary 6.3, if we want to show(1), then it suffices to

verify that the homomorphism̃δ : Coker(φ0) −→ Coker(φ1) induced fromδ : I0 → I1 is surjective. Actually, this is
guaranteed by the assumption that the injective dimension of AM is at most 1 andE1 ∈ add(AW). For more details,
we refer the reader to the proof of Corollary 1.2 (1).

As to (2), we keep the notation in the proof of Corollary 6.3. Supposen = 2. Then the complexI• in Corollary
6.3 (b) has the following form

· · · −→ 0−→ I0 −→ I1 −→ I2 −→ 0−→ ·· · .

By Corollary 6.3, the category Ker(H) is homological if and only ifH2
(

RM ⊗Λ HomA(W, I•)
)

= 0, whereM :=
HomA(U,W). Note that the tensor functorRM⊗Λ − : Λ-Mod−→ R-Mod is right exact. Consequently, we have

H2(
RM⊗Λ HomA(W, I•)

)
≃ M⊗Λ H2(HomA(W, I•)) ≃ M⊗Λ Ext2A(W,U).

This shows(2). �

Finally, we point out a special case for which the ringΛ in Corollary 6.3 is right noetherian.
Let k be a commutative Artin ring. Let rad(k) be the radical ofk (that is, the intersection of all maximal ideals of

k), and letJ be the injective envelope ofk/rad(k). We say that ak-algebraA is anArtin k-algebra, or Artin algebra
for short, ifA is finitely generated as ak-module.

Suppose thatA is an Artin k-algebra. It is well known that the functor Homk(−,J) is a duality between the
categoryA-mod of finitely generatedA-modules and that of finitely generatedAop-modules. In particular, the dual
module Homk(AA,J) of the rightA-moduleAA is an injective cogenerator forA-mod, or even forA-Mod. In this
case, we shall call Homk(AA,J) theordinary injective cogeneratorfor A-Mod.

Note that EndA(Homk(AA,J)) ≃ EndAop(A)op ≃ A as rings. So, if the moduleW in Corollary 6.3 is chosen to
be the module Homk(AA,J), then the ringΛ := EndA(W) is isomorphic toA. SinceA is an Artin algebra, it is a
left and right Artin ring, and certainly a right noetherian ring. ThusΛ is right noetherian and always satisfies the
assumption in Corollary 6.3.

Proof of Theorem 1.3.Recall thatAW is the ordinary injective cogenerator over the Artin algebraA. According
to the above-mentioned facts, the ringΛ := EndA(W) is isomorphic toA, and therefore right noetherian. Since
AU is a good 1-cotilting module with respect toW, we know from Corollary 6.4 (1) that the category Ker(H) is
homological. Now, Theorem 1.3 follows from the diagram(‡) above Corollary 6.3.�

Let us end this section by a couple of remarks related to the results in this section.
Remarks.(1) If A is a commutative ring andW is an injective cogenerator forA-Mod, then the dual module

HomA(T,W) of a tilting A-moduleT is always a cotiltingA-module. However, there exist cotilting modules over
Prüfer domains, which are not equivalent to the dual modules of any tilting modules (see [1, Chapter 11, Section
4.16]). This means that the investigation of infinitely generated cotilting modules cannot be carried out by using
dual arguments of infinitely generated tilting modules.

(2) Corollary 6.3 provides actually a recollement ofD(EndA(U)) with D(RM) on the left-hand side andD(Λ)
on the right-hand side (see(‡) for notation). This recollement depends upon the choice of injective cogenerators
for A-Mod. That is, for a fixed cotilting moduleAU , if different injective cogeneratorsW for A-Mod are chosen in
the axiom(C3)′, then one may get completely different recollements ofD(EndA(U)).

For example, letQ(p), Q, Zp andQp denote the rings ofp-integers, rational numbers,p-adic integers andp-
adic numbers, respectively. Recall thatQ(p) is the localization ofZ at the prime idealpZ. In particular, it is a local
Dedekind domain. Moreover, letE(Z/pZ) be the injective envelope ofZ/pZ, which is an injective cogenerator for
the category ofQ(p)-modules.
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Now, we takeA := Q(p), T := Q⊕E(Z/pZ) andU := HomA(T,E(Z/pZ)). Due to [11, Section 7.1], we have
(a) the moduleT is a Bass 1-tilting module overA, and thereforeU is an 1-cotiltingA-module.
(b) EndA(E(Z/pZ)) ≃ Zp and HomA(Q,E(Z/pZ)) ≃ Q⊗A EndA(E(Z/pZ)) ≃ Q⊗A Zp ≃ Qp. ThusU ≃

Zp⊕Qp asA-modules.
(c) By [11, Lemma 6.5(3)], there exists an exact sequence ofZp-modules (and alsoA-modules):

(∗′) 0−→ Zp
ϕ

−→ Qp −→ E(Z/pZ) −→ 0.

Note thatQp is an injective and flatA-module and that(∗′) is an injective coresolution ofZp as anA-module.
This also implies thatW := Qp⊕E(Z/pZ) is an injective cogenerator forA-Mod.

On the one hand, we may considerU as a good 1-cotiltingA-module with respect toW. Applying HomA(U,−)
to the sequence(∗′), we get a projective resolution of HomA(U,E(Z/pZ)) as an EndA(U)-module:

0−→ HomA(U,Zp)
ϕ∗

−→ HomA(U,Qp) −→ HomA(U,E(Z/pZ)) −→ 0.

Since bothQp andE(Z/pZ) belong to add(AW), one can use Lemma 6.2 to show that HomA(U,W) is a classical
1-tilting EndA(U)-module such that EndEndA(U)(HomA(U,W)) ≃ EndA(W) as rings. It follows that EndA(U) and

EndA(W) are derived equivalent. In this case, we get a trivial recollement: D(EndA(U))
≃

−→ D(Λ) with Λ :=
EndA(W). Note that this derived equivalence can also be seen from [20, Theorem 1.1].

On the other hand, we considerU as a good 1-cotiltingA-module with respect toW′ := E(Z/pZ). Clearly, the
sequence(∗′) can paly the role in the axiom(C3)′. Since EndA(E(Z/pZ)) ≃ Zp, we know from [16, Corollary
2.5.16] that EndA(E(Z/pZ)) is a noetherian ring. This implies thatU satisfies the assumptions in Corollary 6.4 (1).

By [16, Theorem 3.4.1], one can check that

EndA(Zp) ≃ Zp, HomA(Qp,Zp) = 0 = Ext1A(Qp,Zp) = HomA(E(Z/pZ),Qp),

and further that

EndA(U) ≃

(
Zp EndA(Qp)
0 EndA(Qp)

)
and EndA(W) ≃

(
EndA(Qp) EndA(Qp)

0 Zp

)
.

Moreover, the universal localization of EndA(U) at the mapϕ∗, or at the module HomA(U,E(Z/pZ)), is isomorphic
to M2(EndA(Qp)), the 2×2 matrix ring over EndA(Qp).

Now, we can construct the following non-trivial recollement of derived module categories from the cotilting
moduleU with respect toW′ = E(Z/pZ):

D(EndA(Qp)) // D(EndA(U)) //
hh

uu
D(Zp)gg

ww

Thus, the recollement(‡) above Corollary 6.3 constructed from a cotilting moduleU depends on injective cogen-
erator with respect to which theU is defined.

6.2 Necessary conditions of homological subcategories from cotilting modules

We keep the notation in Section 6.1. For the cotilting moduleU , we denote by

0−→Un
∂n−→Un−1 −→ ·· ·

∂2−→U1
∂1−→U0

∂0−→W −→ 0

the exact sequence in the axiom(C3)
′, and byU• the following complex

· · · −→ 0−→Un
∂n−→Un−1 −→ ·· ·

∂2−→U1
∂1−→U0 −→ 0−→ ·· ·

with Ui in degree−i for all 0≤ i ≤ n. Then∂0 induces a canonical quasi-isomorphism∂̃0 : U• →W in C (A). Recall
that the complexI• in Corollary 6.3 (b) also yields a canonical quasi-isomorphismξ : U → I• in C (A).

Furthermore, by the proof of the first part of Lemma 5.6, one can show that̃∂0 andξ do induce the following
quasi-isomorphisms

(∗) HomA(W, I•)
(∂̃0)∗ // Hom•

A(U•, I•) HomA(U•,U)
ξ∗oo
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in C (Z). Here, we leave checking the details to the reader.
Consequently, the morphism(∂̃0)∗(ξ∗)−1 : HomA(W, I•) −→ HomA(U•,U) in D(Z) is an isomorphism (com-

pare with Lemma 5.6). Due to theA-Λ-bimodule structure ofW, the former complex belongs toC (Λ). However,
the latter complex might not be a complex ofΛ-modules sinceU• is not necessarily a complex ofA-Λ-bimodules
in general. This means that this isomorphism may not be extended to an isomorphism inD(Λ). Nonetheless, for
some special cotilting modules, we do have this isomorphismin D(Λ). For instance, in the case described in the
following lemma.

Lemma 6.5. Suppose thatHomA(Ui ,Ui+1) = 0 for 0≤ i < n.

(1) There exist a series of ring homomorphismsρ j : Λ −→ EndA(U j) for 0≤ j ≤ n, such that̃∂0 : U• −→W is
a quasi-isomorphism inC (A⊗Z Λop). In particular, the complexesHomA(W, I•) andHomA(U•,U) are isomorphic
in D(Λ).

(2) If ExtkA(W,Uk) = Extk+1
A (W,Uk) = 0 for all 0≤ k < n, thenρn : Λ −→ EndA(Un) is an isomorphism.

Proof. (1) SetK0 := W, Kn := Un andKm := Ker(∂m−1) for 1 ≤ m < n. Then, for each 0≤ i < n, we have

a short exact sequence 0−→ Ki+1 −→Ui
∂i−→ Ki −→ 0 of A-modules. In the following, we shall define two ring

homomorphismsϕi : EndA(Ki) −→ EndA(Ui) andψi : EndA(Ki) −→ EndA(Ki+1).
By Lemma 6.2 (1), the sequence

0−→ HomA(U,Ki+1) −→ HomA(U,Ui)
∂∗i−→ HomA(U,Ki) −→ 0

is exact. In particular, forUi ∈ add(U), the sequence

0−→ HomA(Ui ,Ki+1) −→ HomA(Ui ,Ui)
∂∗i−→ HomA(Ui ,Ki) −→ 0

is exact. Letf ∈ EndA(Ki). Then there is a homomorphismg∈ EndA(Ui) such that∂i f = g∂i . We claim that such
a g is unique. Actually, if there exists anotherg′ ∈ EndA(Ui) such that∂i f = g′ ∂i . Then(g−g′)∂i = 0, and so the
mapg−g′ factorizes throughKi+1. Note that each homomorphismUi → Ki+1 also factorizes throughUi+1 via ∂i+1.
This implies thatg−g′ : Ui →Ui factorizes throughUi+1. However, since HomA(Ui ,Ui+1) = 0 by assumption, we
haveg = g′. Hence, for a givenf , such ag is unique.

Now, we defineϕi : f 7→ g andψi : f 7→ h whereh is the restriction ofg to Ki+1. This can be illustrated by the
following commutative diagram:

0 // Ki+1

h
��
�

�

�

λi+1 // Ui

g

���
�

�

∂i // Ki

f

��

// 0

0 // Ki+1
λi+1 // Ui

∂i // Ki // 0

whereλi+1 is the inclusion for 0≤ i ≤ n−2 andλn := ∂n. Clearly, bothϕi andψi are ring homomorphisms.
Recall thatΛ := EndA(W) = EndA(K0). Furthermore, for 0≤ j ≤ n, we defineρ j : Λ → EndA(U j) as follows:

If j = 0, thenρ0 := ϕ0 ; if j ≥ 1, thenρ j is defined to be the composite of the following ring homomorphisms:

Λ ψ0−→ EndA(K1)
ψ1−→ EndA(K2) −→ ·· · −→ EndA(K j−1)

ψ j−1
−→ EndA(K j)

ϕ j
−→ EndA(U j)

whereϕn stands for the identity map. By definition, for eachλ ∈ Λ, there exists an exact commutative diagram of
A-modules:

0 // Un
∂n //

(λ)ρn

��

Un−1 //

(λ)ρn−1

��

· · ·
∂2 // U1

∂1 //

(λ)ρ1

��

U0
∂0 //

(λ)ρ0

��

W //

λ
��

0

0 // Un
∂n // Un−1 // · · ·

∂2 // U1
∂1 // U0

∂0 // W // 0

Note thatU j is a naturalA-EndA(U j)-bimodule and can be regarded as anA-Λ-bimodule viaρ j . It follows from the

above commutative diagram that∂ j is a homomorphism ofA-Λ-bimodules. This implies that̃∂0 : U• −→ W can
be viewed as a quasi-isomorphism inC (A⊗Z Λop). In this sense, the quasi-isomorphisms in(∗) actually belong to
C (Λ). Thus HomA(W, I•) and HomA(U•,U) are isomorphic inD(Λ). This finishes(1).
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(2) To show thatρn is an isomorphism of rings, it suffices to prove thatψi is an isomorphism for 0≤ i ≤
n− 1. Let i be such a fixed number. If HomA(Ki ,Ui) = 0, thenψi is injective. If the induced map(λi+1)∗ :
HomA(Ui ,Ui)−→ HomA(Ki+1,Ui) is surjective, then so isψi . Thus, by our assumptions in (2), to show thatψi is an
isomorphism, it suffices to show that HomA(Ki ,Ui)≃ ExtiA(W,Ui) and that there exists an exact sequence of abelian
groups:

(∗∗) HomA(Ui , Ui)
(λi+1)∗
−→ HomA(Ki+1,Ui) −→ Exti+1

A (W,Ui) −→ 0.

In fact, sinceUs ∈ add(AU) for 0 ≤ s≤ n, we have ExtrA(Us,X) = 0 for eachr ≥ 1 andX ∈ add(AU) by the
axiom(C2). Now, for 1≤ j ≤ n andX ∈ add(AU), one can apply HomA(−,X) to the long exact sequence

0−→ K j
λ j
−→U j−1 −→ ·· · −→U1 −→U0 −→W −→ 0,

and get an exact sequence HomA(U j−1,X)
(λ j )∗
−→ HomA(K j ,X) −→ ExtjA(W,X) −→ 0 of abelian groups. If we take

j := i andX :=Ui , then HomA(Ki ,Ui)≃ ExtiA(W,Ui) since HomA(Ui−1,Ui) = 0 by assumption. If we takej := i +1
andX := Ui , then we get the required sequence(∗∗). This finishes the proof of (2).�

The following result will be used for getting a counterexample which demonstrates that, in general, the category
Ker(H) in Corollary 6.3 may not be homological.

Corollary 6.6. Keep all the assumptions in Corollary 6.3. Further, supposethat n≥ 2 and U has injective dimen-
sion exactly equal to n. IfHomA(Ui ,Ui+1) = ExtiA(W,Ui) = Exti+1

A (W,Ui) = 0 for all 0≤ i < n, then the category
Ker(H) is not a homological subcategory ofD(R).

Proof. Suppose contrarily that Ker(H) is homological inD(R). Then, by Corollary 6.3, we certainly have
Hn

(
RHomA(U, W)⊗Λ HomA(W, I•)

)
= 0. Furthermore, since HomA(Ui ,Ui+1) = 0 for all 0≤ i ≤ n−1, we know

from Lemma 6.5 (1) that HomA(W, I•) ≃ HomA(U•,U) in D(Λ). Thus

0 = Hn(HomA(U, W)⊗Λ HomA(W, I•)
)
≃ HomA(U, W)⊗Λ Hn(HomA(W, I•)

)
≃ HomA(U, W)⊗Λ Hn(HomA(U•, U)

)
.

In particular, we have HomA(U, W)⊗Λ Hn
(
HomA(U•, Un)

)
= 0, due toUn ∈ add(AU). Recall that the complex

HomA(U•,Un) is of the form

0−→ HomA(U0,U)
(∂1)∗
−→ HomA(U1,Un) −→ ·· · −→ HomA(Un−2,Un)

(∂n−1)∗
−→ HomA(Un−1,Un)

(∂n)∗
−→ HomA(Un,Un) −→ 0

with HomA(Un,Un) in degreen. Since HomA(Un−1,Un) = 0, we obtainHn
(
HomA(U•, Un)

)
= EndA(Un), and so

HomA(U, W)⊗Λ EndA(Un) = 0. Note that the leftΛ-module structure of EndA(Un) is defined by the ring homo-
morphismρn : Λ −→ EndA(Un) (see Lemma 6.5 (1)). Since Exti

A(W,Ui) = Exti+1
A (W,Ui) = 0 for all 0≤ i ≤ n−1,

we see from Lemma 6.5 (2) thatρn is an isomorphism. This implies that

HomA(U, W)⊗Λ EndA(Un) ≃ HomA(U, W)⊗Λ Λ ≃ HomA(U, W)

and therefore HomA(U, W) = 0. SinceAW is an injective cogenerator, we must haveU = 0. This is a contradiction.
Thus Ker(H) is not homological inD(R). �

7 Counterexamples and open questions

In this section, we shall apply results in the previous sections to give two examples which show that, in general, the
category Ker(AT ⊗L

B−) for ann-tilting moduleT, or the category Ker(H) for ann-cotilting moduleU may not be
homological. At the end of this section, we mention a few openquestions related to some results in this paper.

Throughout this section, we assume thatA is a commutative, noetherian,n-Gorensteion ring for a natural number
n. Recall that a ring is calledn-Gorensteinif the injective dimensions of the regular left and right modules are at
mostn.

For anA-moduleM, we denote byE(M) its injective envelope. It is known that ifp andq are two prime ideals of
A, then HomA(E(A/p),E(A/q)) 6= 0 if and only ifp⊆ q (see [16, Theorem 3.3.8]). In particular,E(A/p)≃ E(A/q)
if and only if p = q
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7.1 Higher n-tilting modules

In the following, we shall apply Corollary 1.2 to provide an example of a goodn-tilting A-moduleT for which the
category Ker(AT ⊗L

B−) in Theorem 1.1 is not homological.
For then-Gorenstein ringA, it follows from a classical result of Bass that the regular moduleAA has a minimal

injective coresolution of the form:

0−→ A−→
M
p∈P0

E(A/p) −→ ·· · −→
M
p∈Pn

E(A/p) −→ 0,

whereP i stands for the set of all prime ideals ofA with heighti (see [4, Theorem 1, Theorem 6.2]). It was pointed
out in [24, Introduction] that theA-module

T :=
M

0≤i≤n

M
p∈P i

E(A/p)

is an (infinitely generated)n-tilting module.
Clearly, the tilting moduleAT is good if we defineTi :=

L
p∈P i

E(A/p). Observe that, for 0≤ i < j ≤ n, we
have HomA(E(A/p),E(A/q)) = 0 for p ∈ Pj andq ∈ Pi, and therefore HomA(Tj ,Ti) = 0.

Now, we suppose thatn ≥ 2 and the injective dimension ofA is exactly equal ton (or equivalently, the Krull
dimension ofA is exactlyn).

Note thatTi 6= 0 for all 2≤ i ≤ n and thatT satisfies the assumptions in Corollary 1.2 (2). Since the above
injective coresolution ofA is minimal, the moduleAT has projective dimension equal ton (see [5, Proposition
3.5]). By Corollary 1.2 (2), the category Ker(AT ⊗L

B−) is not homological inD(B). This means that for this tilting
moduleT, the subcategory Ker(AT ⊗L

B −) cannot be realized as the derived module categoryD(C) of a ringC
with a homological ring epimorphismB → C. Thus, for highern-tilting modules, the answer to the question in
Introduction is negative in general.

7.2 Higher n-cotilting modules

Next, we apply Corollary 6.6 to present an example of a goodn-cotilting A-moduleU , for which the category
Ker(H) in Corollary 6.3 is not homological inD(R).

Assume further that the ringA is local with the unique maximal idealm. In this case,Tn is an injective cogen-
erator forA-Mod sincePn is just the set{m}. This follows from a general statement in commutative algebra: If S
is a commutative noetherian ring, then

L
m E(S/m) is an injective cogenerator forS-Mod, wherem runs over all

maximal ideals ofS.
Now, we take

W := Tn and U := HomA(T,W) =
nM

j=0

HomA(Tj ,W).

SinceAT is ann-tilting A-module, the moduleAU is ann-cotilting A-module. Furthermore, applying HomA(−,W)
to the minimal injective coresolution ofAA, we get the following exact sequence ofA-modules:

0−→ HomA(Tn,W) −→ HomA(Tn−1,W) −→ ·· · −→ HomA(T1,W) −→ HomA(T0,W) −→W −→ 0.

This implies that the cotiltingA-moduleU is good if we defineU j := HomA(Tj ,W) for 0≤ j ≤ n (see the axiom
(C3)

′ in Definition 6.1).
To see thatΛ := EndA(W) is a right noetherian ring, we note thatW = E(A/m) and thatΛ is isomorphic to the

m-adic complete ofA (see [16, Theorem 3.4.1 (6)]). SinceA is noetherian, the ringΛ is also noetherian (see [16,
Corollary 2.5.16]).

In the following, we shall prove thatAU satisfies all the assumptions in Corollary 6.6. In fact, it suffices to show
that, for anym≥ 0, we have

(a) ExtmA(Ur ,Us) = 0 for 0≤ r < s≤ n.
(b) ExtmA(W,Ui) = 0 for 0≤ i ≤ n−1, and ExtnA(W,Un) 6= 0.

The reason is the following: According to(b), the injective dimension ofUn is at leastn, and therefore exactlyn.
This means thatAU is a cotilting module of injective dimensionn. Moreover, from(a) and(b) we can conclude that
the assumptions in Corollary 6.6 hold true forU . It then follows from Corollary 6.6 that, for this cotiltingmodule
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U , the category Ker(H) in Corollary 6.3 is not homological inD(R) with R := EndA(U). In other words, Ker(H)
cannot be realized as the derived module categoryD(S) of a ringSwith a homological ring epimorphismR→ S.

So, let us verify the above(a) and(b). First, we need the following results aboutn-Gorenstein rings:
(1) The flat dimension of theA-moduleTj is exactly j.
(2) Any flat A-moduleF admits a minimal injective coresolution of the form

0−→ AF −→ I0 −→ I1 −→ ·· · −→ In−1 −→ In −→ 0

such thatI j ∈ Add(Tj) for all 0≤ j ≤ n.
(3) Letp andq be prime ideals ofA. If p * q or q * p, then TorAm(E(A/p), E(A/q)) = 0 for all m≥ 0. Moreover,

TorAm(E(A/p), E(A/p)) 6= 0 if and only ifm equals the height ofp in A.
Here,(1) and(2) follow from [26, Proposition 2.1 and Theorem 2.1], while(3) is taken from [16, Lemma 9.4.5

and Theorem 9.4.6].

Since the dualA-module HomA(F,W) of a flat A-moduleF is injective, we know from(1) that the injective
dimension ofAU j is at mostj. Since the dualA-module HomA(I ,W) of an injectiveA-moduleI is always flat (see
[16, Corollary 3.2.16 (2)]), we see that theA-moduleU j is flat sinceTj is injective. It then follows from(2) thatU j

admits a minimal injective coresolution of the form

0−→U j −→ I j ,0 −→ I j ,1 −→ ·· · −→ I j , j−1 −→ I j , j −→ 0

with I j ,k ∈ Add(Tk) for all 0≤ k≤ j.
Now, we show(a). Actually, by Lemma 2.3 (1), we have

ExtmA(Ur ,Us) = ExtmA
(
Ur , HomA(Ts,W)

)
≃ HomA

(
TorAm(Ts,Ur), W

)
for m≥ 0.

Note that the flatness ofUr implies that ExtmA(Ur ,Us) = 0 for m≥ 1. It remains to show HomA(Ur , Us) = 0. For
this aim, it is sufficient to showTs⊗AUr = 0. SinceTs :=

L
p∈Ps E(A/p) and the functor−⊗AUr commutes with

arbitrary direct sums, we have to proveE(A/p)⊗AUr = 0 for everyp ∈ Ps. In fact, sincer < s by assumption, we
know thatp * q for eachq ∈ Pk with 0≤ k ≤ r. It follows from (3) that TorAj

(
E(A/p), E(A/q)

)
= 0 for all j ≥ 0,

and therefore
TorAj (E(A/p), Tk) ≃

M
q∈Pk

TorAj
(
E(A/p), E(A/q)

)
= 0.

SinceIr,k ∈Add(Tk), we obtain TorAj (E(A/p), Ir,k) = 0 for all j ≥ 0. Now, by applying the tensor functorE(A/p)⊗A

− to the minimal injective coresolution ofUr , we can proveE(A/p)⊗AUr = 0. ThusTs⊗AUr = 0. This finishes
the proof of(a).

Finally, we show(b). Let 0≤ i ≤ n−1. Recall thatUi = HomA(Ti , W). According to Lemma 2.3 (1), we have

ExtmA
(
W,HomA(Ti , W)

)
≃HomA

(
TorAm(Ti , W), W

)
≃ HomA

(M
p∈P i

TorAm(E(A/p), W), W
)
≃ ∏

p∈P i

HomA
(
TorAm(E(A/p), W), W

)
.

Since the idealm is maximal (or of heightn), it holds thatm * p for everyp ∈ P i . Hence it follows from(3) that
TorAm(E(A/p), W) = 0, and therefore Extm

A(W,Ui) = 0. Similarly, one can show that

ExtnA(W,Un) = ExtnA(W, HomA(W,W)) ≃ HomA(TorAn(W, W), W).

Since TorAn(W,W) = TorAn
(
E(A/m), E(A/m)

)
6= 0 by (3) and sinceAW is an injective cogenerator, we infer that

ExtnA(W,Un) 6= 0. Thus(b) follows.
Consequently, for then-cotilting A-moduleU , the subcategory Ker(H) is not homological inD(R).

Let us end this paper by the following open questions relatedto our results in this note.

Question 1. Let A be a ring with identity. Is there a goodn-tilting A-moduleT for n ≥ 2 such thatT is not
equivalent to any classical tiltingA-module and that Ker(T ⊗L

B−) is homological?

Question 2.Is the converse of Corollary 1.2 (1) always true?

For tilting modules over commutative noetheriann-Gorenstein rings, Silvana Bazzoni even guesses a stronger
answer: If Ker(T ⊗L

B−) is homological inD(B), thenAT should be a 1-tilting module, that is, the moduleAN in
Corollary 1.2 (1) should be zero.
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Question 3.Given a good 1-cotilting moduleU over anarbitrary ring A, is there a homological ring epimor-
phismλ : EndA(U) →C and a recollement of the following form?

D(C)
D(λ∗) // D(EndA(U)) //

gg

ww
D(A)

gg

ww

Note that this reccollement does not involve the derived categories of the endomorphism rings of any injective
cogenerators related toU .

Question 4.Given an arbitrary ringA, how to parameterize homological subcategories ofD(A)? Equivalently,
how to classify homological ring epimorphisms starting from A?

Question 5.Is the RingelR-moduleM in Lemma 6.2 always good?
A positive answer to this question would lead to a generalization of Corollary 6.3.
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[3] L. A NGELERI-HÜGEL, S. KÖNIG and Q. LIU, Recollements and tilting objects,J. Pure Appl. Algebra215(2011) 420-438.

[4] H. BASS, On the ubiquity of Gorenstein rings.Math. Z.82 (1963) 8-28.

[5] S. BAZZONI, A characterization ofn-cotilting andn-tilting modules.J. Algebra273(2004) 359-372.

[6] S. BAZZONI , F. MANTESEand A. TONOLO, Derived equivalence induced byn-tilting modules.Proc. Amer. Math. Soc.139 (2011), no.
12, 4225-4234.

[7] A. A. B EILINSON, J. BERNSTEINand P. DELIGNE, Faisceaux pervers,Asterisque100(1982) 5-171.

[8] A. B ELIGIANNIS and I. REITEN, Homological and homotopical aspects of torsion theories,Mem. Amer. Math. Soc. 188(2007), no. 883,
1-207.
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[24] J. TRLIFAJ and D. POSṔI ŠIL, Tilting and cotilting classes over Gorenstein rings. In: Rings, modules and representations,Contemp. Math.
480(2009) 319-334.

[25] CH. WEIBEL, An introduction to homological algebra, Cambridge University Press, Cambridge, 1994.

[26] J. XU, Minimal injective and flat resolutions for modules over Gorenstein rings,J. Algebra.175(1995) 451-477.

Hongxing Chen, Beijing International Center for Mathematical Research, Peking University, 100871 Beijing, People’sRepublic of China
Email: chx19830818@163.com

Changchang Xi, School of Mathematical Sciences, Capital Normal University, 100048 Beijing, People’s Republic of China
Email: xicc@cnu.edu.cn

First version: April 6, 2012

40


