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Generator

Given a Markov process (X ,Px , x ∈ E) on E , its transition
semigroup Pt is given by

Pt f (x) = Ex [f (Xt )].

The infinitesimal generator L of X is

Lf (x) = lim
t→0

Pt f (x)− f (x)

t
.

Hence u(t , x) = Pt f (x) solves ∂u
∂t = Lu with u(0, x) = f (x).
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Subordinate Markov Process

Suppose St is a subordinator independent of X with Laplace
exponent φ:

E
[
e−λSt

]
= e−tφ(λ).

There is a unique κ ≥ 0 and a measure µ(dx) with∫∞
0 (1 ∧ x)µ(dx) <∞ so that

φ(λ) = κλ+

∫ ∞
0

(1− e−λx )µ(dx).

XSt is a Markov process, called subordinate Markov process.
When X is symmetric, the infinitesimal generator of XSt is
Lφ := −φ(−L).

Hence u(t , x) := Ex [f (XSt )] solves ∂u
∂t = Lφu with

u(0, x) = f (x).
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Inverse subordinator

Question: Let Et := inf{s > 0 : Ss > t}, inverse subordinator.
Which equation does v(t , x) := Ex [f (XEt )] solves?

Answer (the goal of this talk): Assume µ(0,∞) =∞.

(κ∂t + ∂w
t ) v(t , x) = Lu(t , x) with v(0, x) = f (x)

where

∂w
t g(t) :=

d
dt

∫ t

0
w(t − s)(g(s)− g(0))ds

with w(r) := µ([r ,∞)).
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Caputo fractional derivative

∂βf (t)
∂tβ

=
1

Γ(1− β)

d
dt

∫ t

0
(t − s)−β (f (s)− f (0)) ds,

where Γ is the Gamma function defined by
Γ(λ) =

∫∞
0 tλ−1e−tdt .

A little physics: Let u(t , x), e(t , x) and ~F (t , x) denote the body
temperature, internal energy and flux density, respectively.
Then the relations

e(t , x) = κu(t , x), ~F (t , x) = −λ∇u(t , x), κ, λ > 0,

∂e
∂t

(t , x) = −div ~F (conservation law)

yield the classical heat equation κ∂u
∂t = λ∆u.
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Material of thermal memory

However in real modeling, heat flow can be disrupted by the
response of the material. It has been shown (e.g. in Lunardi
and Sinestrari (1988), von Wolfersdorf (1994)) that in a material
with thermal memory, the internal energy

e(t , x) = κu(t , x) +

∫ t

0
n(t − s)u(s, x)ds.

Typically, n(t) is a positive decreasing function that blows up
near t = 0, indicating the nearer past affects the present more.
When n(t) = t−β/Γ(1− β) for β ∈ (0,1) and u(0, x) = 0, the
heat equation becomes

κ
∂u
∂t

+
∂βu
∂tβ

= −div~F = λ
∂2u
∂x2 .

Fractional SPDE has recently been introduced and studied in
C.-Kim-Kim (SPA 2014).
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Subdiffusion

Fractional time equation
∂βu
∂tβ

= a
∂2u
∂x2 has a close connection to

subdiffusions.

Subdiffusion describes particle moves slower than Brownian
motion, for example, due to particle sticking and trapping.

Example: (i) xerox machine, electrons in amorphous media
tend to get trapped by local imperfections and then released
due to thermal fluctuations.

(ii) hydrology: travel times of contaminants in groundwater are
much longer than that of diffusion.

(iii) biology: proteins diffuse across cell membranes.
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Time change of Brownian motion

A prototype of subdiffusion can be modeled by Brownian
motion time-changed by an inverse stable subordinator.

Let B is Brownian motion in Rd and S an β-stable subordinator.
Define

Et = inf{s > 0 : Ss > t}.

Then one can see from random walk approximation with heavy
tail holding times that BEt provides a model for anomalous
sub-diffusion, where particles spread slower than Brownian
particles.
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Inverse subordinator

In general, given a Markov process Xt and an independent
β-subordinator S, one can do time change to get a new
process Yt = XEt , where Et = inf{r ≥ 0 : Sr > t}.

Question: What is the marginal distribution of Yt?

Theorem (Baeumer-Meerschaert, 2001; Meerschaert-Scheffler,
2004): u(t , x) = Ex [f (XSt )] solves

∂βu(t , x)

∂tβ
= Lxu(t , x), u(0, x) = f (x).

The self-similarity of the β-subordinator,

{Sλt ; t ≥ 0} = {λ1/βSt ; t ≥ 0} in distribution,

played an important role in their derivation.
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General time-fractional derivative

In applications and numerical approximations, there is a need
to consider more general fractional-time derivatives, for
example where its value at time t may depend only on the finite
range of the past from t − δ to t such as

d
dt

∫ t

(t−δ)+

(t − s)−β (f (s)− f (0)) ds.

Given a decreasing function w on (0,∞) with limx→∞w(x) = 0,
define

∂w
t f (t) =

d
dt

∫ t

0
w(t − s) (f (s)− f (0)) ds,
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Questions

(i) Existence and uniqueness for solution of

(κ∂t + ∂w
t ) u = Lu with u(0, x) = f (x),

and its probabilistic representation.

(ii) Given a strong Markov process X and subordinator S, what
equation does u(t , x) = Ex [f (XEt )] satisfy? Here

Et = inf{s > 0 : Ss > t}.
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Subordinator

Given a constant κ ≥ 0 and an unbounded right continuous
non-increasing function w(x) on (0,∞) with limx→∞w(x) = 0
and

∫∞
0 (1 ∧ x)(−dw(x)) <∞, there is a unique subordinator

{St ; t ≥ 0} with Laplace exponent

φ(λ) = κλ+

∫ ∞
0

(1− e−λx )(−dw(x)).

Laplace exponent: E
[
e−λSt

]
= e−tφ(λ).

Conversely, given a subordinator {St ; t ≥ 0}, there is a unique
constant κ ≥ 0 and a Lévy measure µ on (0,∞) satisfying∫∞

0 (1 ∧ x)µ(dx) <∞ so that its Laplace exponent is given by
above the display with w(x) = µ(x ,∞).
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Framework

From now on, we assume St is a subordinator with infinite Lévy
measure µ and possible drift κ ≥ 0. Let St = St − κt , which is a
driftless subordinator with Lévy measure µ. Define
w(x) = µ(x ,∞).

Facts: Since µ(0,∞) =∞, t 7→ St is strictly increasing. Hence
the inverse subordinator Et and E t are continuous in t .

Suppose that {Tt ; t ≥ 0} is a strongly continuous semigroup
with infinitesimal generator (L,D(L)) in some Banach space
(B, ‖ · ‖) with the property that supt>0 ‖Tt‖ <∞. Here ‖Tt‖
denotes the operator norm of the linear map Tt : B→ B.

Note that by the uniform boundedness principle,
supt>0 ‖Tt‖ <∞ is equivalent to supt>0 ‖Tt f‖ <∞ for every
f ∈ B.
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Main result

Theorem (C. 2017)

For every f ∈ D(L), u(t , x) := E [TEt f (x)] is the unique solution
in (B, ‖ · ‖) to

(κ∂t + ∂w
t ) u(t , x) = Lu(t , x) with u(0, x) = f (x)

in the following sense:
(i) supt>0 ‖u(t , ·)‖ <∞, x 7→ u(t , x) is in D(L) for each t ≥ 0
with supt≥0 ‖Lu(t , ·)‖ <∞, and both t 7→ u(t , ·) and t 7→ Lu(t , ·)
are continuous in (B, ‖ · ‖);
(ii) for every t > 0, Iw

t (u) :=
∫ t

0 w(t − s)(u(s, x)− f (x))ds is
absolutely convergent in (B, ‖ · ‖) and

lim
δ→0

1
δ

(
κu(t + δ, ·)− κu(t , ·) + Iw

t+δ(u)− Iw
t (u)

)
= Lu(t , x)

in (B, ‖ · ‖).
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Main result (continued)

Theorem (C. 2017 (continued))

Moreover, when κ > 0, t 7→ u(t , ·) is globally Lipschitz
continuous in (B, ‖ · ‖), and both ∂tu(t , ·) and
∂w

t u(t , ·) := d
dt I

w
t (u) exists as a continuous function taking

values in (B, ‖ · ‖).
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Remarks

(i) The assumption that f ∈ D(L) in the Theorem is to ensure
that all the integrals involved in the proof are absolutely
convergent in the Banach space B. This condition can be
relaxed if we formulate the time fractional equation in the weak
sense when the uniformly bounded strongly continuous
semigroup {Tt ; t ≥ 0} is symmetric in a Hilbert space L2(E ; m)
and so its quadratic form can be used to formulate weak
solutions.

(ii) Special cases or related work: Meerschaert and Scheffler
(2008) and Kolokoltsov (2011), Toaldo (2015).

(iii) There are very limited results on uniqueness.

(iv) Warning: One needs to be very careful when dealing with
time frictional equations. There are many literature that are
careless about the absolute convergence of the integral.
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Uniqueness

For every a > 0, by Fubini theorem,∫ a

0
w(x)dx =

∫ ∞
0

(∫ ξ∧a

0
dx
)
µ(dξ) =

∫ ∞
a

(ξ ∧ a)µ(dξ) <∞.

The Laplace transform of w is∫ ∞
0

e−λxw(x)dx =
1
λ

∫ ∞
0

(
1− e−λξ

)
µ(dξ) =

φ0(λ)

λ
.

Suppose that v(t , x) is a solution to the time fractional equation
with v(0, x) = 0. Hence we have for every t > 0,

κv(t , x) +

∫ t

0
w(t − r)v(r , x)dr =

∫ t

0
Lv(s, x)ds.
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Uniqueness

Taking Laplace transform on both sides and denoting by
V (λ, x) the Laplace transform of t 7→ v(t , x), we have

V (λ, x)

(
κ+

∫ ∞
0

e−λxw(x)dx
)

=
1
λ

∫ ∞
0

e−λtLv(t , x)dt

=
LV (λ, x)

λ
.

It follows that (φ(λ)− L)V (λ, x) = 0 for every λ > 0. Since L is
the infinitesimal generator of a uniformly bounded strongly
continuous semigroup {Tt , t ≥ 0}, for every α > 0, the resolvent
Gα =

∫∞
0 e−αtTtdt is well defined and is the inverse to α− L.

Thus V (λ, ·) = 0 in B for every λ > 0. By the uniqueness of
Laplace transform, we have v(t , ·) = 0 in B for every t > 0.
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Approach to Existence

We first investigate some properties of subordinators.

Lemma

There is a Borel set N ⊂ (0,∞) having zero Lebesgue
measure so that

P(Ss ≥ t) =

∫ s

0
E
[
w(t − Sr )1{t≥Sr}

]
dr

for every s > 0 and t ∈ (0,∞) \ N .

Proof: Show that both sides have the same Laplace transform.
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More on subordinator

Define G(0) = 0 and G(x) =
∫ x

0 w(y)dy .

Corollary

Let N ⊂ (0,∞) be the set in above Lemma, which has zero
Lebesgue measure.

(i)
∫ ∞

0
E
[
w(t − Sr )1{t≥Sr}

]
dr = 1 for every t ∈ (0,∞) \ N .

(ii)
∫ ∞

0
E
[
G(t − Sr )1{t≥Sr}

]
dr = t for every t > 0.

(iii)
∫ ∞

0
E
[
G(t − Sr )1{t≥Sr}

]
dr ≤ t for every t > 0.

Proof: (i) follows from the lemma by taking s →∞.
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Proof of Corollary

(ii) follows from (i) and Fubini theorem that

t =

∫ t

0

(∫ ∞
0

E
[
w(s − Sr )1{s≥Sr}

]
dr
)

ds

=

∫ ∞
0

E
[
G(t − Sr )1{t≥Sr}

]
dr .

(iii) Since G(x) is an increasing function in x , we have by (ii)∫ ∞
0

E
[
G(t − Sr )1{t≥Sr}

]
dr ≤

∫ ∞
0

E
[
G(t − Sr )1{t≥Sr}

]
dr ≤ t .
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Existence and probabilistic representation

(i) By the integration by parts formula, one can show that∫ t

0
w(t − r)P(Ss > r)dr = G(t)− E

[
G(t − Ss)1{t≥Ss}

]
.

(ii) For u(t , x) := Ex [f (TEt f (x)], using above identity and an
integration by parts,∫ t

0
w(t − r)(u(r , x)− u(0, x))dr

=

∫ t

0
w(t − r)

(∫ ∞
0

(Tsf (x)− f (x))dsP(Ss ≥ r)

)
dr

=

∫ ∞
0

(Tsf (x)− f (x))ds

(∫ t

0
w(t − r)P(Ss > r)dr

)
= −

∫ ∞
0

(Tsf (x)− f (x))dsE
[
G(t − Ss)1{t≥Ss}

]
=

∫ ∞
0

E
[
G(t − Ss)1{t≥Ss}

]
LTsf (x)ds.
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Existence and probabilistic representation

(iii) we have by the Lemma 1 that

P(Sr ≥ s) = P(Sr ≥ s−κr) =

∫ r

0
E
[
w(s − κr − Sy )1{s−κr>Sy}

]
dy .

So for every t > 0,∫ t

0
P(Sr ≥ s)ds = (κr)∧t+1{κr<t}E

∫ r

0
G(t−κr−Sy )1{t−κr>Sy}dy .

Thus∫ t

0
Lu(s, x)ds =

∫ t

0

(∫ ∞
0

TrLf (x)drP(Sr ≥ s)

)
ds

=

∫ ∞
0

TrLf (x)dr

(∫ t

0
P(Sr ≥ s)ds

)
.
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Existence and probabilistic representation

= E
∫ t/κ

0
TrLf (x)

(
κ+ G(t − κr − Sr )1{t−κr>Sr}

−κ
∫ r

0
w(t − κr − Sy )1{t−κr>Sy}dy

)
dr

=

∫ ∞
0

TrLf (x)E
[
G(t − Sr )1{t≥Sr}

]
dr

+κ

∫ t/κ

0
TrLf (x) (1− P(Sr ≥ t)) dr

=

∫ ∞
0

TrLf (x)E
[
G(t − Sr )1{t≥Sr}

]
dr

+κ

∫ t/κ

0
P(Et > r)dr (Tr f (x)− f (x))
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Existence and probabilistic representation

=

∫ ∞
0

TrLf (x)E
[
G(t − Sr )1{t≥Sr}

]
dr

+κ

∫ ∞
0

(Tr f (x)− f (x)) drP(Et ≤ r)

=

∫ ∞
0

TrLf (x)E
[
G(t − Sr )1{t≥Sr}

]
dr + κE [TEt f (x)− f (x)]

=

∫ ∞
0

TrLf (x)E
[
G(t − Sr )1{t≥Sr}

]
dr + κ(u(t , x)− u(0, x)).

Thus we have for every t > 0,

κ(u(t , x)−u(0, x))+

∫ t

0
w(t−r)(u(r , x)−u(0, x))dr =

∫ t

0
Lu(s, x)ds.

Consequently, (κ∂t + ∂w
t ) u(t , x) = Lu(t , x) in B as t 7→ Lu(t , ·)

is continuous in (B, ‖ · ‖).
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Fundamental solution

When the uniformly bounded strongly continuous semigroup
{Tt ; t ≥ 0} has an integral kernel p(t , x , y) with respect to some
measure m(dx), then there is a kernel q(t , x , y) so that

u(t , x) := E [TEt f (x)] =

∫
E

q(t , x , y)f (y)m(dy);

in other words,

q(t , x , y) := E [p(Et , x , y)] =

∫ ∞
0

p(s, x , y)dsP(Et ≤ s)

is the fundamental solution to the time fractional equation
(κ∂t + ∂w

t ) u = Lu.

In a ongoing work with Kim, Kumagai and Wang, two-sided
estimates on q(t , x , y) are obtained when κ = 0 and {Tt ; t ≥ 0}
is the transition semigroup of a diffusion process that satisfies
two-sided Gaussian-type estimates or of a stable-like process
on metric measure spaces.
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Examples

(i) When {St ; t ≥ 0} is a β-subordinator with 0 < β < 1 with
Laplace exponent φ(λ) = λβ, Then St has no drift (i.e. κ = 0)
and its Lévy measure is µ(dx) = β

Γ(1−β)x−(1+β)dx . Hence

w(x) := µ(x ,∞) =

∫ ∞
x

β

Γ(1− β)
y−(1+β)dy =

x−β

Γ(1− β)
.

Thus the time fractional derivative ∂w
t f is exactly the Caputo

derivative of order β. In this case, our Theorem recovers the
main result of Baeumer-Meerschaert (2001) and
Meerschaert-Scheffler (2004).
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Truncated stable-subordinator

(ii) A truncated β-stable subordinator {St ; t ≥ 0} is driftless and
has Lévy measure

µδ(dx) =
β

Γ(1− β)
x−(1+β)1(0,δ](x)dx

for some δ > 0. In this case,

wδ(x) := µδ(x ,∞) = 1{0<x≤δ}

∫ δ

x

β

Γ(1− β)
y−(1+β)dy

=
1

Γ(1− β)

(
x−β − δ−β

)
1(0,δ](x).

The corresponding the fractional derivative is

∂wδ
t f (t) :=

1
Γ(1− β)

d
dt

∫ t

(t−δ)+

(
(t − s)−β − δ−β

)
(f (s)− f (0))ds.
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Stability

Clearly, as limδ→∞wδ(x) = w(x) := 1
Γ(1−β)x−β. Consequently,

∂wδ
t f (t)→ ∂w

t f (t), the Caputo derivative of f of order β, in the
distributional sense as δ → 0. Using the probabilistic
representation in the main Theorem, one can deduce that as
δ →∞, the solution to the equation ∂wδ

t u = Lu with
u(0, x) = f (x) converges to the solution of ∂βt u = Lu with
u(0, x) = f (x).
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Stability

(iii) If we define

ηδ(r) =
Γ(2− β) δβ−1

β
wδ(r) = (1−β)δβ−1

(
x−β − δ−β

)
1(0,δ](x),

then ηδ(r) converges weakly to the Dirac measure concentrated
at 0 as δ → 0. So ∂ηδt f (t) converges to f ′(t) for every
differentiable f . It can be shown that the subordinator
corresponding to ηδ, that is, subordinator with Lévy measure

νδ(dx) :=
(1− β) δβ−1

β
x−(1+β)1(0,δ](x)dx ,

converges as δ → 0 to deterministic motion t moving at
constant speed 1. Using the main Theorem, one can show that
the solution to the equation ∂ηδt u(t , x) = Lu(t , x) with
u(0, x) = f (x) converges to the solution of the heat equation
∂tu = Lu with u(0, x) = f (x).
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Occupation measure

• X = {Xt , t ≥ 0; Px , x ∈ E}: strong Markov process on E with
infinitesimal generator L.

• S = {St ; t ≥ 0}: subordinator independent of X with infinite
Lévy measure µ.

• φ: Laplace exponent of S; that is, Ee−λSt = e−tφ(λ).

E [St ] = tφ′(0).

• Et := inf{s > 0 : Ss > t}, and X ∗t := XEt .

Suppose D is an open subset of E and define
τD := {t > 0 : Xt /∈ D} and first exit time from D by

τ∗D := inf {t > 0 : X ∗t /∈ D} .
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Occupation measure

Theorem
For every measurable function f ≥ 0 on D and x ∈ D,

Ex

[∫ τ∗D

0
f (X ∗t )dt

]
= φ′(0)Ex

[∫ τD

0
f (Xt )dt

]
= φ′(0)GDf (x).

In other words, ν∗,Dx = φ′(0)νD
x for every open set D ⊂ E and

every x ∈ D.
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Remarks

(i) Taking f = 1 yields

Ex [τ∗D] = φ′(0)Ex [τD] for every x ∈ D.

When X is either a diffusion process determined by a
stochastic differential equation driven by Brownian motion or a
rotationally symmetric α-stable process on Rd , and {St ; t ≥ 0}
is a tempered β-stable subordinator having Laplace exponent
φ(λ) = (λ+ m)β −mβ for some m > 0 and 0 < β < 1, the
above display recovers the main result of W. Deng, X. Wu and
W. Wang (Europhysics Letters 2017), derived there using a
PDE method.
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Remarks

(ii)
u(t , x) := Ex

[
f (X D

Et
)
]

= Ex [f (X ∗t ); t < τ∗D]

is the strong solution to

(κ∂t + ∂w
t ) u(t , x) = LDu(t , x) with u(0, x) = f (x) in D.

On the other hand, GDf (x) is the solution to the Poisson
equation Lv = −f in D with v = 0 on Dc . Hence by the above
theorem, for f ∈ D(LD),

G∗Df (x) =

∫ ∞
0

Ex [f (Xt ); t < τ∗D] dt =

∫ ∞
0

u(t , x)dt

is the solution to the Poisson equation

LDv = −φ′(0)f in D with v = 0 on Dc .
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Thank you!
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