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Backgroud

The satisfiability problem

INPUT : Boolean formula F composed of literals (Boolean
variables and their negations) and connectives ∨ and ∧.

GOAL: Determine if F is satisfiable, i.e. if there is a truth
assignment to the variables that makes F evaluate to true.

E.g. the Boolean formula:

F = (x1 ∨ x̄2 ∨ x3) ∧ (x2 ∨ x̄3 ∨ x4) ∧ (x̄1 ∨ x2 ∨ x3)

is satisfied by the truth assignment x = (1, 1, 0, 1), or briefly
{x1 = T , x2 = T , x3 = F , x4 = T}.

The SAT problem is in general NP-complete (S.A.Cook 1971,
L. Levin 1973).

The SAT problem has phase transition phenomena.
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k-SAT

1 k-SAT:n boolean variables V = {x1, . . . xn} and the
corresponding set of 2n literals L = {x1, x̄1 . . . xn, x̄n}. A
k-clause is a disjunction of k literals of distinct underlying
variables. k conjunctive normal form Fk(n,m) (k-CNF) is the
conjunction of m clauses. k-CNF is called by k-SAT.

2 E.g.

F3(4, 4) = (x1∨x̄2∨x3)∧(x2∨x̄3∨x4)∧(x̄1∨x2∨x3)∧(x̄1∨x̄2∨x4)

is a 3-SAT.

3 k-SAT is a The SAT problem and is NP-complete, and it has
phase transition phenomena.
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random k-SAT

1 A random Fk(n,m) is the conjunction of m clauses,each
selected uniformly and independently. It is called by random
k-SAT.

2 Satisfiability Threshold Conjecture: for every k ≥ 2, there
exists a constant rk such that for all ε > 0 ,

lim
n→∞

Tk(n, rk − ε) = 1, and lim
n→∞

Tk(n, rk + ε) = 0

where Tk(n, r) = P(random Fk(n, rn) is satisfiable).

3 V.Chvátal and B.Reed (1992), r2 = 1.

Wu Xianyuan THE THRESHOLD FOR RANDOM 3-SAT IS AT LEAST 2.833



random k-SAT

1 A random Fk(n,m) is the conjunction of m clauses,each
selected uniformly and independently. It is called by random
k-SAT.

2 Satisfiability Threshold Conjecture: for every k ≥ 2, there
exists a constant rk such that for all ε > 0 ,

lim
n→∞

Tk(n, rk − ε) = 1, and lim
n→∞

Tk(n, rk + ε) = 0

where Tk(n, r) = P(random Fk(n, rn) is satisfiable).
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random k-SAT

4 E.Friedgut (1999) proved the existence of a threshold.
for every k ≥ 2, there exists a sequence rk(n) such that for all
ε > 0 ,

lim
n→∞

Tk(n, rk(n)− ε) = 1, and lim
n→∞

Tk(n, rk(n) + ε) = 0.

Corollary: If r is such that lim infn→∞ Tk(n, r − ε) > 0, then
for any ε > 0, limn→∞ Tk(n, r − ε) = 1. This implies

rk(n) ≥ r .

Question: rk(n)→ rk(n→∞) ? [ Still Open!]

5 A.Coja-Oghlan (2013), k large enough,

rk(n) ≈ 23 ln 2− (1 + ln 2)/2 + ok(1).
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random 3-SAT

Experimental evidence suggests r3 ≈ 4.2.

upper bounds: best of upper bounds is 4.4898 (J.Diaz
L.kirousis (2008)).

lower bounds (algorithmic): D.Achlioptas, M.-T. Chao,
J.Franco, A.M.Frieze, S.Sueu, G.B.Sorkin etc.
best of lower bounds is 3.52 (G.B.Sorkin (2003)).

lower bounds (non-algorithmic )
best of lower bounds is 2.68 (D.Achlioptas and Y.Peres AMS
2004)(second moment method).
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Main result

Theorem For random 3-SAT, the threshold r3 ≥ 2.833.
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Main method

second moment method

change of measure

optimization
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second moment method

lemma 1 For any non-negative random variable X ,then

P(X > 0) ≥ E 2(X )

E (X 2)
.
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analysis technique

lemma 2 Let φ be any real, positive, twice-differentiable function
on [0, 1] and let

Sn =
n∑

z=0

(
n

z

)
φ(z/n)n

letting 00 ≡ 1,define g on [0, 1] as

g(α) =
φ(α)

αα(1− α)1−α

If there exists αmax ∈ (0, 1) such that g(αmax) > g(α) for all
α 6= αmax , and g ′′(αmax) < 0, then there exist constants B,C > 0
such that for all sufficiently large n,

B × g(αmax)n ≤ Sn ≤ C × g(αmax)n

.
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Main method

X =
∑
σ∈S

w(σ,F ).

Where S = S(F ) ⊆ {0, 1}n, the set of satisfying truth
assignments of F .

w(σ,F ) = 0, if σ 6∈ S(F ); w(σ,F ) =
∏

c∈F w(σ, c), if
σ ∈ S(F ) and:

c(σ) = v w(v) = w(σ, c)

( 1, 1, 1) y1
( 1, 1, 0) y2
( 1, 0, 1) y3
( 0, 1, 1) y4
( 1, 0, 0) y5
( 0, 1, 0) y6
( 0, 0, 1) y7
( 0, 0, 0) 0
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optimization

P(random Fk(n, rn) is satisfiable) = P(X > 0)

Let fw (α) = E [w(σ, c)w(τ, c)] (a pair of truth assignments
σ, τ with overlap z = αn ).

E 2(X ) = (4fw (1/2)r )n

E (X 2) = 2n
n∑

z=0

(
n

z

)
fw (z/n)rn

Now, take φ(α) = 2fw (α)r , then

g(1/2) = 2φ(1/2) = 4fw (1/2)r .
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optimization

Clearly,
g(α) = g(α; y1, y2, . . . , y7; r).

By Lemma 2, if for some r > 0, there exist some positive
y1, y2, . . . , y7 such that g satisfies the conditions in Lemma 2
with αmax = 1/2, then, for large enough n,

r3(n) ≥ r .

By taking

y1 = 1, y2 = y3 = y4 = 1.35, y5 = y6 = y7 = 1.35,

we get our best lower bound r = 2.553.
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change of measure

H(σ,F ): the number of satisfied literal occurrence in F under
σ minus the number of unsatisfied literal occurrence.
S+ = {σ ∈ S : H(σ,F ) > 0},

X+ =
∑
σ∈S+

w(σ,F )

P(X > 0) ≥ P(X+ > 0) ≥ E 2(X+)

E (X 2
+)

.

E (X+)

E (X )
→ 1

2
(n→∞)

E (X 2
+) ≤ E (X 2)

Now use Lemma 2 for X+, by taking

y1 = 1, y2 = y3 = y4 = 1.12, y5 = y6 = y7 = 2.12,

we get our best lower bound r = 2.833.
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Thank you for your attention !
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