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Introduction

Model — markov Chain indexed by the genealogical tree

@ Genealogical tree T

L]
1 2 N
11 IN(1)
u
Each individual u produces N(u)
offspring in next generation ul w2 aN@)

We consider a population with non-overlapping generations. The genealogical
tree T describes the genealogy of the population in discrete time, and the nodes
of the tree are the individuals.
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@ Markov Chain indexed by the genealogical tree

We consider a trait in the population. Let (X, Bx) be the state
space of this trait. For each u € T, denote its trait by X(u) € X.
The process X = (X(u))yer satisfies: for u of generation n,

P(X(ul) € dxy,--- , X(uk) € dxk|N(u) = k, X(u) = x)
:pgk)(xv dX1a"' 7ka)7

where for each k, nand x, pﬁ,k)(x, ) is a probability on X’k

We call X = (X(u))uer @ Markov Chain indexed by the
genealogical tree T.
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@ Objective
Let T, := {u € T : |u| = n} be the set of all individuals in

generation nand
Zn = Z 5X(u)
ueT,
be the counting measure of individuals of generation n. In fact,

for A€ By,
Zy(A) =#{ueTy: X(u) e A}

denotes the number of individuals of generation n whose traits
belong to A. In particular, we write

Np = Zp(X) = #Th.

Objective:
Zn(A)

—7?
Nn
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@ Case I: fixed genealogical tree
We first consider the case where T is fixed (no random).

Theorem 1.1

Let A € Br. We assume that
(i) Np — occasn— oo;
(i) limsupP(|Un A V| > K) — 0 as K — oo, where Up, V), are two individuals
u%ﬁg?mly and independently chosen in Tp;

(i) there exists u(A) € R such that for all u € T satisfying Na(u) > 0 foralln > 1,

and for all x € X, where U,(,“) denotes an individual uniformly chosen in Ty,

lim P (X(Uﬁ“)) € A‘X(u) = x) = u(A).

Then
Zy(A)

Nn

— u(A) in P-probability.
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Assumptions (i) and (ii) hold for many genealogies, such as supercritical
branching genealogies. The assumption (iii) is difficult to obtain in
general. Here we provide a simple example where it holds.

Example 1: Homogeneous kernels

Assume that .
S (A ay ) = p(x, dy)
i=1
depends neither of k nor of n. Let Y = (Y,) be the Markov chain with
transition kernel p. The assumption (iii) in fact is
Px(Yn € A) = n(A)

for every x € X. This convergence is related to the ergodicity of the Markov
chain Y, for which sufficient conditions are known, see e.g.[4].
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@ Case Il: in random environment

@ Inrandom environment
Let &€ = (&,&1, - - ) be a stationary and ergodic process. Each &,
corresponds to a distribution p(£,) = (Px(&n))io ON
No ={0,1,---} and a class of probabilities pé’;)(x, axy, - -+, dXg)
on X* for each k, n, x. Such ¢ is called a random environment.

We consider the case where the population evolves following a
branching process in a random environment (so that T is random).
Given ¢, the offspring number N(u) of individual u of generation n
is distributed as p(¢,) and its offspring traits {X(ui)} are
determined by

Pe(X(ul) € dxr, - - , X(uk) € dx|N(u) = k, X(u) = x)
:pg,(,)(x7 dX17"' 7ka)7

where P, represents the conditional probability given £ and is
usually called quenched law.
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@ Branching process in a random environment (BPRE)
The population of generation n, N,, is a BPRE. Put

My = kok(¢n) (n>0) and P,=mg---my_q1 (n>1).
k

It is well known that the normalized population

_Nn
- &

is a non-negative martingale and its limit W = lim W, exists a.s.
n— oo

Wh

Consider the supercritical non-degenerated case
0 < E(logmy) < oo and E (Iog Ee Wf) < 0. (A)

This assumption ensures that W, — W in L2 under P and so the
limit W > 0 on the non-extinction event {N, — oo}, see [2].
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@ The auxiliary Markov Chain Y = (Y»)
Let . , '
PE06) = P06 AT )
be the ith marginal distribution of pé’;)(x, -) and we introduce the
random transition probability

oo

1 .
Qn(x,) = —= > pul&n) D P (.-
" k=0 i=1
Given the environment &, we define an auxiliary Markov chain in
varying environment Y = (Y,), whose transition probability in time
jis Oj .
Pe(Yir € dy|Y) = x) = Qi(x, dy).
We'll see that the convergence of the measure Z,(-)/N, comes
from the ergodic behavior of Y.
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@ Law of large numbers in generation n
Similarly to the result of Delmas and Marsalle [1] for deterministic
environment case, we have

Theorem 2.1 Law of large numbers in generation n

Let A € Bx. We assume that there exists a sequence (u¢,n(A))n C R such
that for almost all £ and for each r € N,

(Prre x(Yn—r € A) — pe.n(A)) =0 for every x € X. (1)

lim
n—oo
Then we have for almost all ¢, conditionally on the non-extinction event,

Zn(A)
Nn

— pe.n(A) = 0 in Pg-probability.

P¢ x denotes the quenched law when the process Y starts from the
initial value x and T¢ = (&1,&,--+) if € = (&, &1, ).

The condition (1) holds if Y is weakly ergodic. For sufficient conditions
of weak ergodicity in the non-homogeneous case, see Mukhamedov [4].
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Corollary

Let A € Bx. We assume that there exists 1(A) € R such that for
almost all &,

nli_}m Pe x(Yn € A) = p(A) for every x € X. (2)

Then we have for almost all £, conditionally on the non-extinction
event,
Zn(A)
Nn

— 1(A) in P¢-probability.

The condition (2) holds if Y is ergodic. However, the ergodicity in the
non-homogeneous case is difficult to get under general assumptions. If
Y is homogeneous, the sufficient conditions are known, see e.g.[4].
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@ Law of large numbers on the whole tree

Theorem 2.2 Law of large numbers on the whole tree

Let A € By. We assume that there exists u(A) € R such that for
almost all &,

lim — ZPU Yy € A) = u(A)  forevery x € X. (3)

Then we have for almost all &, conditionally on the non-extinction
event,

n
1 > ZdA) _, u(A)  in Pe-probability.
n — Nk

A sufficient condition for (3) was shown in Seppéléinen [5].
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@ Central limit theorem
When the auxiliary Markov chain Y satisfies a central limit theorem, the
measure Z,(-)/ N, maybe also satisfies a central limit theorem.

Theorem 2.3 Central limit theorem

Let X C R. We assume that for almost all £, Y, satisfies a central limit
theorem: there exits a sequence of random variables {(an(&), bn(£)}
satisfying b,(&) > 0 such that

lim Pe (YHET?)(&) < y) =d(y) forevery x € X, (4)

where @ is a continuous function on R. If for each r € N fixed,

im —2®) __ 4 ang jim 28 =aAT) o o (5

n—co bp_r(T7E) n— oo bn—r(T7E)
then we have for almost all £, conditionally on the non-extinction event,

Zn(—00, bn(&)y + an(é)]
Np
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Example 2: Branching random walk with a random environment in

time (Huang and Liu [3])

Given the environment & = (&), each particle u of generation n, located at
X(u) € R, is independently replaced by N(u) new particles of generation
n + 1 which scatter on R with positions determined by

X(ui) = X(u) + Li(u),

where the point process (N(u); L1(u), Lo(u), - - - ) has the normalized intensity
measure g, = g(&n) for u € Thp. In this model, we can see that

Qn(x, dy) = gn(dy — x).

Let pun = [ tgn(dt) and o5 = [, (t — pn)?gn(dt). Huang and Liu [3] obtained
(under certain assumptions) the condition (4), with

n—1

n—1 1/2
an(€) =D nn,  bn(§) = (Z a§> :
i=0

i=0
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