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Abstract: This talk concerns with the risk probability criterion for semi-Markov decision processes. The goal of the
optimization is to minimize the risk probability that a system reaches a prescribed reward level during a first passage
time to a given target set. Besides the motivation of the work in this talk, we will show the main results, which
include the establishment of the optimality equation, the existence of an optimal policy, a value iteration algorithm
for computing the optimal value, and a numerable example.
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