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Introduction: Framework and Known Results

Consider SDEs

dXt = b(Xt)dt + st
XO =X,

and
{dXt = b(Xe-)dt + [ F(Xe—, 2)N(dz, dt),

X():X.

@ b:R" — R"and f: R" x Rj — R"” are measurable;

@ L; is a pure jump Lévy process with Lévy measure v, and N(dz, ds) is
the associated martingale measure.
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Introduction: Framework and Known Results

We aim to obtain gradient estimates, strongly Feller property and Harnack
inequality for the associated semigroup

Pee(x) = E(X) = | E(0Pilxidy). 0<t< T, g e H(R").
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Introduction: Framework and Known Results

Some known results:

e [R. F. Bass and M. Cranston (1986) Ann. Prob]

An integration by parts formula for pure jump processes whose
characteristic measure is Lebesgue measure.

e [Norris (1988)]
An integration by parts formula for SDEs driven by jump processes with
locally regular Lévy measure.

e [F. Y. Wang(2011)SPA]
Explicit gradient estimates for time-homogenous linear SDEs driven by
general Lévy processes.

e [F. Y. Wang (2012)arXiv:1104.5531v4]
Derivative formula, Harnack inequality, Log-Harnack inequality for
time-nonhomogenous linear SDEs driven by general Lévy processes.
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LP-Derivatives and Integration by Parts Formula

Basic Assumption:
@ There exists an open set U C R{ and a function p € C1(U) with

v(dz) ly= p(z)dz and p(z) >0, Vze U.

@ Up is a closed subset of U.

o A predictable process V = {V/(t,z)}:<7 on (2 x [0, T] x R})
satisfies:

(H2.1)suppV C [0, T]x Uy, V(t,-) € C1(Up); V andD,V are bounded.
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LP-Derivatives and Integration by Parts Formula

Define a perturbed random measure,
t
N¢(B x [0,t]) = / / Ig(z +€eV(s, z))N(dz, ds), (1)
0 JRg

where v(B) < oo.

Definition 2.1[Bass]

For p > 1, a function F = F(N) is called to have an LP-derivative in the
direction V/, if there exists an LP-integrable random variable denoted by
Dy F, such that

lim E|

0 FV) - FN) _ DyF|P =0,
€— €

where N€ is defined as (1).
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LP-Derivatives and Integration by Parts Formula

For e > 0 sufficiently small, let

A (5.2) detD,(z + €V(s, z))#ﬁz)), z € Uy,
S,Z =
1, Z € (U())C7

z;:exp{/ot/ulogx(s,z)/v(dz, ds)—/ot/u()\e(s,z)—1)u(dz)ds}.

There exists a new probability measure P¢ such that

dP*

W |]:t: Zt'
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LP-Derivatives and Integration by Parts Formula

{ﬂ} are uniformly integrable.
0<e<1

€

Proposition 2.2[Norris]
The P¢-law of N is qual to the P-law of N;.

Proposition 2.3

Assume F is a function of N; := {N(dz,ds),s < t}. If F(N;) is
square-integrable and V satisfies (H2.1), then F(N;) has a [!-derivative
Dy F(N;) and

EDVF(Nt) = _E[F(Nt)Rt]a (2)

where Ry = fo Juo MN(dz ds).

p(z2)
v
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LP-Derivatives and Integration by Parts Formula

For an R"-valued Lévy process L = {L;}:<T, with the Lévy-Khinchin
decomposition,

t _ t
Ly = at+ W, —|—/ / zN(dz, ds) —|—/ / zN(dz, ds).
0 J[z:0<|z|<1] 0 Jz:|z|>1]

Set
Fr=0{Ws:s <t} G =o{Ns:s < t}.

Then filtration {F;}t>0 and {G¢}+>0 are independent.
Denote

N = {h h is adapted to {F;}i<1 and E exp{= / )|?ds} < oo}.
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LP-Derivatives and Integration by Parts Formula

For fixed h € .4/, Gi-adapted process V satisfying (H2.1), let

Z,_f—exp{ /t(h /|h )|?ds
//Iog)\esz (dz,ds) — //)\esz—l (dz)d}.

There exists a new probability measure Q¢ such that ‘{% | Fove= Zf,
where F; V Gy = O'{Al N Az‘Al e Fi, A € Qt}
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LP-Derivatives and Integration by Parts Formula

Definition 2.2

A function F = F(W;, N;) is called to have an LP-derivative in the
direction (h, V), denoted by Dy, \/yF. If D4 v)F is LP-integrable and

F(W; — € [} h(s)ds, Nf) — F (W, N;)

lim E Doy F(We, Np)|* =0
lim . (h,V) t, V)| =1,
where N€ is defined as (1).
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LP-Derivatives and Integration by Parts Formula

Proposition 2.4

For h € ¥, Gi-adapted process V satisfying (H2.1), if F = F(W;, N;) are
square-integrable, then F has an L!-derivative Dp,vyF (W, Nt), and

ED(p,vyF(Wi, Nt) = —E[F(We, Ne)(He + Re)], (3)

where

_ [ _ [ [ div(p(2)V(s, 2)) ~
Ht_/o (h(s), dWs), Rt_/o /UO e N(dz, ds).

Remark 2.5

If h=0, then equality (3) becomes to (2). If V =0, equality (3) becomes
to the classic integration by parts formula associated to Wiener processes.

v
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© Nonlinear SDEs Driven by Additive Jump Processes
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Nonlinear SDEs Driven by Additive Jump Processes

Consider the following equation

Xo = X,

where b : R" - R", L; = fo f 2>1 zN(dz, ds) —|—f0 f0<|2|<1 zN(dz ds).
If b satisfies Lipschitz condition, then the equation (4) admits a unique
solution, written as

t
Xt =X +/ b(Xs)dS + Lt.
0
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Nonlinear SDEs Driven by Additive Jump Processes

@ Question: As a function of N, which direction ensures the existence of
the L2-derivative for the solution X;?

e Hypothesis (H3.1):
|V(s,z)| < k(s)h(z), Vse[0,T], VzeRyg,
where k : [0, T] — [0, 00) is a bounded measurable function,

h: Ry — [0, 00) satisfies h € LY(U, v(dz)) N L?(U,v(dz)) and
supp h C U.
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Nonlinear SDEs Driven by Additive Jump Processes

Theorem 3.1

If (H3.1) holds and b(x) € CZ(R"), then the solution of equation(4) has an
L2-derivative. Moreover, the L2-derivative satisfies the following equation

dDy X: = Vb(X¢)Dy Xz dt + ng V(t,z)N(dz, dt) (5)
Dy Xp = 0.

v
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Nonlinear SDEs Driven by Additive Jump Processes

(H3.2)There exist a square-integrable nonnegative process {((s)}s<7 and
a nonnegative function ¢ : U — R satisfying 1) € L?(U, v(dz)) such that

div(p(z)V (s, z)

DV < ooyt

Theorem 3.2

If (H3.1) and (H3.2) hold, W € L2(U,v(dz)), then for any bounded
test function g,

EDyg(X:) = —Eg(Xt)Ry,

where

R, _/ / div(p(z)V (s, z)) N(dz, ds).

p(z)

v
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Nonlinear SDEs Driven by Additive Jump Processes

Set

H, :{h € LL(U,v(dz))n L2(U, u(dz))||w:'”)| € L?(U,v(dz))

h
and dist (. 00) € L%(U, I/(dz))}.
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Nonlinear SDEs Driven by Additive Jump Processes

Theorem 3.3
If b(x) € C2(R"), h € H, and § > —o0, then for £ € R”, t > —46 and
bounded test function g,

[VePeg(x)]

<llgllo C(t, h y)eVblloof“gH{ m

P (2)

+2\// v(dz) + (t /h(Z)V(dZ))z}a

where C(t, h,v) is a constant depending on t, h and v.

Y(dz))?

Corollary 3.4
Under the conditions of Theorem 3.3, P; is strongly Feller.
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Nonlinear SDEs Driven by Additive Jump Processes

Outline of the proof:

In order to get strongly Feller property, we should prove

VPg(x) < C(x)gllc-

In fact, for any £ € R”,

VePig(x) = VeEg(X{) = EVg(X{)Ji&,

where J; satisfies
th == Vb(Xt)Jtdt,
J=1
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Nonlinear SDEs Driven by Additive Jump Processes

[t6 formula implies

t
Dy X; = J; / / J71V (s, z)N(dz, ds).
0 JR

Choose V/(s,z) = h(z)Js¢ with nonnegative function h. Then

Dy X; = / /n N(dz, ds)J:E.

Let Hy = [ fR” N(dz, ds).

If H; > 0, a.s., then H, 1Dy X, = J;£.
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Nonlinear SDEs Driven by Additive Jump Processes

Thus,

VePig(x) = VeEg(XY) = EVg(XY)Jeé
—EVg(XX)H; Dy X; = EH;*Dyg(XY)
=EDy (H; 'g(X¥)) — EDv(H; Mg (X))
=Eg(X{)[—H; "Re — Dv(H; )]

—Eg(XX)[—H; 1R — H;2 /Ot/ Vh(z) - V(s,z)N(dz,ds)].
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Nonlinear SDEs Driven by Additive Jump Processes

Basic properties of Ht_1
LP-integrability

Proposition 3.5[Norris]

Forp>1,ift> pllmlnf then EH, " < oo.

(h> )!

Exponential Integrability

Proposition 3.6

If h € L1 (U,v(dz)), hand v satisfy lim inf v(h > €)e > 0, then there
exists C > 0 such that

Eexp{H; '} < exp{C(t + %)}7 vVt > 0.
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Nonlinear SDEs Driven by Additive Jump Processes

Example 3.7

Let p(z) = M%,O < a < 2, S 1 be the unit spherical surface in R".
Open sets B, By and B, in "1 satisfy By C B and B, C B;. Set
U:{zeR”:O<|zy<1,|§—|eB},
Ui={z€eR":0<|z| <3, €Bi},
Ur={z€R":0< |z| < 3,5 € B2}

Take functions:

e CHS" 1), Ig, < ¢ < Ig,;

Y€ G(0,1), hg 1y <% < g 2y;

h(z) = |21z )o(E), B> & + 1,

then h € H, and conditions of Theorem 3.5 hold.
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Nonlinear SDEs Driven by Additive Jump Processes

Set
G :{h € LL(U, v(dz)) N L2(U, v(d2))|h € CL(U),
€ 12(U,v(dz))

and [Vhp)| < Ch(z), C > 0}.

p

dist(-,0U)
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Nonlinear SDEs Driven by Additive Jump Processes

Young's Inequality
Theorem 3.8

If b(x) € CZ(R"), h € H,, and lim i(r)1f v(h > €)e > 0, then for any § > 0

and bounded nonnegative test function g,

VePig(x) < 0{Puglogg)(x) - Pig(x)log(Pig(x))}

C(t,b h
+5exp{ ( ) 7&(;1/3 7p)}Ptg(X)’

where C(t, b,&, v, h, p) is a constant depending on t, b, &, v, h and p.
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Nonlinear SDEs Driven by Additive Jump Processes

Harnack Inequality

Theorem 3.9

If b(x) € CZ(R"), h € H), and lim i(r)n‘ v(h > €)e > 0, then for any o > 1

and bounded nonnegative test function g,

(P:g)*(x) < exp{aC(t,b,y,v,h,p)}Pig*(x+y), x,y €R",

where C(t, b, y,v, h,p) is a constant depending on t, b, y, v, h and p.
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e Nonlinear SDEs Driven by Multiplicative Jump Processes
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Consider the following equation

dXe = b(Xe-)dt + [, f(Xe—, z)N(dz, dt),
Xo = X,

where b: R" — R", f : R" x Rj — R" are measurable.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Hypothesis:

(H4.1) b e CZ(R");

(H4.2) Partial derivatives f{(-,z), f3(x,-) and f{1(+, z) are bounded
onR"” x U, and satisfy

sup ’fll(x7 ‘)|and sup |fili(x’ )| € L2(U7 V(dZ));

(H4.3) Partial derivatives f}; and f3} are bounded on R"” x U;
(H4.4) |V(s,z)| < k(s)h(z), where k : [0, T] — R are bounded,
4

h: U — R* are continuous bounded function and h € ﬂ LP(U,v(dz))
p=1
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Existence of L2-Derivative:

Theorem 4.1

If (H4.1)-(H4.4) hold, then the solution of equation (6) has an
L2-derivative and the derivative solves the following equation

dDyX; = Vb(Xe=)Dy Xe—dt + [gg £ (Xe—, 2)Dy Xe—N(dz, dt)
+ Jog B(Xems 2)V(£,2)N(dz, ), (7)
DyXo = 0.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

@ Set
Mf = (5) 1+ f), M =]|Mf|,

{ (4] P(U,v(dz))|h >0, ‘V(;’p” € L2(U, v(dz))

h
and el 90) © L2(U,V(dz))}.

@ Non-degeneracy Condition

(H45) sup ||(I+ fl’(x,z))_1|| < 0.
x€R",zeU
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Nonlinear SDEs Driven by Multiplicative Jump Processes

@ Jaccobi Matrix

{th = Vb(Xe—)de-dt + [, f(X;_, 2)Jr_N(dz, dt),
Jo=1.

Inverse Matrix

dJit = —J7IVb(X)dt — J7 Jrg (1 + H(Xes 2)) (X, , z)N(dz,
I [rg (I + H(Xem, 2)) (] (X 2)?w(dz)dt,
Jot=1.
(9)
@ When (H4.4)-(H4.4) and (H4.5) hold, both of equation (8) and (9)
admit respective solutions.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Theorem 4.2

Assume that (H4.1)-(H4.3) and (H4.5) hold. If h € G,, 6 > —oo, Mf and
(Mf), are bounded, then there exists a constant C = C(t, h,v) , for any
£ eR", t > —460 and bounded test function g

VePg(x)| < CHglloollfll{ exp {£Vbloo + ¢ [ suplfi(x 2)Pu(e)}
0 X

V(hp)
x \/n/\/’z\lpllfz + nl[(MF)5]12 1 All7. + MV hllog

x exp{QtHVH]oo—i—t/ sup | (x, 2)Pu(dz) |/ tl All 22 2,
Ry X

Corollary 4.3

N~

Under the conditions of Theorem 4.2, P; is strongly Feller.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Outline of proof
The key is to find a proper direction V. By equation (7), (8) and (9), It6
formula implies

Dy X; = Jt/ / I+ f{(Xs_, 2)) " 5 (Xs—, 2)V(s, z) N(dz, ds).
Choose
V(s,2) = (X, 2)) (0 + £ (X)) Jo_h(2)E.
Then Dy X; = H:J:£, where Hy = fot Jy h(2)N(dz, ds) with nonnegative

function h vanishing off U.
The reminder of the proof is similar to Theorem3.3.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Example 4.4

Let p(z) = M% with 0 < oo < 2. Denote the unit spherical surface in R”
by S"~1. Open sets B, By and B, in S"1 satisfy B; C B and B> C B;.
Set U={zeR": O<\z!<57|z| € B},

Ur={zeR":0< |z < 34,7 € B},

Up={z€R":0< |z < 30, % € Ba}.

Take functions:

¢ € Cy(5" 1), I, < ¢ < Iy,

¥ € C3(0,1), lo15) <% < /(0,25)

h(z) = |z|°¥(|z])¢ (|z|) B>35+1,

f(x,z) =g(x)z, g € C2(R”),g > 0.

Then for ¢ sufficiently small, the conditions of Theorem 4.2 hold.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Set

{ (4] P(U,v(dz))|h > 0,Vh € CL(U), N(;’p)’ < Ch(z)

h
and G (.00 € L?(U, u(dz))}.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Young's Inequality:

Theorem 4.5

Assume (H4.1)-(H4.3) and (H4.5) hold. If h € G}, lim i(r)n‘ v(h>e€)e >0,

Mf and (Mf), are bounded, then for any 6 > 0 and bounded nonnegative
test function g,

VePig(x) <O{ Pi(g log £)(x) — Prg (x) log(Prg (x)) |

C(t,b h, p, f
+(5€Xp{ (7 76751/7 2 )}Ptg(x),

where C(t,b,&, v, h, p, f) is a constant depending on t, b, &, v, h, p and f.
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Nonlinear SDEs Driven by Multiplicative Jump Processes

Harnack Inequality:

Theorem 4.6
Under the conditions of Theorem 4.5, for any « > 1 and bounded
nonnegative test function g,

(Peg)*(x) < exp{aC(t,b,y,v,h,p)}Pig*(x+y), x,y €R",

where the constant C(t, b, y,v, h, p, f) only depends on t, b, y, v, h, p
and f.
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