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Background and Motivation

Many physical and economic systems should be and in fact have
been successfully modeled by discontinuous Markov processes.
Discontinuous Markov processes are also very important from a
theoretical point of view.

Due to their importance both in theory and in applications,
discontinuous Markov processes, particularly Lévy processes, have
been receiving intensive study in recent years.
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The recent study on discontinuous Markov processes started in the
1990’s with the study of symmetric α-stable processes, α ∈ (0, 2).
Recall that a symmetric α-stable process is a Lévy process with Lévy
exponnet Φ(θ) = |θ|α, that is,

E[exp{iθ · Xt}] = exp{−t|θ|α}, θ ∈ R
d .

One of the first result in this respect is the following sharp Green
function estimates of symmetric α-stable processes in bounded C1,1

domains, obtained in dependently by Chen-Song and Kulczycki.
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Theorem

Suppose that d ≥ 2 and α ∈ (0, 2). Let D be a bounded C1,1 domain
in R

d and let GD be the Green function of the symmetric α-stable
process in D. Then

GD(x , y) ≍

(
1 ∧

(δD(x)δD(y))α/2

|x − y |α

)
1

|x − y |d−α
, x , y ∈ D.

The same form of the estimates in the case α = 2 (and d ≥ 3) were
obtained much earlier by Widman and Zhao.
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In 2002, the above Green function estimates were generalized to
relativistic stable processes by Ryznar. Recall that a relativistic
α-stable process (with relativistic mass m > 0) is a Lévy process with
Lévy exponent Φ(θ) = (|θ|2 + m2/α)α/2 − m. Then in 2003,
Chen-Song developed a general perturbation result which includes
Ryznar’s result as special cases.

Theorem

Suppose that d ≥ 2, α ∈ (0, 2) and m > 0. Let D be a bounded C1,1

domain in R
d and let GD be the Green function of the relativistic

α-stable process with mass m in D. Then

GD(x , y) ≍

(
1 ∧

(δD(x)δD(y))α/2

|x − y |α

)
1

|x − y |d−α
, x , y ∈ D.
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In a recent paper Chen-Kim-Song, sharp estimates on the heat
kernel of the Lévy process with Lévy exponent Φ(θ) = |θ|α + |θ|β ,
0 < β < α < 2, were obtained. As a consequence of the heat kernel
estimates, one can easily get the following Green function estimates
which can not be obtained by perturbation methods.

Theorem
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The common feature of those Green function estimates is that both
the distance between the points, |x − y |, and distances to Dc ,
δD(x), δD(y), appear as arguments of the power functions.

However, it follows from Chapter 5 of LNM Vol 1980 that the
asymptotic behavior the Green function G(x , y) of many transient
symmetric Lévy processes are of the form

G(x , y) ∼
1

|x − y |α−dℓ(|x |−2)
as |x | → 0

where α ∈ (0, 2) and ℓ is a nontrivial slowly varying function at infinity.
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Therefore, Green function estimates of the above form can not be
true for these general symmetric Lévy processes.

In this talk, I will present some recent results on sharp estimates of
the Green functions of subordinate Brownian motions.
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A C∞ function φ : (0,∞) → [0,∞) is called a Bernstein function if
(−1)nDnφ ≤ 0 for every positive integer n ≥ 1.

Every Bernstein function has a representation

φ(λ) = a + bλ +

∫

(0,∞)

(1 − e−λt)µ(dt)

where a, b ≥ 0 and µ is a measure on (0,∞) satisfying∫
(0,∞)

(1 ∧ t)µ(dt) < ∞.

a is called the killing coefficient, b the drift and µ the Lévy measure of
the Bernstein function.
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A Bernstein function φ is called a complete Bernstein function if the
Lévy measure µ has a completely monotone density µ(t), i.e.,
(−1)nDnµ ≥ 0 for every non-negative integer n ≥ 0. We will denote
the Lévy density by µ(t).

By Bernstein’s theorem, function on (0,∞) is a completely monotone
function iff it is the Laplace transform of a measure on [0,∞).
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A subordinator is a just a nonnegative Lévy process. A subordinator
S = (St : t ≥ 0) is usually characterized by its Laplace exponent φ,
that is

E

[
e−λSt

]
= e−tφ(λ), ∀ t, λ > 0.

The Laplace exponent of a subordinator is always a Bernstein
function. A subordinator is called a complete subordinator if its
Laplace exponent is a complete Bernstein function.
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Let U be the renewal function of the subordinator S, that is, for any
t > 0,

U(t) = E

∫ ∞

0
1{Xs≤t}ds.

S is a complete subordinator iff U is absolutely continuous with
respect to the Lebesgue measure and the density (also called the
potential density of S) is completely monotone.
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Let W = (Wt = (W 1
t , . . . , W d

t ) : t ≥ 0) be a d-dimensional Brownian
motion, and let S = (St : t ≥ 0) be an independent subordinator. The
process X = (Xt : t ≥ 0) defined by Xt := WSt , t ≥ 0 is called a
subordinate Brownian motion.

If the Laplace exponent of S is φ, then the Lévy exponent of the
subordinate Brownian motion X is given by Φ(θ) = φ(|θ|2). By
choosing the Laplace exponent φ(λ) as λα/2, (λ + m2/α)α/2 − m and
λβ/2 + λα/2 respectively, the resulting subordinate Brownian motion
turns out to be a symmetric α-stable process, a relativistic stable
process and an independent sum of β and α-stable processes
respectively.
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Subordinate Brownian motions form a large class of symmetric Lévy
processes, yet it is much more tractable than general symmetric Lévy
processes.

Subordinate Brownian motions are used in mathematical finance, as
the subordintaor can be thought of as the “operational time” or
“intrinsic time”.
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In this talk, I will always assume that S is a complete subordinator
with Laplace exponent φ. Our standing assumption is that

φ(λ) = λα/2ℓ(λ) ,

where ℓ is a slowly varying function at infinity, 0 < α < 2. This is just
an assumption on the asymptotic behavior of φ at infinity.

It is easy to check that, when d ≥ 3, the subordinate Brownian motion
is transient. And we will use G(x , y) to denote the Green function of
X . When d ≤ 2, X may not be transient. However, under the following
assumption, X will be also transient for d ≤ 1.

H: The potential density u of S satisfied the following: There exist
constants c > 0 and γ < d/2 such that

u(t) ≤ ctγ−1, ∀ t ≥ 1 .
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Here is our main result. For d ≥ 3, we do not assume anything else
besides our standing assumption. For d ≤ 2, we need to assume the
additional H.

Theorem

Let d ≥ 1 and D a bounded C1,1 domain in R
d . Let GD be the Green

function of the subordinate Brownian motion X in D. Then

GD(x , y) ≍

(
1 ∧

(δD(x)δD(y))α/2ℓ(|x − y |−2)√
ℓ((δD(x))−2)ℓ((δD(y))−2) |x − y |α

)

×
1

ℓ(|x − y |−2)|x − y |d−α
.
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Examples

When φ(λ) = λα/2, ℓ(λ) = 1;

When φ(λ) = (λ + 1)α/2 − 1, ℓ(λ) = ((λ + 1)α/2 − 1)λα/2;

When φ(λ) = λα/2 + λβ/2, where 0 < β < α, ℓ(λ) = 1 + λ(β−α)/2.

When φ(λ) = λα/2(log(1 + λ))γ/2, where α ∈ (0, 2), γ ∈ (0, 2 − α],
then ℓ(λ) = (log(1 + λ))γ/2;

When φ(λ) = λα/2(log(1 + λ))−β/2, where where
α ∈ (0, 2), β ∈ (0, α], then ℓ(λ) = (log(1 + λ))−β/2.
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By spatial homogeneity we may write G(x , y) = G(x − y) where the
function G is given by the following formula

G(x) =

∫ ∞

0
(4πt)−d/2e−|x|2/(4t)u(t)dt, x ∈ R

d ,

where u is the potential density of S Since u is decreasing, using this
formula we see that G is radially decreasing and continuous in
R

d \ {0}.



Introduction Setting and Main Result Estimates on bounded non-smooth sets Explicit estimates on bounded smooth open sets

The Lévy measure of the process X has a density J , called the Lévy
density, given by

J(x) =

∫ ∞

0
(4πt)−d/2e−|x|2/(4t)µ(t)dt, x ∈ R

d .

Thus J(x) = j(|x |) with

j(r) =

∫ ∞

0
(4πt)−d/2e−r2/(4t)µ(t)dt, r > 0.

Note that the function r 7→ j(r) is continuous and decreasing on
(0,∞). We will sometimes use notation J(x , y) for J(x − y).
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By using our standing assumption, we can apply the Tauberian
theorem and the monotone density theorem to get asymptotic
behaviors of u and µ at 0. Using these, one can get the following
asymptotic behaviors of G and J at the origin.

Theorem

G(x) ∼ c1
1

|x |d−αℓ(|x |−2)
, |x | → 0

j(r) ∼ c2
ℓ(r−2)

rd+α
, r → 0

for some explicit constants c1 and c2.
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Using these and some other facts, we have the following

Harnack inequality

There exist R1 = R1(α, ℓ) ∈ (0, 1) and c = c(α, ℓ) > 0 such that for
every r ∈ (0, R1), every x0 ∈ R

d , and every nonnegative function u on
R

d which is harmonic in B(x0, r) with respect to X we have

sup
y∈B(x0,r/2)

u(y) ≤ c inf
y∈B(x0,r/2)

u(y).
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Using these and some other facts, we have the following

Harnack inequality

There exist R1 = R1(α, ℓ) ∈ (0, 1) and c = c(α, ℓ) > 0 such that for
every r ∈ (0, R1), every x0 ∈ R

d , and every nonnegative function u on
R

d which is harmonic in B(x0, r) with respect to X we have

sup
y∈B(x0,r/2)

u(y) ≤ c inf
y∈B(x0,r/2)
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An open set D in R
d is κ-fat with the the characteristics (R0, κ) if each

Q ∈ ∂D and r ∈ (0, R0), D ∩ B(Q, r) contains a ball B(Ar (Q), κr). Any
C1,1 open set is κ-fat.

The following boundary Harnack principle is proved in
Kim-Song-Vondracek (09):
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Boundary Harnack Principle

Suppose that D is a κ-fat open set with the characteristics (R0, κ).
There exist constants R2 = R2(R0, κ, α, ℓ) ≤ R1 and
c = c(R0, κ, α, ℓ) > 1 such that, if r ∈ (0, R2] and Q ∈ ∂D, then for
any nonnegative functions u, v in R

d which are regular harmonic in
D ∩ B(Q, 2r) with respect to X and vanish in Dc ∩ B(Q, 2r), we have

c−1 u(Ar (Q))

v(Ar(Q))
≤

u(x)

v(x)
≤ c

u(Ar (Q))

v(Ar (Q))
, x ∈ D ∩ B(Q,

r
2

).
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Fix z0 ∈ D with κR4 < δD(z0) < R2 and let ε1 := κR2/24. For
x , y ∈ D, we define r(x , y) := δD(x)∨ δD(y)∨ |x − y | and B(x , y) to be

{
A ∈ D : δD(A) >

κ

2
r(x , y), |x − A| ∨ |y − A| < 5r(x , y)

}

when r(x , y) < ε1, and to be {z0} when r(x , y) ≥ ε1.

Define
g(x) = GD(x , z0) ∧ C

for some appropriate constant C.
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Using the Green function estimates, Harnack inequality, boundary
Harnack principle, and some routine (by now) arguments we get the
following

Theorem

Suppose that D is a bounded κ-fat open set with the characteristics
(R0, κ). Then on D × D

GD(x , y) ≍
g(x)g(y)

g(A)2|x − y |d−αℓ(|x − y |−2)
A ∈ B(x , y).
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Recall that W = (W 1, . . . , W d ) is a d-dimensional Brownian motion
and S = (St : t ≥ 0) an independent subordinator with the Laplace
exponent φ satisfying our standing assumption. X = (Xt : t ≥ 0) is
the d-dimensional subordinate Brownian motion defined by Xt = WSt .

Let Z = (Zt : t ≥ 0) be a one-dimensional Brownian motion defined
as Zt := W d

St
. Then Z is a one-dimensional subordinate Brownian

motion with Lévy exponent Φ(θ) = φ(|θ|2).



Introduction Setting and Main Result Estimates on bounded non-smooth sets Explicit estimates on bounded smooth open sets

Recall that W = (W 1, . . . , W d ) is a d-dimensional Brownian motion
and S = (St : t ≥ 0) an independent subordinator with the Laplace
exponent φ satisfying our standing assumption. X = (Xt : t ≥ 0) is
the d-dimensional subordinate Brownian motion defined by Xt = WSt .

Let Z = (Zt : t ≥ 0) be a one-dimensional Brownian motion defined
as Zt := W d

St
. Then Z is a one-dimensional subordinate Brownian
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Let Z t := sup{0∨ Zs : 0 ≤ s ≤ t} and let Lt be a local time of Z − Z at
0. L is also called a local time of the process Z reflected at the
supremum.

Then the right continuous inverse L−1
t of L is a possibly killed

subordinator and is called the ladder time process of Z . The process
Z L−1

t
is also a possibly killed subordinator and is called the ladder

height process of X .
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Proposition

The Laplace exponent χ of the ladder height process of the
subordinate Brownian motion Z is also a complete Bernstein function.

We use V to denote the renewal function of ladder height process of
Z . We will use v to denote its density. By the proposition above, v is
smooth.
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Using our standing assumption and the formula

χ(λ) = exp
(

1
π

∫ ∞

0

log(φ(λ2θ2))

1 + θ2 dθ

)
, ∀λ > 0,

one can get
χ(λ) ∼ λα/2(ℓ(λ2))1/2, λ → ∞.

Using this, the Tauberian theorem and the monotone density
theorem, we can easily get
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Proposition

As t → 0, we have

V (t) ∼ c tα/2 and v(t) ∼ c tα/2−1.

The following result follows from a result of Silverstein:

Theorem

Let w(x) := V ((xd )+). Then w is harmonic in R
d
+ with respect to X

and, for any r > 0, regular harmonic in R
d−1 × (0, r) with respect to X .
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Recall that harmonic functions are defined probabilistically. We now
derive some analytic properties of w .

Define the operator (A, D(A)) as follows:

Aw(x) = lim
ε↓0

∫

|x−y |>ε

(w(y) − w(x)) j(|y − x |) dy

and the domain D(A) consists of all real-valued functions w on R
d

such that the limit above exists and is finite.

It is well known that C2
0 ⊂ D(A), and A restricted to C2

0 coincides with
the infinitesimal generator of the process X .
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Theorem

Let w(x) = V ((xd )+). Then Aw(x) is well defined for all x ∈ R
d
+, and

Aw(x) = 0 for all x ∈ R
d
+.

From now on we fix a C1,1 open set with C1,1 characteristics (R, Λ).
The following result requires more than 5 pages of calculations

Lemma

Fix Q ∈ ∂D and let

h(y) := V (δD(y)) 1D∩B(Q,R)(y).

There exist C = C(α, Λ, R, ℓ) > 0 and R3 ≤ R/4 independent of the
point Q ∈ ∂D such that Ah is well defined in D ∩ B(Q, R3) and

|Ah(x)| ≤ C for all x ∈ D ∩ B(Q, R3) .
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We define for a, b > 0

DQ(a, b) :=
{

y ∈ D : a > ρQ(y) > 0, |ỹ | < b
}

.

Using the result above we can get the following

Lemma

There are constants R4 = R4(R, Λ, α, ℓ) ∈ (0, R3/(4
√

1 + (1 + Λ)2))
and ci = ci(R, Λ, α) > 0, i = 1, 2, such that for every r ≤ R4, Q ∈ ∂D
and x ∈ DQ(r , r),

Px

(
XτDQ (r,r ) ∈ D

)
≥ c1V (δD(x))

and
Ex
[
τDQ(r ,r)

]
≤ c2V (δD(x)).



Introduction Setting and Main Result Estimates on bounded non-smooth sets Explicit estimates on bounded smooth open sets

We define for a, b > 0

DQ(a, b) :=
{

y ∈ D : a > ρQ(y) > 0, |ỹ | < b
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Using the estimates above we can get

Theorem

Suppose that D is a bounded C1,1 open set in R
d . Then there exists

c = c(D, α) > 0 such that for all x ∈ D,

c−1 (V (δD(x)) ∧ 1) ≤ g(x) ≤ c (V (δD(x)) ∧ 1) ,

or equivalently (with a possibly different constant)

c−1

(
(δD(x))α/2

√
ℓ((δD(x))−2)

∧ 1

)
≤ g(x) ≤ c

(
(δD(x))α/2

√
ℓ((δD(x))−2)

∧ 1

)
.
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Now our main result follows immediately from this and our Green
function estimates for bounded κ-fat sets. In fact, our main result can
be written following compact form

GD(x , y) ≍

(
1 ∧

V (δD(x))V (δD(y))

V (|x − y |)2

)
G(x , y).
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Thank you!
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