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1 Background

• Definition of Decay parameter
Let E be a countable set.
Q = (qij; i, j ∈ E) be a stable q-matrix.
(pij(t); i, j ∈ E is the Feller minimal Q-process.
C is a communicating class of E and

lim
t→∞

pij(t) = 0, i, j ∈ C.

By Kingman (1936), there exists a number λC ≥ 0 such that for
all i, j ∈ C,

1

t
log pij(t) → −λC as t →∞

λC is called the decay parameter for C.

http://192.9.200.1
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On the other hand, let

µij = inf{λ ≥ 0 :

∫ ∞

0

eλtpij(t)dt = ∞}

= sup{λ ≥ 0 :

∫ ∞

0

eλtpij(t)dt < ∞}.

It is easily seen that µij does not depend on i, j ∈ C, the common
value is denoted by µ. Moreover,

λC = µ.

(see, for example, Pollett (2006)).

http://192.9.200.1
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• Definition of λC-recurrence

λC-recurrent:
∫∞

0 eλCtpii(t)dt = +∞, ∀i ∈ C

λC-transient:
∫∞

0 eλCtpii(t)dt < +∞, ∀i ∈ C

Positively λC-recurrent: limt→∞ eλCtpii(t)dt > 0, ∀i ∈ C

http://192.9.200.1
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λC-subinvariant measure (mk; k ∈ C) for Q:∑
k∈C

mkqkj ≤ −λCmj, mj > 0∀j ∈ C.

It is called λC-invariant if the equality holds.
λC-subinvariant vector (xk; k ∈ C) for Q:∑

j∈C

qijxj ≤ −λCxi, xi > 0, ∀i ∈ C.

It is called λC-invariant if the equality holds.
Similarly, one can define λC-(sub)invariant measure/vector for
P (t).

http://192.9.200.1
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• Problems:
I λC =?;
I The λC-recurrency of the process.

• Known progress:
(i) Finite Markov chains.

(ii) BDP(Chen M.F.).
Special BDP: qi i−1 = a, qi i+1 = b, then λC = (

√
a−

√
b)2.

(iii) MBP: qij = ibj−i+1, then λC = −B′(q) where

B(s) =

∞∑
j=0

bjs
j

and q is the smallest nonnegative root of B(s) = 0.

http://192.9.200.1
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(iv) Stopped MX/M/1 queue (Li and Chen, 2008):

qij =

bj−i+1, if i ≥ 1, j ≥ i− 1

0, otherwise

λC = sup{λ ≥ 0 : B(s) + λs = 0 has a root in (0, +∞)}

where B(s) =
∑∞

k=0 bks
k.

http://192.9.200.1
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(v) Controlled MX/M/1 queue (Li and Chen, 2009):

qij =


hj, if i = 0, j ≥ 0

bj−i+1, if i ≥ 1, j ≥ i− 1

0, otherwise

λC

= sup{λ ≥ 0 : B(s) + λs ≤ 0, λ + H(s) ≤ 0 has a root in (0, 1)}

where B(s) =
∑∞

k=0 bks
k and H(s) =

∑∞
k=0 hks

k.

http://192.9.200.1
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• Description of the models in this talk
Let Q = (qij; i, j ∈ Z+) be defined as follows:

qij =


ibj−i+1 + aj−i, if i ≥ 0, j ≥ i

b0, if i ≥ 1, j = (i− 1) ∨ 0

0, otherwise,

(1)

where bj ≥ 0 (j 6= 1), 0 <
∑

j 6=1 bj ≤ −b1 < ∞

aj ≥ 0 (j 6= 0), 0 <
∑

j=1 aj ≤ a0 < ∞.
(2)

Q is called a BI q-matrix.

http://192.9.200.1
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Definition 1 . A Markov branching process with immigration
(MBPI) is a continuous Markov chain on the state space Z+ whose
transition function P (t) = (pij(t); i, j ∈ Z+) satisfies

P ′(t) = P (t)Q (3)

where Q is a BI q-matrix defined in (1)−(2).

Define

A(s) =

∞∑
k=0

aks
k and B(s) =

∞∑
k=0

bks
k. (4)

http://192.9.200.1
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Proposition 1 . (i) A(s) < 0 for all s ∈ [−1, 1) and

A(s) � A(1) ≤ 0 as s ↑ 1.

(ii) B(s) is convex on [0, 1] and B(s) = 0 possesses a smallest
nonnegative root ρ. Moreover, ρ = 1 iff B(1) = 0 and B′(1) ≤ 0.

http://192.9.200.1
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It is clear that Q is conservative iff B(1) = A(1) = 0.
For Q being conservative case:
The recurrence and hitting time properties, Sevast’yanov(1957),
Zubkov(1972) and Vatutin(1977).
Li and Chen(2006) considered a more general model in which
q0j = aj (j ≥ 0) are replaced by arbitrary rates hj (j ≥ 0).

http://192.9.200.1
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Proposition 2 .(Li & Chen 2006) Suppose that A(1) = B(1) = 0.
Then
(i) Q is regular iff either B′(1) < ∞ or B′(1) = ∞ together with∫ 1

ε
ds

−B(s) = ∞ for some (equivalently for all) ε ∈ (ρ, 1) where ρ

< 1 is the smallest nonnegative root of B(s) = 0.
(ii) The MBPI is recurrent iff B′(1) ≤ 0 and J = +∞ where

J :=

∫ 1

0

1

B(y)
· e

∫ y
0

A(x)
B(x)dxdy. (5)

Moreover, the MBPI is positive recurrent iff B′(1) ≤ 0 and∫ 1

0

−A(s)

B(s)
ds < ∞. (6)

http://192.9.200.1
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If B(1) < 0 or A(1) < 0, then we can consider another q-matrix
Q̃ = (q̃ij; i, j ∈ Z+ ∪ {∆}) (where ∆ is an added state):

q̃ij =



0, if i = ∆, j ∈ Z+ ∪ {∆}

−iB(1)− A(1), if i ≥ 0, j = ∆

ibj−i+1 + aj−i, if i ≥ 0, j ≥ i

ib0, if i ≥ 0, j = i− 1

0, otherwise

(7)

Q̃ is called a BID q-matrix. The corresponding process is called
an MBPID.

This talk is concentrated on the transiency property of Q(or) Q̃-
process.

http://192.9.200.1
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2 Preliminary

In order to find the exact value of decay parameter λZ and discuss
the λZ-recurrence property, we need some preparation.

Lemma 1 . There always exists only one MBPID which satisfies
the Kolmogorov forward equations.

Lemma 2 . Let Q be defined in (1)− (2) and P (t) = (pij(t); i, j ≥
0) be the Feller minimal Q-process. Then for any i ≥ 0 and |s| <

1,
∞∑
j=0

p′ij(t)s
j = B(s)

∞∑
j=1

pij(t)js
j−1 + A(s)

∞∑
j=0

pij(t)s
j. (8)

http://192.9.200.1
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Lemma 3 . Let P (t) = (pij(t); i, j ≥ 0) be a transition function.
Then the following two statements are equivalent.
(i) P (t) is the Feller minimal Q-function, where Q takes the form
of (1)− (2).
(ii) For any i ≥ 0, t ≥ 0, s ∈ [−1, 1], we have

Fi(t, s) = F0(t, s) ·
∞∑
j=0

p∗ij(t)s
j (9)

where Fi(t, s) =
∑∞

j=0 pij(t) · sj (i ≥ 0, s ∈ [−1, 1]) and P ∗(t) =

(p∗ij(t); i, j ≥ 0) is a Markov branching process whose q-matrix Q∗

(may not be conservative) is given by

q∗ij =

ibj−i+1, if i ≥ 0, j ≥ i− 1

0, otherwise
(10)

where {bj; j ≥ 0} is the same as given in (2).

http://192.9.200.1
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Sketch of the proof. (i)⇒ (ii). By Lemma 2,
∂Fi(t, s)

∂t
= B(s) · ∂Fi(t, s)

∂s
+ A(s)Fi(t, s) (11)

where Fi(t, s) =
∑∞

j=0 pij(t)s
j. Let Q∗ be given by (10) and

P ∗(t) = (p∗ij(t); i, j ≥ 0) be the minimal Q∗-function and define
P̂ (t) by p̂ij(t) =

∑j
k=0 p0k(t)p

∗
kj(t). Then P̂ ′(t) = P̂ (t)Q. By

Lemma 1, we must have P̂ (t) = P (t).
(ii)⇒(i). Note that for any i, j ≥ 0 and 0 < s < 1,

pij(t)s
j ≤ F0(t, s)(

∞∑
k=0

p∗1k(t)s
k)i.

which leads limi→∞ pij(t) = 0. Therefore, by Reuter and Riley [7]
or Anderson [1], P (t) is the Feller minimal Q-function. �
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3 Conclusions

Theorem 1 . Let Q be defined as in (1) − (2) and P (t) =

(pij(t); i, j ≥ 0) be the Feller minimal Q-function. Then

λZ = −A(ρ)

where ρ is the smallest nonnegative root of B(s) = 0. In particular,
λZ = 0 if and only if ρ = 1 and A(1) = 0, i.e., if and only if Q is
conservative and B′(1) ≤ 0.

http://192.9.200.1
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Sketch of the proof.
(i) λZ ≥ −A(ρ). (ρk; k ≥ 0) is a −A(ρ)-invariant vector for Q.
(ii) λZ ≤ −A(ρ).
(a) Case 1: ρ < 1. define

p̄ij(t) = e−A(ρ)tpij(t)ρ
j−i, i, j ≥ 0, t ≥ 0. (12)

Then P̄ (t) = (p̄ij(t); i, j ≥ 0) is a standard and honest transition
function. Its q-matrix Q̄ = (q̄ij; i, j ≥ 0) is given by

q̄ij =


ib̄j−i+1 + āj−i, if i ≥ 0, j ≥ i

ib̄0, if i ≥ 1, j = i− 1

0, otherwise

(13)

where āj = ajρ
j−A(ρ)δ0j (j ≥ 0) and b̄j = bjρ

j (j ≥ 0). Applying
Proposition 1 to Q̄ will imply the Q̄-process is recurrent, Hence
λZ = −A(ρ).

http://192.9.200.1
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(b) Case 2: ρ = 1. For any ε > 0, define

q
(ε)
ij =


ib

(ε)
j−i+1 + aj−i, if i ≥ 0, j ≥ i

ib
(ε)
0 , if i ≥ 0, j = i− 1

0, otherwise

where b
(ε)
k = bk − εδk1. Then Q(ε) = (q

(ε)
ij ; i, j ≥ 0) is a noncon-

servative BID q-matrix. Let P (ε)(t) = (p
(ε)
ij (t); i, j ≥ 0) be the

minimal Q(ε)-function. It can be proved that p
(ε)
ij (t) ≤ pij(t). How-

ever, P (ε)(t) has the decay parameter λ
(ε)
Z = −A(ρε) and hence

λZ ≤ λ
(ε)
Z = −A(ρε). Now, letting ε ↓ 0 yields that λZ ≤ −A(1).

�

http://192.9.200.1
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Theorem 2 . Let Q be defined as in (1) − (2) and P (t) =

(pij(t); i, j ≥ 0) be the Feller minimal Q-function and λZ be the
decay parameter of P (t) on Z+.
(i) If B′(1) > 0 then P (t) is λZ-positive.
(ii) If B′(1) ≤ 0 then P (t) is λZ-recurrent if and only if

J̃ =

∫ 1

0

1

B(s)
e
∫ s

0
A(y)−A(1)

B(y) dyds = +∞. (14)

Moreover, P (t) is λZ-positive if and only if∫ 1

0

A(1)− A(y)

B(y)
dy < ∞. (15)

http://192.9.200.1
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Sketch of the proof. Note that if ρ < 1 then (p̄ij(t); i, j ≥ 0) is
recurrent. Also note B̄(1) = Ā(1) = 0 together with B̄′(1) < 0 and
Ā′(1) < ∞, applying Proposition 2 to Q̄ will yield (i).
Secondly, suppose that B′(1) ≤ 0 and thus by Theorem 1 we have
λZ = −A(1). Define

p̄ij(t) = eλZtpij(t), i, j ≥ 0, t ≥ 0.

Apply Proposition 2 and Theorem 1 to (p̄ij(t)), we get (ii). �
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Theorem 3 . (i) there exists a λZ-invariant measure (mi; i ≥ 0)

for Q on Z+, which is unique up to constant multiples. Moreover,
M(s) =

∑∞
i=0 mis

i is given by

M(s) = m0e
∫ s

0
A(ρ)−A(y)

B(y) dy, |s| < ρ (16)

where m0 > 0 is a constant.
(ii) (mi; i ≥ 0) is also a λZ-invariant for P (t).
(iii) M(1) =

∑∞
i=0 mi < ∞ if and only if B′(1) ≤ 0 and∫ 1

0

A(1)− A(y)

B(y)
dy < ∞.

(iv) (ρk; k ≥ 0) is a λZ-invariant vector for P (t) on Z+. Moreover,
if B′(1) > 0 or B′(1) ≤ 0 with (14) holds, then (ρk; k ≥ 0) is the
unique (up to constant multiples) λZ-invariant vector for P (t) on
Z+.

http://192.9.200.1
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4 Applications

• Q being conservative.
Theorem 4 . The minimal Q-function is the unique MBPID. More-
over,
(i) if B′(1) ≤ 0, then λZ = 0 and the MBPID is 0-recurrent iff
B′(1) ≤ 0 and J = +∞ where J is given in (5).
(ii) If B′(1) > 0 then λZ = −A(ρ) > 0. Also, the MBPID is posi-
tively λZ-recurrent and there exists a unique (up to constant multi-
ples) λZ-invariant measure (mi; i ≥ 0) whose generating function
M(s) =

∑∞
i=0 mis

i is given by

M(s) = m0 exp{
∫ s

0

A(ρ)− A(y)

B(y)
dy}, |s| < ρ.

Furthermore, this λZ-invariant measure is not summable and thus
there does not exist any quasi-stationary distribution.

http://192.9.200.1
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• Q being not conservative.

Theorem 5 . (i) The Feller minimal Q̃-function is the unique Q̃-
function satisfying Kolmogorov forward equation.
(ii) Q̃ is not regular iff B(1) = 0 (thus A(1) < 0), B′(1) = +∞ and∫ 1

ε
ds

−B(s) < +∞ for some ( equivalently for all) ε ∈ (ρ, 1) where
ρ < 1.
(iii) If Q̃ is regular, then ai∆ = 1 (i ≥ 0). If Q̃ is not regular, then

ai∆ = A(1) ·
∫ 1

ρ

yi

B(y)
e−

∫ 1
y

A(x)
B(x)dxdy and ai∞ = 1− ai∆ (17)

where ai∆ and ai∞ are the extinction and explosion probability of
the Feller minimal Q̃-process, respectively.
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