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Notation for Trees

Introduce the set of labels

W =
∞⋃

n=0

Nn,

where N = {1, 2, · · · } and by convention N0 = {∅}.

An element of W is w = (w1, · · · , wn) with wi ∈ N.

Hui He (BNU) Pruning Galton-Watson Trees and Tree-valued Markov Processes July 21, 2010 3 / 34



If w = (w1, · · · , wn) with wi ∈ N, set |w| = n (the
generation of w or the height of w).

|(1, 2, 1)| = 3, |∅| = 0.

If w = (w1, · · · , wm) and v = (v1, · · · , vn), write
wv = (w1, · · · , wm, v1, · · · , vn) for the concatenation
of w and v. (w∅ = ∅w = w).
w = (1, 2), v = (1, 3), wv = (1, 2, 1, 3).

ancestors of w:

Set π((w1, · · · , wn)) = (w1, · · · , wn−1), n ≥ 1.

πk(w) = π(πk−1(w)), k ≤ |w|.
π((1, 2, 1)) = (1, 2), π((1)) = ∅, π|w|(w) = ∅.
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A (finite or infinite) rooted ordered tree t is a subset of W
such that

1 ∅ ∈ t.

2 w ∈ t \ {∅} =⇒ π(w) ∈ t.

3 For every w ∈ t, there exists a finite integer kwt ≥ 0
such that, for every j ∈ N, wj ∈ t if and only if 0 ≤
j ≤ kwt (kwt is the number of children of w ∈ t).
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∅

1 2

(2,1)
(2,2)

(2,1,1) (2,1,2) (2,1,3)

|(2, 1, 3)| = 3

π((2, 1, 3))=(2,1)

κ(2,1)t=3 κ∅t=2

1
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For ν ∈ t,
if κνt > 0, ν is an inner node.
If κνt = 0, ν is a leaf.

∅

1 2

(2,1)
(2,2)

(2,1,1) (2,1,2) (2,1,3)

∅, 2, (2, 1) are inner nodes

1, (2, 2), (2, 1, 1), (2, 1, 2)
(2, 1, 3) are leaves

1
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Galton-Watson Trees

Set N = {0, 1, 2, · · · }.
A Galton-Watson tree represents the genealogical structure
of the Galton-Watson process:

Z0 = 1, Zn =

Zn−1∑
i=1

ηn
i , n ≥ 1,

where {ηn
i } are i.i.d N -valued random variables.Set

pn = P(η1
1 = n), n ≥ 0.

The distribution is called offspring distribution.
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Set
∅,

1, · · · , Z1

(1, 1), · · · , (1, η1
1), · · · , (Z1, 1), · · · , (Z1, η

1
Z1

)

· · · · · ·
Let G denote the set of above labels. Then it is a Galton-
Watson tree. For a tree t, we denote by Znt = #{ν ∈
t; |ν| = n} the number of individuals in the nth generation
of t.{

limn→∞ ZnG = 0,
∑

n npn ≤ 1((sub)critical),
limn→∞ ZnG ∈ {0,∞},

∑
n npn > 1(supercritical).

P(limn→∞ ZnG = 0) is called extinction probability.
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Marks on Inner Nodes of Trees

Consider a random tree T . Given T = t, consider inde-
pendent random variables (ξν, ν ∈ t, kνt ≥ 1) such that

P(ξν ≤ u) = ukνt−1, 0 ≤ u ≤ 1.

Marks on inner nodes:

ξu
ν := 1{ξν≤u}

is the mark of an inner node ν ∈ t.
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Marks on inner nodes: P(ξu
ν = 1) = ukνt−1

∅, ξu
∅

1 2, ξu
2

(2, 1), ξu
(2,1)

(2,2)

(2,1,1) (2,1,2) (2,1,3)

P (ξu
∅ = 1) = u

P (ξu
2 = 1) = u

P (ξu
(2,1) = 1) = u2

1
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Pruning Trees

Pruning at node: For ν ∈ T and 0 ≤ u ≤ 1, if ξu
ν = 0, then

all its offsprings (sons, grandsons,· · · ) will be removed.

Pruning procedure:
1 We start the pruning procedure from the root.
2 After pruning at nodes in the n-th generation, if there

has an un-removed node in n+1-th generation, we go
on or we stop.

Let us see an example. Denote by T (u) the set of un-
removed nodes in tree T .
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If ξu
∅ = 0,

∅, ξu
∅

1 2, ξu
(2)

(2, 1), ξu
(2,1)

(2,2)

(2,1,1) (2,1,2) (2,1,3)

T (u) = {∅}

1
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If ξu
∅ = 1, ξu

2 = 0,

∅, ξu
∅

1 2, ξu
(2)

∅

1 2

(2, 1), ξu
(2,1)

(2,2)

(2,1,1) (2,1,2) (2,1,3)

T (u) =

1
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If ξu
∅ = 1, ξu

2 = 1, ξu
(2,1) = 0.

∅, ξu
∅

1 2, ξu
(2)

∅

1 2

(2, 1) (2,2)(2, 1), ξu
(2,1)

(2,2)

(2,1,1) (2,1,2) (2,1,3)

T (u) =

1
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If ξu
∅ = 1, ξu

2 = 1, ξu
(2,1) = 1.

∅, ξu
∅

1 2, ξu
(2)

(2, 1), ξu
(2,1)

(2,2)

(2,1,1) (2,1,2) (2,1,3)

T (u) = T

1
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Pruning Galton-Waston trees

Proposition
If T is a Galton Watson tree with offspring distribution
{pn, n ≥ 0}, then T (u) is also a Galton Watson tree with
offspring distribution {p(u)

n , n ≥ 0} defined by{
p(u)

n = un−1pn, n ≥ 1,

p(u)
0 = 1−

∑
n≥1 un−1pn .
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Suppose T is a Galton-Watson tree with offspring distri-
bution {pn, n ≥ 0}. For every u ∈ [0, 1], set

T (u) =
{
ν ∈ T , ∀1 ≤ n ≤ |ν|, ξπn(ν) ≤ u

}
.

We get a stochastic process {T (u) : 0 ≤ u ≤ 1} such that

1 T (α) ⊂ T (β) for α ≤ β.

2 T (u) is a Galton-Watson tree with distribution
{p(u)

n , n ≥ 0}.

3 T (1) = T , a.s.

Hui He (BNU) Pruning Galton-Watson Trees and Tree-valued Markov Processes July 21, 2010 20 / 34



Suppose T is a Galton-Watson tree with offspring distri-
bution {pn, n ≥ 0}. For every u ∈ [0, 1], set

T (u) =
{
ν ∈ T , ∀1 ≤ n ≤ |ν|, ξπn(ν) ≤ u

}
.

We get a stochastic process {T (u) : 0 ≤ u ≤ 1} such that

1 T (α) ⊂ T (β) for α ≤ β.

2 T (u) is a Galton-Watson tree with distribution
{p(u)

n , n ≥ 0}.

3 T (1) = T , a.s.

Hui He (BNU) Pruning Galton-Watson Trees and Tree-valued Markov Processes July 21, 2010 20 / 34



Suppose T is a Galton-Watson tree with offspring distri-
bution {pn, n ≥ 0}. For every u ∈ [0, 1], set

T (u) =
{
ν ∈ T , ∀1 ≤ n ≤ |ν|, ξπn(ν) ≤ u

}
.

We get a stochastic process {T (u) : 0 ≤ u ≤ 1} such that

1 T (α) ⊂ T (β) for α ≤ β.

2 T (u) is a Galton-Watson tree with distribution
{p(u)

n , n ≥ 0}.

3 T (1) = T , a.s.

Hui He (BNU) Pruning Galton-Watson Trees and Tree-valued Markov Processes July 21, 2010 20 / 34



Suppose T is a Galton-Watson tree with offspring distri-
bution {pn, n ≥ 0}. For every u ∈ [0, 1], set

T (u) =
{
ν ∈ T , ∀1 ≤ n ≤ |ν|, ξπn(ν) ≤ u

}
.

We get a stochastic process {T (u) : 0 ≤ u ≤ 1} such that

1 T (α) ⊂ T (β) for α ≤ β.

2 T (u) is a Galton-Watson tree with distribution
{p(u)

n , n ≥ 0}.

3 T (1) = T , a.s.

Hui He (BNU) Pruning Galton-Watson Trees and Tree-valued Markov Processes July 21, 2010 20 / 34



Suppose T is a Galton-Watson tree with offspring distri-
bution {pn, n ≥ 0}. For every u ∈ [0, 1], set

T (u) =
{
ν ∈ T , ∀1 ≤ n ≤ |ν|, ξπn(ν) ≤ u

}
.

We get a stochastic process {T (u) : 0 ≤ u ≤ 1} such that

1 T (α) ⊂ T (β) for α ≤ β.

2 T (u) is a Galton-Watson tree with distribution
{p(u)

n , n ≥ 0}.

3 T (1) = T , a.s.

Hui He (BNU) Pruning Galton-Watson Trees and Tree-valued Markov Processes July 21, 2010 20 / 34



Note that

p(α)
n = (α/β)n−1p(β)

n , n ≥ 1.

Let T̂ (α) be a random tree obtained by pruning G(β) with
parameter α/β.
Then

(T̂ (α), T (β))
d
= (T (α), T (β)).

Question
How to obtain T (β) given T (α)?
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Modified Galton-Watson trees

Recall {
p(u)

n = un−1pn, n ≥ 1,

p(u)
0 = 1−

∑
n≥1 un−1pn .

Fix α and β with 0 ≤ α ≤ β ≤ 1. Define
pα,β(k) =

(1−(α/β)k−1)p(β)
k

p(α)
0

, for k ≥ 1,

pα,β(0) =
p(β)

0

p(α)
0

.

{pα,β(n); n ≥ 0} is a probability distribution.
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Define a random tree Tα,β such that

P(Tα,β = t) = P(T (β) = t
∣∣ k∅T (β) = k∅t)pα,β(k∅t).

(1)
This means that Tα,β is a modified Galton Watson tree, in
which

1 the size of the first generation has distribution pα,β;
2 all subsequent individuals have offspring distribution

p(β)(·).
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Growth of Galton-Watson trees
Let L(α) be the set of leaves of T (α). Given T (α), let
(T ν

α,β, ν ∈ L(α)) be i.i.d. random trees with distribution
Tα,β.
Set

T̂ (β) = T (α) ∪
⋃

ν∈L(α)

{νw : w ∈ T ν
α,β}. (2)

T̂ (β) is a random tree obtained by adding a modified Gal-
ton Watson tree T ν

α,β on each leaf ν of T (α).

Proposition

(T (α), T (β))
d
= (T (α), T̂ (β)).
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A Galton-Watson Tree Conditioned on
Non-Extinction

Let {pn, n ≥ 0} be a critical or subcritical offspring distri-
bution with p0 < 1, i.e.∑

n≥1

npn ≤ 1.

Let T be a Galton Watson tree with offspring distribution
p. Then T is finite almost surely. (limn→∞ ZnT = 0, a.s.)
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We first recall a result in Kesten (1987) and Aldous and
Pitman(1998).

1 There exists a random tree T ∞ such that

dist(T |{ZnT > 0}) → T ∞

2 Almost surely T ∞ contains a unique infinite path.

We could construct a tree-valued process {T ∗(u); 0 ≤
u ≤ 1} by pruning T ∞.

For each u < 1, T ∗(u) is almost surely finite whose
distribution could be represented in terms of T (u).
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Assumptions on Offspring Distribution

Suppose {pn : n = 0, 1, · · · } is a probability distribution
with p1 < 1 and

∑
n npn = 1. Assume that

there exists a constant ū > 1 such that
∞∑

n=1

ūn−1pn = 1.

For u ∈ [0, ū], define{
Pu(k) = uk−1pk, k ≥ 1,
Pu(0) = 1−

∑∞
k=1 Pu(k).

(3)
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Ascension Process

Using the pruning at nodes procedure, we construct a tree-
valued process (G(u), 0 ≤ u ≤ ū) such that

The process (G(tū), t ∈ [0, 1]) is obtained by pruning
G(ū),

for every u, G(u) is a Galton-Watson tree with off-
spring distribution Pu(·),

the tree is critical for u = 1, sub-critical for u < 1 and
super-critical for u > 1.
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The process (G(tū), t ∈ [0, 1]) is obtained by pruning
G(ū),
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We now consider {G(u), 0 ≤ u ≤ ū} as an ascension pro-
cess with the ascension time

A := inf{u ∈ [0, ū], G(u) is infinite. }

with the convention inf ∅ = ū.

Denote by G∞(1) the infinite tree by conditioning G(1) to
be non-extinction.

Let {G∗(u); 0 ≤ u ≤ 1} be the tree-valued process ob-
tained by pruning G∞(1).
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Representation of the Ascension Process

Denote by F(u) the extinction probability of a Galton Wat-
son process with offspring distribution Pu(·).
Proposition

{G(u), 0 ≤ u < A} d
= {G∗(uγ) : 0 ≤ u < F̄−1(1− γ)},

where F̄−1 : [0, 1] → [1, ū] is the inverse function of F̄ and
γ is a r.v. uniformly distributed on (0, 1), independent of
{G∗(u) : 0 ≤ u ≤ 1}.
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Some Remarks

1 Aldous and Pitman (1998) obtained similar results for
Galton-Watson trees by uniform pruning (adding marks
on edges). The offspring distribution there is a pois-
son distribution.

2 For pruning Levy trees and continuum tree valued pro-
cesses, see Abraham, Delmas and Voisin (2010) and
Abraham, Delmas (2010).

3 We are working on scaling limits of those tree-valued
processes.
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Thanks!
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