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1 Motivation
1.1. Balancing technigques
e Changing the arrival and/or service rates

> Changing the arrival rate
> Changing the service rate

¢ Joining different queues

> JSQ model
> Extra arrival source may choose different queues to joir
> Dobrushin’s mean-field model



1.1 Balancing techniques(con't)
e Jockeying

> Periodic redistributing customers in all queues
> r difference jockeying



2 I Modeling

2.1. Noninteraction parallel network
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Mean field interaction parallel network: JSQ with large N
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2.3. Description of the main result

Theorem. (1) For JSQ mean field interaction network, if
Ao + A1 < u, then the unique stationary distribution of the
“typical queue” of the interaction network is
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2.3 Description of the main result(con’t)

(2) If Ay =0then
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(3) If \g =0, then
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2.4. Empirical probability measure

Let X;(¢) be the queue length of queyat timet, define

N
Un(t) = NZéXJ“)
j=1

which is the empirical distribution of queue length of tNe
gueues at time.



2.5. Interaction function
Define aninteraction functionh : R+ x P(E) — R as the
following:
Al
0 .
sy me)
wherems(v) = inf{x > 0,v({z}) > 0} is the minimum
point of the support of the probability measue

hiz,v) = ”



2.6. Master equation

For the above interaction function, define operator:
Op @) f () = Ao+h(é, u(®)) (f(i+1) = f(0)+u(f(i=1)—f(2))
The nonlineamaster equatiotmas the following form

d(ug2>f> A <u(7f)7Qh,u(t)f>> f e CyE),

where u(-) iIs a measure-valued function frof, +o0) to
P(E).




2.7. Definition of g-solution

Definition 1. Letu € P(E), P € P(Dx(E),F) is
called a solution of the master equation with initial value
w if its marginal distributionus(-) = P o X, !(-) satisfies
the master equation angy, = u. Moreover, P Is called a
g—solution if, in addition, it is Markovian in the sense of
McKean(Funaki(1984)), i.e. for anyc E,

P<Xt—|—S:j‘ft):p(taXtat—l_S?j)? P —a.s.
where transition functiop(s, i, ¢, j) satisfies that
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3 Convergence theorem ( LLN )

Theorem 2.Let Uy (t) satisfies

Sup E<N)<UN(O><dZC), r) < 00,

weakly

Uny(0) — U(O) (U(0)(dx), ) < 0.
Then the sequenc¢Uy}%_, converges in the sense of
weakly convergence of measure-valued stochastic process
to ag-solution of the nonlinear master equation, moreover

if \o+ A1 < pandU(0)({0}) > 0, then the solution of the
master equation is unigue.



4 Stationary distribution

4.1. Definition

Definition 3. 7 € P,(£) is called a stationary distribution of
theg-solution of the master equationifo XO_1 = m implies
that for allt > 0, Po X; ' = .



4.2. Join the shortest queue

Theorem 4. (1) Under the conditions of the convergence
theorem, let — oo, then the()-matrix of a “typical queue”
of the interaction queue is
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wherer = (mg, 7y, - - - ) IS the unique stationary distribution.



4.2 Join the shortest queue(con’t)

(2) The unique stationary distribution Is
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4.3. Join infinity queues randomly

Theorem 5. (1) If the extra customer can
randomly, then the correspondingmatrix wil

—(Xo+ M) Ao + A ) 0

—(o+ A1+ Ao+ A

JoQ It (Ao + A1+ p 0+ A
Q7= = 0 [ Mo+ M +p) -

join all queues
be that

Which is equivalent to that of al/ /M /1 queue with arrival
and service rate arg) + \; andy respectively.



4.3 Join infinity queues randomly(con’t)

(2) If we let \y + \{ < u, then this queue will be stable and
the stationary distribution satisfies that

k
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4.4. Comparison of stationary distributions between JSQ and J.Q

(1) wgSQ = w(')]OOQ, which means that since the average ar-
rival rate and service rate are the same, the idle probabilit
of the servers are the same;

(2) The tail of 77> is something likezon st - (%)’f, while

that of 7/°% is something likezonst - (%)k;
(3) The average queue length of JSQ is shorter than th:
of JoQ: 02, kﬁkjs@ Y D D Ve O

P =g p—(Ao+A1)
O .

(4)1F Ay =0, thenw]iSQ = W];]OOQ, k > 0. Because in this
case, they all are equivalent3d(\y)/M (11)/1 queue.




4.4 Comparison of stationary distributions between JSQ and J Q(con't)

(5) As we know that the tail of-/°¥ is depending omo, if

we let\g = 0, then we havewo‘]SQ =1 — % wl‘]SQ — 7

andw;{]SQ = ( for all &k > 2.
(6) A1 T (u — Ag) such that\y + A\; T u, then the limit of the
stationary distribution of the JSQ Is th@@zs@ L0, m T

(1 — Ao)( AO k=1 F > 1, while the stationary distribution
of the Jy does not have the limit.

From these it Is very easy to see that the performance of tr
JSQ system has been improved.



4.5. Join the m-th shortest queue:1 <m <s

If the extra customer can randomly join the queue whost
length Is between the shortest anghortest, then conver-
gence result similar to Theorem 2 can also be established,
th_iI? IOCase, as the timetends to infinity, then th&)-matrix

will be

B j=i+1,i=0,---,s—1
Ao, j=i+1li>s—1
qéljlst:< —Ao—u—wﬁﬁiil, j=1i,3=0,---,s—1
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4.5 Join them-th shortest queue:1 < m < s(con't)
One can calculate the stationary distribution corresponds
()-matrix, as an example, we have

Theorem 6 (1) For the case of = 2, then the stationary
distribution of the limiting typical queue is that

o
w3 (OB (R () ()
2 H H H H |

-(-2) - 2))
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Moreover, the average arrival rateNg+ ;.



4.5 Join them-th shortest queue:1 < m < s(con’t)

(2) If Ay = 0, then
() e

(3) If \g =0, then




5 Conclusions
e WhenN is large, the interaction queueing network can be
studied in terms of “typical” queue

e Load-balancing described as the mean-field interaction i
this talk does improve the system performance

e \We expect that this method can be used to study othe
balancing mechanisms



Thank you
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Notation

R the set of all real numbers,

R, the set of all nonnegative numbers,

(E,&)— E =1{0,1,2,---} and be equipped with discrete topology,
Cy(E) — the set of bounded continuous functionsHin

D+ (F) - the set of functions front, co) to £ which are adiag,
X (t,w) — coordinate process with € D..(F),

Fi o{X(s),0 <s <t}

F a{X(s),s >0},

P(FE) — the set of probability measures éih

P,(E) — space of elements iR(E) with finite pth moment,

P(D(F), F) — probability measures ofD . (E), F).

(v, f) = | f(z)v(dr)
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