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Poisson-Dirichlet Distribution

Let U1, U2, · · · be a sequence of i.i.d. random variables with

common distribution Beta(1, θ), i.e., density function of U1 is

f(x) = θ(1− x)θ−1, 0 ≤ x ≤ 1.

Define

X1 = U1, Xi = Ui(1− U1) · · · (1− Ui−1), i > 1

and let (P1(θ), P2(θ), ...) be the decreasing order of {Xi : i ≥ 1}.
The law Πθ of (P1(θ), P2(θ), ...) is called the Poisson-Dirichlet
distribution with parameter θ and {Xi : i ≥ 1} is called the GEM

representation of Πθ.
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An Example
For each integer n ≥ 1, let Nn be chosen at random from 1, 2, ..., n.

Consider the prime factorization of Nn = Πpp
Cp(n), and {Cp(n)} is

the multiples of p. Let

K =
∑

pCp(n),

C̃i(n) = ith biggest component of {Cp(n)}, i = 1, ...,K,

C̃i(n) = 1, i ≥ K,

Li(n) = log C̃i(n), i ≥ 1.

Theorem 1.

(
L1(n)
log n

,
L2(n)
log n

...) → (P1(1), P2(1), ...), as n→∞.
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Dirichlet Process

Let ξk, k = 1, ... be a sequence of i.i.d. random variables with

common diffusive distribution ν on [0, 1], i.e., ν(x) = 0 for every x

in [0, 1]. Set

Ξθ,ν =
∞∑

k=1

Pk(θ)δξk
.

We call the law of Ξθ,ν Dirichlet process, denoted by

Dirichlet(θ, ν).
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Asymptotic Results

Law of Large Numbers

In population genetics, θ = 4Neu with u being the individual

mutation rate and Ne the effective population size. Hence for fixed

u, the limiting procedure of θ approaching infinity is equivalent to

effective population size getting large.

WLLN: limθ→∞(P1(θ), P2(θ), ...) = (0, 0, ...).

WLLN: limθ→∞Ξθ,ν = ν.
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Fluctuations

For each r ≥ 1, consider random variables Y1, . . . , Yr such that

Y1 ∼ e−y1−e−y1, i.e., Y1 has Gumbel distribution,

Yk ∼ 1
(k−1)! exp{−(ky + e−y)},

(Y1, . . . , Yr) ∼ exp{−(y1 + · · ·+ yr)− e−yr}, y1 ≥ y2 ≥ · · · ≥ yr.

Set β(θ) = log θ − log log θ.

Theorem 2. (Griffiths (79)) For each r ≥ 1,

(θP1(θ)− β(θ), ..., θPr(θ)− β(θ)) ⇒ (Y1, ..., Yr)

when θ goes to infinity.
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It follows from the theorem that

Pk(θ) ≈
Yk

θ
+

log θ
θ

− log log θ
θ

.

Noting that for each k ≥ 1, E[Xk] = ( θ
1+θ)

k−1 1
θ+1 ∼

1
θ. Hence the

ordering increases the value of Pk(θ) by a factor of log θ.

Let Zi(θ) = e−(θPi(θ)−β(θ)) and Zi = e−Yi. Then each Zi is a

Gamma(i, 1) random variable and (Z1, . . . , Zr) has a joint density

function

h(z1, . . . , zr) = e−zr, 0 ≤ z1 ≤ · · · ≤ zr.

By continuous mapping theorem, for every r ≥ 1,

(Z1(θ), . . . , Zr(θ)) ⇒ (Z1, ..., Zr).
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Large Deviations

Set

∇ = {(p1, · · · , p2, . . .) : p1 ≥ p2 ≥ · · · ,
∞∑

i=1

pi ≤ 1}.

Theorem 3. (Dawson and F(06)). The family of {Πθ : θ > 0} on

space ∇ satisfies an LDP with speed θ and rate function

I(p1, p2, ...) =

{
log 1

1−
P∞

i=1 pi
,

∑∞
i=1 pi < 1

∞, else.
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Let M1(∇) be the space of probability measures on ∇. Consider the

following function on M1(∇):

S(·) = H(ν|·),

where for each µ in M1(∇), H(ν|µ) is the relative entropy of ν with

respect to µ.

Theorem 4. (Lynch and Sethuraman(87),Dawson and F(01)).
Assume that the support of ν is [0, 1]. Then the family of

{Dirichlet(θ, ν) : θ > 0} on space M1(∇) satisfies an LDP with

speed θ and rate function S(µ).
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Two-Parameter Generalizations

For any α in (0, 1) and θ > −α, let Vk, k = 1, 2, ..., be a sequence of

independent random variables such that Vk has Beta(1− α, θ + kα)
distribution. Set

Xθ,α
1 = V1, X

θ,α
n = (1− V1) · · · (1− Vn−1)Vn, n ≥ 2.

Let P(α, θ) = (P1(α, θ), P2(α, θ), ...) denote (Xθ,α
1 , Xθ,α

2 , ...) in

descending order. The law of P(α, θ) is called the two-parameter

Poisson-Dirichlet distribution, and is denoted by PD(α, θ).



12

Let ξk, k = 1, ... be a sequence of i.i.d. random variables with

common diffusive distribution ν on [0, 1], i.e., ν(x) = 0 for every x

in [0, 1]. Set

Ξθ,α,ν =
∞∑

k=1

Pk(α, θ)δξk
.

We call the law of Ξθ,α,ν the two-parameter Dirichlet process,

denoted by Dirichlet(θ, α, ν).

The two-parameter Poisson-Dirichlet is the most general distribution

whose GEM representation is invariant under a procedure called

size-biased permutation.

Question: What is the impact of α on the asymptotic behavior of

the two-parameter model?
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Perman’s Formula

For 0 ≤ α < 1 and any constant C > 0, β > 0, let

h(x) = αCx−(α+1), x > 0,

and

cα,β =
Γ(β + 1)(CΓ(1− α))β/α

Γ(β/α+ 1)
.

Let ψ(t) be a density function over (0,∞) such that for all β > −α

∫ ∞

0

t−βψ(t)dt =
1
cα,β

.
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Let {τs : s ≥ 0} be the stable subordinator with index α. Then ψ(t)
is the density function of τ1.

Set

ψ1(t, p) = h(tp)tψ(tp̄), t > 0, 0 < p < 1, p̄ = 1− p

ψn+1(t, p) =

{
h(tp)t

∫ 1

p/p̄
ψn(tp̄, q)d q, p ≤ 1/(n+ 1)

0, else.

Lemma 5. (Perman’s Formula) For each k ≥ 1, let f(p1, ..., pk)
denote the joint density function of (P1(α, θ), ..., Pk(α, θ)). Then

f(p1, ..., pk) = cα,θ

∫ ∞

0

t−θgk(t, p1, ..., pk)d t,
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where for k ≥ 2, t > 0, 0 < pk < · · · < p1,
∑k

i=1 pi < 1, and

p̂k = 1− p1 − · · · − pk−1,

gk(t, p1, ..., pk) =
tk−1h(tp1) · · ·h(tpk−1)

p̂k
g1(tp̂k,

pk

p̂k
)

and

g1(t, p) =
∞∑

n=1

(−1)n+1ψn(t, p).
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Subordinator Representation

Let {σ(t) : t ≥ 0, σ0 = 0} be a subordinator with Lévy measure

x−(1+α)e−xd x, x > 0, and {τ(t) : t ≥ 0, τ0 = 0} be a gamma

subordinator that is independent of {σt : t ≥ 0, σ0 = 0} and has

Lévy measure x−1e−xd x, x > 0.

Lemma 6. (Pitman and Yor) Let

γ(α, θ) =
ατ(θ

α)
Γ(1− α)

.

For each n ≥ 1, and each partition 0 < t1 < · · · < tn = 1 of E, let
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Ai = (ti−1, ti] for i = 2, ..., n, A1 = [0, t1], and aj = ν(Aj). Set

Yα,θ(t) = σ(γ(α, θ)t), t ≥ 0.

Then the distribution of (Ξθ,α,ν(A1), ...,Ξθ,α,ν(An)) is the same as

the distribution of

(
Yα,θ(a1)
Yα,θ(1)

, ...,
Yα,θ(

∑n
j=1 aj)− Yα,θ(

∑n−1
j=1 aj)

Yα,θ(1)
).
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Asymptotic Results for Two-parameter Model

Law of Large Numbers

WLLN: limθ→∞(P1(α, θ), P2(α, θ), ...) = (0, 0, ...).

WLLN: limθ→∞Ξθ,α,ν = ν.
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Fluctuations

For each r ≥ 1, let ∞ > Y1 > Y2 > · · · > Yr > −∞ be as before.Set

β(α, θ) = log θ − (α+ 1) log log θ − log Γ(1− α).

Theorem 7. (Handa(07)) For each r ≥ 1,

(θP1(α, θ)− β(α, θ), ..., θPr(α, θ)− β(α, θ)) ⇒ (Y1, ..., Yr)

when θ goes to infinity.

Thus

Pk(α, θ) ≈
Yk

θ
+

log θ
θ

− (α+ 1) log log θ
θ

− log Γ(1− α)
θ

.
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Large Deviations

Theorem 8. (F(07)). The family of {PD(α, θ) : θ > 0} on space

∇ satisfies an LDP with speed θ and rate function

I(p1, p2, ...) =

{
log 1

1−
P∞

i=1 pi
,

∑∞
i=1 pi < 1

∞, else.

Thus the parameter α has no impact on the LDP in this case.
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For each µ in M1(∇), set

Sα(µ) = sup
f>0,f∈Cb(E)

{1
α

log(
∫

(f(x))αν(d x)) + 1−
∫
f(x)µ(d x)}.

Theorem 9. (F(07)). Assume that the support of ν is [0, 1]. Then

the family of {Dirichlet(θ, α, ν) : θ > 0} on space M1(∇) satisfies

an LDP with speed θ and rate function Sα(µ).

It is not clear whether Sα converges to S(µ) as α approaches zero.


