
Stochastic Models of Economic Optimization

Mu-Fa Chen∗

(Beijing Normal University)

Abstract

This paper deals with some stochastic models of economic optimiza-
tion. Due to the value in practice, the models are quite attractive. But
our knowledge on them is still very limited, some fundamental problems
remain open.

We begin with a short review of the study on some global economic
models (or economy in large scale), the well-known input-output method
and L. K. Hua’s fundamental theorem for the stability of economy. Then,
we show that it is necessary to study the stochastic models. A collapse
theorem for a non-controlling stochastic economic system is introduced. In
the analysis of the system, the products of random matrices play a critical
role. Especially, the first eigenvalue, the corresponding eigenfunctions and
an ergodic theorem of Markov chains play a nice role here. Partial proofs
are included. Some challenge open problems are also mentioned.
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1 Input-output method

First, we fix the unit of the quantity of each product: kilogram, kilovolt and
so on. Denote by x =

(
x(1), x(2), . . . , x(d)

)
the quantity of the main products

we are interested, it is called the vector of products. Throughout this paper, all
vectors are row ones.

To understand the present economy, we need to examine three things: The
input, the output and the structure matrix. Suppose that the starting vector of
products last year was

x0 =
(
x

(1)
0 , x

(2)
0 , . . . , x

(d)
0

)
.

For reproduction, assume that the j-th product distributed amount x(0)
ij to the

i-th product, and the vector of the products this year becomes

x1 =
(
x

(1)
1 , x

(2)
1 , . . . , x

(d)
1

)
.
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Here, we suppose for a moment that all the products are used for the reproduc-
tion (idealized model). Next, set

a
(0)
ij = x

(j)
0

/
x

(i)
1 , 1 ≤ i, j ≤ d .

The matrix A0 =
(
a

(0)
ij

)
is called a structure matrix (or matrix of expending

coefficients). This matrix is essential since it describes the efficiency of the
current economy: to produce one unit of i-th product, one needs a(0)

ij units of
the j-th product. Clearly, x0 = x1A0. Similarly, we have xn−1 = xnAn−1 for
all n ≥ 1. Suppose that the structure matrices are time-homogeneous: An = A
for all n ≥ 0 (This is reasonable if one consider a short time unit). Then we
have a simple expression for the n-th output:

xn = x0A
−n, n ≥ 1. (1.1)

Thus, once known the structure matrix and the input x0, we may predict
the future output, and so is called the input-output method or Leontief ’s method
(cf., Leontief (1936, 1951, 1986)). It is a well known method. As far as I know,
up to 1960’s, more than 100 countries had used this method in their national
economy.

2 L. K. Hua’s fundamental theorem

Let us return to the original equation

x1 = x0A
−1.

We now fix A, then x1 is determined by x0 only. The question is which choice of
x0 is the optimal one. Furthermore, in what sense of optimality are we talking
about? The first choice would be “average”. If one tells you that the average of
the members’ ages in a group is twenty, you may think that everyone in the group
is strong, it may be a team of volleyball. However, the group may be a nursery,
which consists of six babies and two older women, who are over seventies. The
average of the ages in this group is still twenty. The misleading point is that the
variance is too big in this situation and so the average is not a good tool in the
present situation. To avoid this, we adopt the minimax principle: i.e., finding
out the best solution among the worst cases. It is the most safe strategy and
used widely in the optimalization theory and game theory. In other words, we
want to find out x0 such that min1≤j≤d x

(j)
1

/
x

(j)
0 attains the maximum below

max
x1>0, x0=x1A

min
1≤j≤d

x
(j)
1

/
x

(j)
0 .

By using the classical Frobenius theorem, Hua (1984, Part III) proved the
following result.
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Theorem 2.1 (Hua (1984, Part III)). Given an irreducible non-negative ma-
trix A, let u be the left eigenvector (positive) of A, corresponding to the largest
eigenvalue ρ(A) of A. Then, up to a constant, the solution to the above problem
is x0 = u. In this case, we have

x
(j)
1

/
x

(j)
0 = ρ(A)−1 for all j.

In what follows, we call the above technique (i.e., setting x0 = u) the eigen-
vector’s method.

Next, we are going further to study the stability of economy. From (1.1), we
obtain the simple expression:

xn = x0ρ(A)−n

whenever x0 = u. What happens if we take x0 6= u (up to a constant)?

Stability of economy

For convenience, set

T x = inf
{
n ≥ 1 : x0 = x and there is some j such that x(j)

n ≤ 0
}
,

which is called the collapse time of the economic system.
We can now state Hua’s important result as follows.

Theorem 2.2 (Hua (1984, Part III; 1985, Part IX)). Under some mild con-
ditions, if x0 6= u, then T x0 <∞.

In the case that the collapse time is bigger than 150 years, then we do not
need to take care about the stability of the economy, since none of us will be
still alive. However, the next example shows that we are not in this situation.

Example 2.3 (Hua (1984, Part I)). Consider two products only: industry and
agriculture. Let

A =
1

100

(
20 14
40 12

)
.

Then u =
(
5
(√

2400 + 13
)
/7, 20

) ≈ (44.34397483, 20). We have

x0 T x0

(44, 20) 3
(44.344, 20) 8

(44.34397483, 20) 13
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This shows that the economy is very sensitive! We point out that this the-
orem is essential. Recall that the Frobenius theorem or Brouwer fixed point
theorem, often used in the study on economics, do not provide any information
about the collapse phenomena.

To understand Hua’s theorem, for probabilists, it is very natural to consider
a particular case that A = P . That is, A is a transition probability matrix.
Then, from the ergodic theorem for Markov chains (irreducible and aperiodic),
it follows that

Pn → Π as n→∞,
where Π is the matrix having the same row

(
π(1), π(2), . . . , π(d)

)
, which is just

the stationary distribution of the corresponding Markov chain. Since the distri-
bution is the only stable solution for the chain, it should have some meaning in
economics even though the later one goes in a converse way:

xn = x0P
−n , n ≥ 1.

From the above facts, it is not difficult to prove, as shown in the next paragraph,
that if

x0 6= u =
(
π(1), π(2), . . . , π(d)

)

up to a positive constant, then T x0 < ∞. Next, since the general case can be
reduced to the above particular case, we think that this is a very natural way
to understand the Hau’s theorem.

Proof of Theorem 2.2. We need to show that if xn > 0 for all n, then x0 = π.
Let x0 > 0 be normalized such that x011∗ = 1, where 11∗ is the row vector

having components 1 everywhere. Then

1 = x011∗ = xnP
n11∗ = xn11∗, n ≥ 1.

Since the set {x : x ≥ 0, x11∗ = 1} is compact, exists a subsequence {xnk}k≥1

and a vector x̄ such that

lim
k→∞

xnk = x̄, x̄ ≥ 0, x̄11∗ = 1.

Therefore,

x0 = (x0P
−nk)Pnk = xnkP

nk → x̄Π = x̄11∗π = π.

Thus, we must have x0 = π. As mentioned before, the general case can be
reduced to the above particular case and so we are done. �

We have seen the critical role played by the largest or the first eigenvalue and
its eigenvectors. For which, the computations are far non-trivial, especially for
large scale of matrices. In the numerical computation of the largest eigenvalue,
it is important to have a good initial data, which is just an application of the
study on the estimation of the eigenvalue. Having the known eigenvalue at
hand, the computation of eigenvectors is easier, for which, one needs only to
solve a linear equation (in contract, the equation of eigenvalue is polynomial).
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Economy in markets

In L. K. Hua’s eleven reports (1984–1985), he also studied some more general
models of economy. But the above two theorems are the key to his idea. The
title of the reports (written in that specific period) may cost some misunder-
standing since one may think that the theory works only for planned economy.
Actually, the economy in markets was also treated in Hua (1984, Part VII). The
only difference is that in the later case one needs to replace the structure matrix
A with V −1AV , where V is the diagonal matrix diag(vi/pi): (pi) is the vector
of prices in market and (vi) is the right eigenvector of A. Note that the eigen-
value of V −1AV are the same as those of A. Corresponding to the eigenvalue
ρ(V −1AV ) = ρ(A), the left eigenvector of V −1AV becomes uV . Therefore, for
the economy in markets, we have a new structure matrix V −1AV and a new
left eigenvector uV , which are the all what we need in Hua’s model. Thus, from
mathematical point of view, the consideration of markets makes no essential
difference in the Hua’s model.

3 Stochastic model without consumption

In the case that the randomness does not play a critical role, one may simply
ignore it and insist in the deterministic system. Thus, we started our study on
examining the influence of a smaller random perturbation of Hua’s example.

Consider the perturbation:

ãij = aij with probability 2/3,
= aij(1± 0.01) with probability 1/6.

Taking (ãij) instead of (aij), we get a random matrix. Next, let {An; n ≥ 1} be a
sequence of independent random matrices with the same distribution as above,
then xn = x0

∏n
k=1A

−1
k gives us a stochastic model of an economy without

consumption.
Again, starting from x0 = (44.344, 20) (remember the collapse time is 8 in

the deterministic case), then the collapse probability in the above stochastic
model is the following

P[T x0 = n] =





0, for n = 1,
0.09, for n = 2,
0.65, for n = 3.

Surprisingly, we have P[T ≤ 3] ≈ 0.74. This observation tells us that the
randomness plays a critical role in the economy. It also explains the reason
why the traditional input-output is not very practicable, as people often think,
because the randomness has been ignored and so the deterministic model is far
away from the real practice.

Now, what is the analog of Hua’s theorem for the stochastic case?
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Theorem 3.1 (Chen (1992, Part II)). Under some mild conditions, we have

P[T x0 <∞] = 1, ∀x0 > 0.

Note that the limit theory of products of random matrices are quite different
from the deterministic case (cf. Bougerol and Lacroix (1985)), the problem is
non-trivial. We have to deal with the product of random matrices:

Mn = AnAn−1 · · ·A1.

The first result we learnt from the limit theory of products of random matrices
is the Liapynov exponent, sometimes called “strong law of large numbers”. Let
‖A‖ denote the operator norm of A. Then, the main known result is as follows.

Theorem 3.2 (Oseledec (1968)). Let E log+ ‖A1‖ <∞. Then

1
n

log ‖Mn‖ a.s.−→ γ ∈ {−∞} ∪ R,

where

γ = lim
n→∞

1
n
E log ‖Mn‖.

However, this result is still not enough for our purpose. What we adopted is
a much stronger result. To state the result, we need the following assumptions
which are analogue of the irreducible and aperiodic conditions.

(H1) A1 ≥ 0, a.s. and there exists an integer m such that

P[Mm is positive] > 0,

where Mn = A1 · · ·An.

(H2) P[A1 has zero row or column] = 0.

Theorem 3.3 (Kesten and Spitzer (1984)). Under (H1) and (H2), Mn > 0 for
large n with probability one and Mn/‖Mn‖ converges in distribution to a positive
matrix M = L∗R with rank one, where L and R are independent, positive row
vectors satisfying the normalizing condition:

max
1≤i≤d

R(i) = 1,
d∑

j=1

L(j) = 1. (3.1)

By a change of the probabilistic frame, one may replace the “convergence
in distribution” by “convergence almost surely” (Shkorohod Theorem). In this
sense, the last result is really the strong law of large numbers. Having these
remarks in mind, the proof of Theorem 3.1 is not difficult and is given in §10.5.

One may refer to Mukherjea (1991), Hennion (1997) and references within
for more recent progress on the limit theory of products of random matrices.
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4 Stochastic model with consumption

The model without consumption is idealized and so is not practice. More
practical one should have consumption. That is, allow a part of the productions
turning into consumption, not used for reproduction.

Suppose that every year we take the θ(i)-times amount of the increment of
the i-th product to be consumed. Then in the first year, the vector of products
which can be used for reproduction is

y1 = x0 + (x1 − x0)(I −Θ),

where I is the d × d unit matrix and Θ = diag
(
θ(1), θ(2), . . . , θ(d)

)
, which is

called a consumption matrix. Therefore,

y1 = y0[A−1
0 (I −Θ) + Θ], y0 = x0.

Similarly, in the n-th year, the vector of the products which can be used for
reproduction is

yn = y0

n−1∏

k=0

[A−1
n−k−1(I −Θ) + Θ], n ≥ 1.

Let
Bn = [A−1

n−1(I −Θ) + Θ]−1.

Then

yn = y0

n∏

k=1

B−1
n−k+1, n ≥ 1.

We have thus obtained a stochastic model with consumption. In the determinis-
tic case, a collapse theorem was obtained by Hua (1985, Part X), Hua and Hua
(1985). The conclusion is that the system becomes more stable than the ideal-
ized model. More precisely, the dimension of (x0) for which the economy will
be not collapsed can be greater than one. This is consistence with our practice.

To state our result in this general case, we need some notation. Denote by
Gl(d,R) the general linear group of real invertible d×d matrices and by O(d,R)
the orthogonal matrices in Gl(d,R). Next, denote by Gµ the smallest closed
semigroup of Gl(d,R) containing the support of µ.

Definition 4.1.

• G is called strongly irreducible if exist no proper linear subspaces of Rd,
V1, · · · ,Vk such that

(∪ki=1Vi)B = ∪ki=1Vi, ∀B ∈ G .

• G is said to be contractive if exists {Bn} ⊂ G such that ‖Bn‖−1Bn converges
to a matrix with rank one.
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• We call B = Kdiag(ai)U a polar decomposition if K,U ∈ O(d,R) and
a1 ≥ a2 ≥ · · · ≥ ad > 0.

Theorem 4.2 (Chen and Li (1994)). Let {Bn} be an i.i.d. sequence of random
matrices with common distribution µ. Suppose that Gµ is strongly irreducible,
contractive and the sequence {Kn} in the polar decomposition satisfies a “tightness
condition”. Then P[T x <∞] = 1 for all 0 < x ∈ Rd.

Naturally, we have the following question.

Open Problem 4.3. How fast does the economy go to collapse?

As we have seen before, since the economy is very sensitive, one certainly
expects the following large deviation result:

P[T > n] ≤ Ce−αn.
Clearly, Theorem 10.8 is still a distance from complete. Furthermore, in

practice, collapse result is not expected and less useful. Now, another question
arises.

Open Problem 4.4. How to control the economy and what is the optimal one?

Up to now, we have no idea how to handle this problem, we even do not
understand what kind of optimality should be adopted here.

Finally, we mention that a probabilistic exploration of Hua’s model, closed
related to the ergodic theorem as used in the proof of Theorem 2.2, was inves-
tigated by Chung (1995). The topic of this article is now explored, with much
more extension and recent references, in the book by Han and Hu (2003).

5 Proof of Theorem 3.1

Given i.i.d., nonnegative random matrices {An}∞n=1, since we are working
on the economic model

xn = x0A
−1
1 · · ·A−1

n ,

it is natural to assume that

P[detA1 = 0] = 0. (5.1)

We study mainly on the collapse probability P[T <∞], where T is the same as
before,

T = {n ≥ 1 : there exists some 1 ≤ j ≤ d such that x(j)
n ≤ 0}.

The following result is a more precise statement of Theorem 3.1.
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Theorem 5.1 (Chen (1992, Part II)). Let (H1), (H2) and (5.1) hold. Given a

deterministic x0 > 0 with maxi x
(i)
0 = 1, we have

P[T =∞] ≤ P[R = x0].

In particular, if P[R = x0] = 0, then P[T =∞] = 0.

Proof. (a) Write Mn = An · · ·A1 and set Mn = Mn/‖M∗n‖. Note that the
product Mn is in different order of that in Theorem 3.3. From which, we know
that Mn converges in distribution to R∗L, where R and L are independent,
positive row vectors satisfying (3.1).

(b) By condition (5.1), we have ‖M∗n‖ > 0, a.s. and so

xn > 0⇐⇒ x0M
−1
n > 0⇐⇒ x0M

−1

n > 0, n ≥ 1.

Hence
P[T =∞] = P[xn > 0, ∀n ≥ 1] = P[x0M

−1

n > 0, ∀n ≥ 1].

Thus, we can use Mn instead of Mn.
(c) By Skorohod Theorem (cf., Ikeda and Watanabe (1981, page 9)), there

exists a probability space
(
Ω̃, F̃ , P̃

)
, on which, there are M̃n and M̃ such that

M̃n = Mn in distribution, ∀n ≥ 1

M̃ = R∗L =: M in distribution,

M̃n → M̃ as n→∞, P̃-a.s.

(5.2)

In particular,
P̃
[
M̃ has rank 1

]
= P

[
M has rank 1

]
= 1.

From these facts and the normalizing condition, it is easy to see that there exist
positive R̃ and L̃, P̃-a.s. unique, such that M̃ = R̃∗L̃ and

max
i

R̃(i) = 1,
∑

j

L̃(j) = 1, P̃-a.s.

Therefore, we must have

P[x0M
−1

n > 0, ∀n ≥ 1] = P̃[x0M̃
−1
n > 0, ∀n ≥ 1].

Thus, we can ignore ˜ and use the original (Ω,F ,P) instead of
(
Ω̃, F̃ , P̃

)
, and

assume that Mn converges to R∗L almost everywhere, rather than the conver-
gence in distribution.

(d) By (5.2), there exists a P-zero set Λ such that

M
∗
n → R∗L, as n→∞ on Λc.

Write x̄n = x0M
−1

n . Fix ω ∈ Λc. If

xn(ω) > 0, ∀n ≥ 1,
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because of the normalizing condition of x0 and Mn, there must exist a subse-
quence {nk = nk(ω)} such that

lim
k→∞

x̄nk(ω) =: x̄(ω) ∈ [0,∞]d.

But
x0 = lim

k→∞
[
x0Mnk(ω)−1Mnk(ω)

]

= lim
k→∞

[
xnk(ω)Mnk(ω)

]

= x̄(ω)L∗(ω)R(ω).
Combining this with the positivity of x0, L and R, it follows that

c := x̄L∗ ∈ (0,∞), a.s.

Furthermore, since maxi x0(i) = maxiR(i) = 1, we know that c = 1, a.s.
Therefore, we have

[T =∞] ⊂ [R = x0], a.s. on Λc,

as required. �
Finally, we mention that the condition “P[R = x0] = 0” can be removed in

some cases, as was proven in Chen and Li (1994).
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