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EQUIVALENCE OF EXPONENTIAL ERGODICITY AND
L?>-EXPONENTIAL CONVERGENCE FOR MARKOV CHAINS

Mu-Fa CHEN

Department of Mathematics, Beijing Normal University,
Beijing 100875, The People’s Republic of China
(First version: September 10, 1998; Revised version: July 9, 1999);
Second revised version Sep. 27, 1999); Third revised version Nov. 4, 1999)

ABSTRACT. This paper studies the equivalence of exponential ergodicity and L2-
exponential convergence mainly for continuous-time Markov chains. In the re-
versible case, we show that the known criteria for exponential ergodicity are also
criteria for L2-exponential convergence. Until now, no criterion for L?-exponential
convergence has appeared in the literature. Some estimates for the rate of conver-
gence of exponentially ergodic Markov chains are presented. These estimates are
practical once the stationary distribution is known. Finally, the reversible part of
the main result is extended to the Markov processes with general state space.

1. INTRODUCTION

Let @ = (gij) be a regular, irreducible )-matrix on a countable set E. Assume
that the corresponding transition probability matrix (also called the Q-process to
indicate the connection with the matrix Q) P(t) = (p;;(t) : i, j € E)) is stationary
with distribution © = (7;). Refer to Anderson (1991) or Chen (1992) for general
terminology and notations. Note that the ()-matrix and @)-process are replaced
by g-matrix and g-function respectively in Anderson (1991). A traditional topic
in the study of Markov chains is exponential ergodicity. The @Q-process P(t) is
said to have exponentially ergodic convergence to its stationary distribution m, if
there is an o > 0 such that for all 4, j € F, there exists a constant C;; so that

Ipij (t) — 7] < Cije’o‘t for all t > 0. (1.1)

2000 Mathematics Subject Classification. 60J27.
Key words and phrases. Exponential ergodicity, spectral gap, quadratic form, Markov chains.
Research supported in part by NSFC (No. 19631060), Math. Tian Yuan Found., Qiu Shi
Sci. & Tech. Found., RFDP, MCME and MCMCAS.
E-mail: mfchen@bnu.edu.cn
Received 27 July 1999, received in revised form 4 November 1999, accepted 11 November 1999

Typeset by ApMS-TEX
376



EXPONENTIAL ERGODICITY AND L2-EXPONENTIAL CONVERGENCE 377

The parameter « is called an exponentially ergodic convergence rate. It is well
known that (1.1) is equivalent to exponential decay of ||p;.(t) — 7||var as t — oo
(cf. Chen (1992), Theorem 4.43 (2)), where ||-||var is the total variation (||p/|var =
p4(E) + p—(E) = sup|s<1 | [ fdp|). About the convergence in total variation,
there is a great deal of publications, see for instance Down et al (1995) , Lund et
al (1996), Meyn and Tweedie (1993), Nummelin (1984) and references within.

A transition probability matrix P(t) defines in a natural way a strongly contin-
uous, contractive semigroup, denoted by {P(t)}¢>¢, on the space L?(r). A recent
topic in the study of Markov processes is L?-exponential convergence. A Markov
semigroup {P(t)}:>0 is said to have L2-exponential convergence if there exists an
€ > 0 such that

IPE)f = a(HI < If =a(Hlle™, >0, feL(m), (1.2)

where || - || denotes the usual L?-norm and n(f) = [ fdw. The parameter ¢ is
called an L?-exponential convergence rate.
The two convergences in (1.1) and (1.2) look like rather different, but they are
proved in the paper to be nearly equivalent for continuous-time Markov chains.
Before moving on, let us review some notation (cf. Chen (1992), Corollary 6.62
and Chapter 9). Let (-,-) denote the usual inner product on L?(7). Define two
operators on L?(7):

D(f) =timt~(f = PO, 1)

provided the limit exists and
me 1)

The domains of these operators are defined as the subsets of L?(7) on which the
operators are finite:

P(D)={f € L*(x):D(f) <oo} and 2(D*)={f¢e L*n): D*(f) < oo}

One can deduce a quadratic form (named Dirichlet form) on Z(D) by the standard
way:

D(f,9) = =(Qf,9)
for f,g in the L?-domain of the generator of Q of P(t). Similarly, we have the

quadratic form (D*, 2(D*)). Let J# be the set of functions on E with finite
support. Then, # C 2(D) and for all f € ¢, D(f) = D*(f). Since

(f P() Zﬂ'z f fz ()>

by Fatou’s lemma, we have 2(D) C Z(D*).

In the reversible case (i.e., m;q;; = m;q;; for all ¢, j), the regularity assumption
on Q = (gi;) implies that D(f) = D*(f) and 2(D) = Z(D*)(cf. Chen (1992),
Corollary 6.62). In other words,

A is dense in 2(D*) in the || - | ps-norm (|| f|%- := [IfI12+ D*(f)).  (1.3)
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This may also holds for irreversible Markov chains but it remains unproven.
Let ¢; = —qq; for i € E. In general, a simple sufficient (but not necessary)
condition for (1.3) is that

Do Tig < 00 (1.4)

(cf. Chen (1992), Lemma 9.7).

In the irreversible situation, one often adopts the following symmetrizing pro-
cedure. Let P(t) = (pij(t)) be the dual of P(t): p;;(t) = mp;i(t)/m. It first
deduces the dual Q-matrix @ = (¢i;) and then leads to a reversible Q-matrix
Q = (gi;) as follows:

ij = mjqji/ i Qij = (Qij + (fz‘j)/Q- (1.5)

We now introduce the first main result of the paper. The further results in-
cluding some estimates of convergence rates are presented in Sections 3 and 4.
In the discrete-time case, the reversible part of the result below was proved in a
recent paper Roberts and Rosenthal (1997). We believe that the result is more
or less known, though it may not have previously been stated explicitly.

Theorem 1.1. Let = (g¢;5) be a regular, irreducible Q-matrix on a countable set
FE and the corresponding (Q-process is stationary. Then

(1) L2-exponential convergence implies exponentially ergodic convergence.

(2) If the Q-process is reversible, then the two convergences are equivalent.

(3) Assume that the @Q-process is not reversible but .7 is dense in 2(D*). If the
(Q-process is exponentially ergodic, then the Q-process is not only exponen-
tially ergodic but also L?-exponentially convergent.

Note that part (3) of the theorem is somewhat different from the inverse state-
ment of part (1). This is a technical point in our proof. However, as we will show
in the next section, it is often true that exponential ergodicity of the QQ-process
implies that of the Q-process. It that case, we do have the inverse implication.

In view of Theorem 1.1, the study of one type of convergence may benefit from
the study of the other type of convergence. For instance, in the reversible case,
the well known criteria for exponential ergodicity (cf. Anderson (1991), Chen
(1992) or (2.1)) now become criteria for L2-exponential convergence. Until now,
no criterion for L2-exponential convergence has appeared in the literature. Note
that on the one hand, some nice progress has been made recently in the study on
the spectral gap for Markov processes (refer to the survey article Chen (1997) for
the present status of the study and for a comprehensive list of references). On
the other hand, this paper presents some explicit comparisons between the drift
constant ¢ used in Criterion (2.1) below, the spectral gap and the exponential
convergence rate (cf. Theorems 3.1, 4.1, 4.3—4.5 given in Sections 3 and 4).
Based on these facts, whenever the stationary distribution 7 is known, one may
deduce immediately many new bounds for exponentially ergodic convergence rate.
Certainly, when 7 is not known, the use of the Dirichlet forms has no advantage,
and one must adopt different approach (the coupling methods for instance, cf.
Chen (1992) and Chen (1997)).
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Of course, Theorem 1.1 is meaningful for more general Markov processes. Here
we consider only the reversible case (refer also to the last paragraph of Section
4). The discrete-time analog of the next result was presented in Roberts and
Rosenthal (1997).

Theorem 1.2. Let {P(t)}+>0 be a Markov semigroup on a measurable state space
(E, &), reversible with respect to a probability measure w. Then LZ2-exponential
convergence (1.2) is equivalent to the following statement:

For each probability measure 1 < 7 with duu/dm € L*(r), there is C,, < oo
such that ||uP(t) — 7| lvar < Cpe™ =, t>0. (1.6)

For discrete state space, by setting p = d; in (1.6), it follows that Theorem
1.2 generalizes the reversible part of Theorem 1.1. Next, by Theorem 1.2 again,
the equivalence of the two convergences also holds once the transition probability
p(t, z,-) satisfies that for some h > 0, p(h,x, ) < 7 and dp(h, z,-)/dr € L?(r) for
all z € E'. In view of this, it follows that the equivalence holds for a large class
of reversible Markov processes. However, in the infinite-dimensional situation,
the restriction on p given in (1.6) can not be removed. For instance, when there
exist several Gibbs states corresponding to the same semigroup {P(¢)}, it can
happen that for each Gibbs states 7, (1.2) holds but there is no hope to remove
the restriction on p since the Gibbs states may be singular each other. In other
words, assertion (1.6) does not necessarily imply ergodicity of the corresponding
process in the infinite-dimensional situation.

The proof of Theorem 1.1 is delayed until Sections 3 and 4. In the next section,
we recall some known results which will be used in the later proofs and explain
some background which leads to Theorem 1.1. In Section 5, the application of
the results obtained in the paper is illustrated by some examples. The proof of
Theorem 1.2 is given in the last section.

2. PRELIMINARIES AND BACKGROUND

In this section, we recall some known facts and some motivation for the present
study. In particular, a formula of the L?-exponential convergence rate is given.
The complication of the relationship between the drift constant § used in Criterion
(2.1) below and the convergence rates are illustrated. Besides, part (3) of Theorem
1.1 is proved.

First, we make a remark about the relation of the dense condition (1.3) and the
regularity of Q. By Chen (1992), Theorem 4.69, the Q-matrix Q is regular and
has the same stationary distribution m. Clearly, the form (ﬁ, 9 (ZA?)) coincides
with (D, Z2(D)) by definition. Next, set Z(D) = 2(D). Then (D, % (D)) also

INote that in the reversible case,

/p(hw,y)zﬂ(dy) = /p(h,m,y)p(hvyvm)ﬂ(dy) = p(2h,z, ) < oo.
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coincides with (D, 2(D)). Thus, if (1.3) holds, then (D,2(D)) also satisfies
(1.3) and hence @ = (g;;) is regular having the same stationary distribution  (cf.
Chen (1992), Corollary 6.62 and Theorem 9.9). Therefore, the forms (D, Z(D)),
(13, .@(ﬁ)) and (D, Z(D)) all coincide with (D*, 2(D*)) under (1.3). Conversely,
if Q) is regular (refer to Chen (1992), Theorem 2.25 for a practical criterion), then
(1.3) holds (first for (D, 2(D)) and then for (D, 2(D))) since Q is reversible.
Thus, condition (1.3) is indeed equivalent to the regularity of Q.

Recall that the largest L2-convergence rate €y in (1.2), denoted by gap(Q) or
gap(D) according to our convenience, is given by the following variational formula.

gap(D) = inf{D(f) : f € Z(D), =(f) = 0 and ||| = 1}
—inf { — (Qf, ) : f € D(Q), 7(f) = 0and | f] = 1}

here € is at the moment regarded as the generator of P(t) with domain Z(f2) in
L?(7). Actually, this formula of &, holds for any reversible Markov semigroup
{P(t)}+>0 if we use the notations (D, Z(D)) and (£2, 2(2)) to denote the Dirichlet
form and the generator of { P(t)}+>0 respectively (cf. Chen (1992), Theorem 9.1).
Thus, the rate € in (1.2) and (1.6) can be simultaneously replaced by gap(D).
When F is finite and @ is reversible, gap(Q) is the smallest non-trivial eigenvalue
of —@Q, i.e., the gap between the first two eigenvalues of —(Q). See also the remark
at the end of this section.

Under the dense condition (1.3), the study on L?-exponential convergence
in the irreversible case can be completely reduced to the reversible one since
gap(D) = inf{D*(f) : 7(f) =0, ||f|| = 1} and furthermore gap(D) = gap(ﬁ) =
gap(D).

We now show that part (3) of Theorem 1.1 is a simple consequence of the first
two parts of the theorem. Since @ is reversible, by part (2) and the assump-
tion, the Q-process is L?-exponentially convergent and so is the Q-process since
gap(Q) = gap(Q). Exponential ergodicity of the Q-process then follows from part
(1) of the theorem.

Next, denote by & = &(Q) the supremum of the possible exponentially ergodic
convergence rate in (1.1). Unfortunately, there is no variational formula for &.
We only know some criteria for the positivity of &. The most practical criterion
is: & > 0 iff for some/every finite set A, there exists a function ¢ and constants
0 >0, C > 0 such that

p=>1 and Qp < —dp+Cly (2.1)

(cf. Anderson (1991), Section 6.6, Theorem 6.5 or Chen (1992), Theorem 4.45
(3) or Down et al (1995) ; see also the comment above Lemma 4.2 in Section 4).
Here and in what follows, the operator (2 is defined on the set {f : 3", ¢i;| fj| <
oo for all i}: Qf(i) = >, qij(f; — fi). Clearly, the operator (2 and the form
(D*,2(D*)) are both determined by the @-matrix @@ = (g;;). The next two
examples show that (2.1) is not enough to determine either & or gap(D). Hence
the equivalence of the convergences is not obvious.
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Example 2.1. Consider the birth-death process on Z; = {0, 1, - - - } with birth rates
b; =i+ 2 for i > 0 and death rates a; = i for i > 1. Then condition (2.1) holds for
every > 0 whenever A is large enough.

Proof. Let ¢; =i+ 1> 1. Then

Qi) =2+ i —i* < —(i/2)i + 31 a(i),
where A D {0,1,2,3}. Thus, for A ={0,1,--- ,m} with m > 3, (2.1) holds with
d = m/2 which can be as large as we want.

However, for this example, it is known that & = gap(D) = 2 (cf. Chen (1996),
Section 1). O

Clearly, the large d in the last example comes from the large size of A. The
next example shows that the constant § can be arbitrarily small if the set A is
taken to be a singleton.

Example 2.2. Let (m; > 0) be an arbitrary distribution on a countable set £ and
let g;; = m; for j # i. Then, & > gap(D) = 1. But, when A = {3}, (2.1) holds iff
0 < m; which can be arbitrarily small for infinite F.

Proof. Tt is rather straightforward to check that gap(D) = 1 and every non-
constant function ¢ with 7(¢) = 0 is an eigenfunction of \; = gap(D).
Fix a reference point, say 0 € F to simplify the notation. Solving the equation

p=1 and Qo < —Bp + Clygy, (2.2)

we get
1<w(p) =Y mpi <(1=Bps, i #0.

This implies that 8 < 1 and

pi zm(p)/(1=p), i#0.

Then
() = mopo + »_ mipi = w0 + (1 —w0)m(e0) /(1 — B).
i#0

Or

(mo = B)m () = mo(1 = B) > 0.
Thus, we must have 5 < mp and 7(¢) = 7o(1 — 8) /(7o — B).

Let < mg and ¢ > mo(1 — B)/(mo — B). Define ¢; = ¢/(1 — ), i # 0 and

¢o = 1. Then, (2.2) holds for these ¢, 5 and every

C=2pB+m—1+c(l—m)/(1-p).

Finally, since the reference point 0 is arbitrary, we obtain the required asser-
tion. O

The above two examples are both reversible. Irreversible Markov chains are
much more complicated and up to now there is still no effective tool to estimate
the exponentially ergodic convergence rate &. A recent approach is studying the
stronger L2-exponential convergence (i.e., the spectral gap) instead of studying
exponential ergodicity directly. However, it often happens that & > gap(D) as
illustrated by the following simple example.
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Example 2.3. Let

—-1/2 1/2 0
Q= 0o -1 1
1 0 -1

Then the eigenvalues of @, are 0, —5/4+1/7i/4 but we have & = 5/4 > 1 =
gap(Q1).

A natural question arises: for infinite F, can & be positive yet gap(Q) = 07
To answer this question, we need some preparation. Recall that the dual @—
process (p;;(t) = m;p;i(t)/m;) has the same stationary distribution 7. Thus, the
Q-process is exponentially ergodic iff so is the @—process and they have the same
convergence rate &. These facts may be enough to conclude exponential ergodicity
of the Q-process but we are unable to prove it at the moment and there is still
no counterexample either. The problem is that when we look at Criterion (2.1),
the function ¢ and constant § used there for ) and @ may be different. The
same problem appears in the opposite implication: exponential ergodicity of the
(Q-process implies the one of the Q-process. But this is overcome in a rather
technical way, stated as part (3) of Theorem 1.1. We now mention a simpler
sufficient condition:

=21l Qo< —6dp+Cly and §¢<8¢+(?IA for some 6 <9 (2.3)

Note that only a single function ¢ is used here and § is allowed to be positive!
Then we have

§—6 C+C

I 2.4
5Pt o 1a (2.4)

e>1 and Qp < —

and so the Q-process is exponentially ergodic. Condition (2.3), which will be
further weakened in (4.4), often holds for Markov chains (see Example 5.3 for
instance) and we have no counterexample of a Markov chain for which condition
(2.3) does not hold. Thus, by Theorem 1.1, it is often true that & > 0 <=
gap(D) > 0, and so we are safe in using the above symmetrizing approach when
(2.3) holds at least.

Another motivation of the study comes from Markov Chain Monte Carlo. In
this context, we are given a distribution, say mp = 1/2, m; = me = 1/4. The
problem is to construct a Markov chain whose law converges rapidly to 7. It is
natural to construct a reversible one. For instance

—-1/2 1/2 0
Q= 1 -2 1
0o 1 -1

Then we have gap(Qz) = (7 — V/17)/4 ~ 0.72 < 1. On the other hand, one
may regard (1 as a perturbation of Q3 with the same equilibrium distribution
7. Then, the irreversible )1 has a faster exponentially ergodic convergence rate
than the reversible (J5. However, even for infinite £, any local perturbation does
not change exponential ergodicity by (2.1). Thus, for every local perturbation @y
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of a reversible Q2 (which is the main interest in practice), whenever m is kept,
condition (2.3) holds and hence &(Q1) > 0 <= gap(Q2) > 0 by Theorem 1.1. In
view of this observation, we can just consider the class of reversible processes.

To conclude this section, we make a remark on the term “gap”. In the irre-
versible case, the term is not necessarily closely related to the spectrum of €2 as
illustrated by Example 2.3. Next, recall the reversible Q-matrix @ given by (1.5).
Under (1.3), we have gap(D) = gap(D) = inf spec(—Q)|,+ (cf. Chen (1992),
Theorem 9.9). In this sense, it has some spectral meaning.

3. PROOF OF THE FIRST PART OF THEOREM 1.1

In this section, we prove that L?-exponential convergence implies exponential
ergodicity, without using the dense condition (1.3). The first proof below is the
shortest one but its conclusion is weaker than the second proof, which is mean-
ingful in a more general setup (cf. Chen (1998)).

The first proof. The proof is rather easy as shown in Chen (1992), Proposi-
tion 9.20. By (1.2), we have

engap(D)t”f - 7T(f)HQ = Tig |pioj0 (t) — T ’2

for the function f; = d;;, and arbitrary iy and jo. Hence

i (8) = 5] < 3 /(1 = 75) /i 78PN

for all 4, j, which proves (1.1). In other words, the spectral gap always lower
bounds exponentially ergodic convergence rate. [J

The second proof. As mentioned in the first section, (1.1) is equivalent to
exponential decay of ||p;.(t) — 7||var as ¢ — oo . But the convergence rate in the
total variation may be smaller than the one in (1.1). The next result shows that
we still have the same lower bound.

Theorem 3.1. For every probability measure p, whenever the function pu;/m; be-
longs to L?(m), we have

InP(t) = 7llvar < [lp/m — 1]} e8P

for all £ > 0, In particular,

9. (£) = mllvar < 4/m; ! — 1 e8P

Proof. The proof is similar to Chen (1998), Theorem 1.1, where the assertion was
proved in the reversible case. Recall that p;;(t) = m;p;i(t)/m; and gap(D) =
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gap(D). Assume that ||p/m — 1|| < co. Then, we have

1P (t) = 7l[var = ZIMP J) = mjl

o)

_zm zpﬂ s/ = )

P(t) p/m =)l 1 ()

< |[[P@) (/7 = 1)

Because the function p/m — 1 € L?(7r) has mean zero, by (1.2) and definition of
gap(D) (cf. Chen (1992), Theorem 9.1), the right-hand side is governed by

I/ = 1lem#2 P = [lu/m —1le”P PP, O

It was also proved in Chen (1998), that the convergence rate given in Theo-
rem 3.1 is indeed sharp for birth-death processes.

4. PROOF OF THE SECOND PART OF THEOREM 1.1

This section is devoted to proving that exponential ergodicity implies L2-
exponential convergence. The proofs given in this section are very technical. The
organization goes as follows. First, we deal with the reversible case, for which two
different proofs are presented (Theorem 4.1 and Theorem 4.3). Another different
proof will be presented in Section 6. Then, we reduce the irreducible case to the
reversible one (Theorem 4.4). Finally, a criterion for the positivity of gap(D) is
presented (Theorem 4.5).

Reversible case. Let (X;) be a Markov chain with transition probability P(t).
Define 7, = inf{t > 0: X; € A}. When A is a singleton, say 0 € E for simplicity,
we write 7y instead of 7¢p}. The first assertion in the next result is due to [14] in
the discrete-time case.

Theorem 4.1. In the reversible case, if there exists a constant 5 > 0 such that
E? exp[f7,] < oo for all i € E, then gap(D) > . Furthermore, the last condition
holds iff there exists a function ¢ defined on E such that

p=>1 and Qp(i) < —Py; for all i # 0. (4.1)

Proof. (a) To prove the first assertion, fix ¢ > 0 and consider the discrete-time
chain (X+)n>0 with transition probability P = P(t). For n > 0 and ¢ # 0, define

PRf(i) = E'[f(Xnt) : 7o > ni]
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and write Pp = PL,. Then we have
Pp1(i) = Pi[ry > nt] < e P EPT i#0.

Thus, following the proof of Sokal and Thomas (1988), Lemma 3.11 (roughly
speaking, the lemma says that for discrete-time Markov chains,

I Ppllr2(mmgoy) <7

whenever E‘770 < oo for some 7 > 1 and all i), we know that the operator norm
|Pp| in L?(m; E \ {0}) is bounded above by e~#%. At this point, we need not
only the reversibility but also (1.3). However, condition (1.3) is automatic in the
reversible case as mentioned before. Since P = P(t) is nonnegative definite on
L?(r), following the proof of Sokal and Thomas (1988), Lemma 3.12, the operator
norm of P(t) on L?(r; E) \ {constants} is bounded above by ||Ppl||. Hence, for
every f with w(f) =0 and || f|| = 1, we get

(f, Pt)f) < | Poll < e

Therefore,
1 1
D(f) =lim - (f = P(®)f, f) > lim - (1 - e = 8

and so gap(D) > .

(b) To prove the last assertion, note that if ¢ satisfies (4.1), then so does
pi = ; for i # 0 and @g := 1. On the other hand, by Anderson (1991), Section
6.2, Lemma 1.5, E?exp[B7,] < oo iff there exists a function y on E such that
yo = 0 and Qy(i) < —pPy; — 1 for all i # 0. Hence, the required assertion follows
by using the transform ¢, = fy; +1,i € E. O

It should be pointed out that the continuous-time version (i.e. the first assertion
of Theorem 4.1) was mentioned in Landim et al (1996), Proposition 4.1 without
proof. Moreover, condition (4.1) was replaced by a stronger one (Landim et
al (1996), Proposition 4.2) which is usually less effective since it fails for the
simplest chain with two states. An estimate of the exponential convergence rate
for stochastically ordered jump processes with continuous state space [0, c0) was
obtained in Lund et al (1996) .

To present an improved result with a simpler proof, we need some preparation.
Consider an exponentially ergodic chain. First, we show that for every finite set
A, there exists a function ¢ and a constant 6 > 0 such that (4.3) below holds.

By Anderson (1991), Section 6.6, Theorem 6.5 or Chen (1992), Theorem 4.45(2),
a Markov chain is exponentially ergodic iff for every finite set A, there exists some
0 < § < ¢; for all 7 and a finite non-negative sequence (y;) such that

ngAu{i} 495 < (¢ — 0)yi — 1, i¢ A
Dojgatijyi <00, i€ A
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As we mentioned before, this well known criterion does not say anything about
the convergence rate. By using the transform ¢; = dy; + 1, (4.2) can be rewritten
in the simpler form (2.1) (but (4.2) and (2.1) are indeed equivalent). By replacing
¢ with ¢l4e in (2.1), we obtain the following condition.

0la=0, ¢lac>0 and Qe < —dp on A°. (4.3)
Next, define
No(A%) = inf{D(f) : f € P(D), fla = 0and n(f?) = 1}.
By the dense condition (1.3), we have
No(A%) = mf{D*(f) : fla =0 and =(f?) = 1}.

Lemma 4.2. For a reversible process, under (4.3), we have \g(A°) > 4.

Proof. (a) Choose finite sets E,, containing A such that E,, T E. Let
m=inf{t >0: X, ¢ E,\ A}.
Note that for every function f with finite support,

{e‘%f(Xt)}@0 is a P'-martingale with respect to the operator 0/0t + Q.

Since (4.3) also holds for ¢, := pIg\a on E,\ A and
Pl =t]=> Pl =7" =1=0
m=1

(where 7(™) is the mth jump time of the chain), we have
Fi [66(t/\TA/\TH)(pn(XtATA )] = E [ea(tmn)(pn(XtMn)]

— on(i) + E / " 005+ 9) [e% 0] (5, X, )ds
< 4 for al(l)i € E,\ A

Letting n 1 co and using Fatou’s Lemma, we get

E® [e‘s(t/\TA)cp(Xt/\TA)] <p; foralli¢ A
The restriction ¢|4 = 0 implies that E [e‘stcp(Xt,\TA )] < i and hence
E'o(Xinr,) < pie”®,  £20,i¢ A

(b) Next, since F,\ A is finite, there exists a function u,, with unit norm and
Un|(B)\A)e = 0 satisfying

D(un) = Xo(En\ A) = inf{D(f) : fl(g,\a)c = 0and || f| = 1}.
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Because D(|f|) < D(f), u, must be non-negative. Furthermore, u,, should be an
eigenfunction of {2 on the finite set E,,\ A: Qu,, = —X\o(E,\ A)u, on E,\ A. The
reversibility of @) is required at this point. In the irreversible case, one obtains
the equation Qu,, = —X\g(E,\ A)u, rather than Qu, = —X\o(E,\ A)u,, which
may have no solution at all (cf. Example 5.4). We now follow the proof given in
Chen and Wang (1998), Proof of Theorem 3.2. Since E,,\ A is finite, there exists
a positive ¢; such that u,(Xiar,) < c1¢9(Xenr, ). Thus,

un(i)e_/\O(E"\A)t = E'u, (Xiar, ) < clEigo(XtATA) < crpie i€ E,\ A

This implies that \o(E,\ A) > 0. Finally, because (1.3) holds in the reversible
case, it is easy to show that A\o(E,\ A) | A\o(A°) as n — oo and so the required
assertion follows. [

Theorem 4.3. In the reversible case, if (4.3) holds with A = {0}, then gap(D) >
Ao({0}%) =0
Proof. (a) Choose f such that 7(f) =0. Let A = {0} and ¢ = fy. Then

D(f) = D(f = ¢) = X(A)If = cll* = 2o (A) (I f1* + ¢*) = Ao (A f*.

This means that gap(D) > A\o(A°).
(b) The second inequality now follows from Lemma 4.2. [

In view of Theorems 3.1 and 4.1, (4.1) and (4.3) are not only criteria for
gap(D) > 0 or & > 0 but also give us a useful estimate for exponentially ergodic
convergence rate in the reversible situation. The above proofs work only in the
reversible case and moreover, one can not replace 7, by 7, if A is not a singleton.
For irreversible counterexamples of Theorem 4.1 and Theorem 4.3, see proof (b)
of Example 5.3.

Irreversible case. A condition parallel to, but weaker than (2.3) is as follows.
ola =0, olac >0, Qp < —p and Qp < d¢ on A€ for some § < 6. (4.4)

Then, we have Q¢ < —(6 — 5) /2 on A°. The following result is now a straight-
forward consequence of Theorem 4.3.

Theorem 4.4. Assume that (1.3) holds in the irreversible case. If (4.3) holds with
Q) replaced by Q and A = {0}, then gap(Q) = gap(Q) > 6. In particular, the last
condition holds if (4.4) is satisfied with A = {0}, in which case gap(Q) > (0 —9)/2.

General estimate. As we have seen from Example 2.2 the lower bound given
by Theorems 4.1, 4.3 and 4.4 may be very small. On the other hand, as we have
seen from Example 2.1, Criterion (2.1) is much more practical than (2.2). Thus,
it is natural to use (2.1) instead of (2.2). That is the goal of this subsection. For
any subset B of E, define a restricted form D} on B and the associated measure

T as:
g quw ’L ) B / § :ﬂ—J

i,J€EB jEB
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The spectral gap of D3 is

gap(Dp) = inf{Dy(f) : 75(f) =0, 7(f*) = 1}.

For finite B, since D7 coincides with the form generated by the symmetrized
Q-matrix (g;;), it follows that gap(D7};) > 0 even though the new @-matrix can
be reducible when restricted to B (cf. Chen (1992), Theorem 9.9 and Chen and
Wang (1998)). Let n(C) = > ,com and M4 = maxjea (¢ + 2 j¢A ¢i;). In
the reversible case, M4 can be replaced by 2max;ca Zj¢ 4 @ij- For finite A,
My < 2max;eca q; < 0o. Thus, whenever A\g(A°) > 0 for some finite A, we can
make B large enough so that the right-hand side of (4.5) below is positive.

Theorem 4.5. Assume that (1.3) holds in the irreversible case. Then, for any
A C B with 0 < 7(A), m(B) < 1, we have

Ao (A°)
m(A)

gap(Dp) Ao (A9)(B) — Mam(B°)]

> gap(D) > . 45

gap(D) 2gap(D%) + 7(B)2[\o(A€) + Ma] (45)
In particular, gap(D) > 0 iff A\g(A°) > 0 for some finite A.

Proof. The proof is a slight modification of a much more general result Chen
and Wang (1998), Theorem 3.1 applied to @ = (gi;). We sketch the proof here.
We must keep in mind that 7;¢;; may not be symmetric. For the upper bound,
noticing that for every f with norm one and f|4 = 0, we have

7(f2) —w(f)2 =1 —n(flac)” 21— w(A°) = 7(A)

so gap(D) < D(f)/m(A). Then, it follows that gap(D) < Ag(A°)/m(A) as re-
quired.

For the lower bound, the original proof is based on Cheeger’s splitting technique
and consists of two estimates:

D(f) = gap(Dp)m(B)~?[y — = (B°)], (4.6)
D(fLse) < 2D(f) + M (4.7)

for every f with 7(f) = 0 and 7(f?) = 1, here 'yzw(fQIB). Notice that
D(fIAc) >A0 (Ac)ﬂ'(f2IAc) Z )\0 (AC)(l — "y)

Once (4.6) and (4.7) have been proved, we obtain two lower bounds of D(f), say

g1(v) and g2(7y). Then D(f) > inf cjo,1) max{gi(7), g2(7)}. Optimization of this
lower bound with respect to v € [0, 1] produces the lower bound in (4.5).
We now prove inequality (4.6). Because

D(f) = D*(f) =z Dp(fIs),

one needs to show that

7 (f2p) — m(B) ' (fIg)* = m(B) [y — x(B°)].
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This can be done by using the inequality:
m(fIp)* = w(fIpe)? < w(f*Ipe)w(B) = (1 —v)m(B°).
The inequality (4.7) is based on

|(fLac)j — (flac)il <|fj = fil + IiijyeBxacuacxy|(fLa); — (f1a)il

and (a+b)? < 2(a?+b?). The coefficient M4 comes from the following calculation:

Z Wigij[(fIA) fIA Zﬁz]ﬂz%] +Z7TzZQZJf

(i,j)EBX ACUAC X B i€A jgA igA  jeA
< mef Z Zij + Zﬂ'i Z ¢ij(f14)3
icA jgA i g
= Zm’ff Z qij + Zﬂ—iqifz?
icA jgA icA
2
mg{ > ai +%} (f°La)
J¢A
< May.

In the second equality, we used the stationary property of the process (cf. Chen
(1992), Theorem 4.17). O

To conclude this section, we mention that the irreversible part of Theorem
1.1 can also be extended to a more general setting, because the analogs of The-
orem 3.1, Criterion (2.1) and Theorem 4.5 have been obtained in Chen (1998),
Down et al (1995) and Chen and Wang (1998) respectively.

5. EXAMPLES

In this section, we discuss four examples. the first two examples are reversible,
they illustrate the application of Theorem 1.1 and Theorem 4.5. The last two
examples are irreversible, they illustrate the application of Theorem 4.4; they also
show the effectiveness of condition (4.4) and the independence of the convergence
rates and the eigenvalues of the operator €.

Example 5.1. Let £ = Z,. Consider the birth-death process with death rates a;
and birth rates b;: a; = b; =i7 (i > 1) for some v > 0, ag = 0 and by = 1. The
process is exponentially ergodic iff v > 2.

Proof. It is well-known that the chain is ergodic iff v > 1. Moreover gap(D) > 0
iff v > 2 (cf. Chen (1996) or Chen and Wang (1998), Example 4.5). Thus, by
part (2) of Theorem 1.1, the process is exponentially ergodic iff v > 2. The
assertion is well-known When v > 2 but is new for v € (1, 2] (cf. Anderson (1991),
Proposition 6.6 or Chen (1992), Corollary 4.51). We remark that ), mq; = 00
for this example. [
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Example 5.2. This is a continuation of Example 2.1. By Lemma 4.2, it follows
that A\g(A°) > m/2 for A ={0,1,---,m} with m > 3. Next, fix A and choose N
large enough so that

My

B)>2 —M,
"(B) Z T e (A7)

B:={0,1,--- ,N}.

We have the following dual variational formula Chen (1999), Theorem 3.2 for
gap(Dp):

N
Dy) = inf b (wit1 — w; Wj
gap(Dp) = sup inf  bipi(wirs w)/j_;lmwg

where po = 1, pp, = bo---bp_1/a1---an, 1 < n < N and # is the set of all
strictly increasing sequences (w;) with Zi\io wiw; = 0. The result is valid even
for infinite N (cf. Chen (1996) or Chen (1999) ). Note that (when N < oo)
each w € # gives us a non-trivial lower bound of gap(D73) and then we obtain a
non-trivial lower bound of gap(D) (and furthermore of &) by Theorem 4.5 (and
Theorem 3.1). O

For general Markov chains with Q-matrix Q = (¢;;) and stationary distribution
m, once the elements ¢; ;41 and ¢;;—1 of the symmetrizing matrix Q= (Gij) are
positive, the Dirichlet form D(f) is bounded below by a form of birth-death pro-
cess with birth rates b; = ¢; ;41 and death rates a; = g; ;—1. Thus, the procedure
used in Example 5.1 is still applicable. In other words, it is now often easy to
obtain a non-trivial lower bound of & once 7 is explicit.

Next, we consider the irreversible case. A Markov chain on Z is called a single
death process if q; ;1 >0 for all7 > 1 but ¢;; =0 forall¢>2and 0 < j <7 —2.
There is no restriction on the rates g;; for j > 7. Such a process has an advantage:
its stationary distribution is computable by an iterative procedure:

n—1
__ To4o _ Tndn Tkdkn
™ = 9 Tn+1 = - 9
q10 Qn—i-l,n =0 Qn+1,n

WV
—

(5.1)

This provides us a chance to apply the estimate from Theorem 4.4. However,
in order to illustrate some idea and make the computation possible by hand, we
consider here two very particular examples only.

Example 5.3. Let qo, > 0, g = qrp—1 > O0forall k > 1, qo = Zk>1QOk and
qij = 0 for all other j # i. Suppose that 0 < ¢; = inf;>1 ¢; < sup;>; ¢ = c2 < 0.
Then the process is exponentially ergodic iff {gor} has geometric decay: qor < cO¥
for some constants c and 6 < 1.

Proof. (a) First, we compute the stationary distribution. From the iterative pro-
cedure (5.1) plus some computations, it follows that the Q-matrix @ = (g;;) has

a stationary distribution 7 iff -7 ,(1/¢n)(q0 — 22;11 qok) < oco. If this holds,
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then
a 00 1 n—1 -1
o = {1+0+Z<QO quc)} and
q1 k=2 dn k=1
- n—1
T = — <QO -, qu) for all n > 1. (5.2)
dn
k=1

(b) We now prove the conclusion. By solving the inequality Qp(i) < —fB¢p; for
121, we get

0> ] Qjﬁwo for i > 1

j=1"
whenever 5 < ¢;. Let ¢g = 1. Then, condition Qp(0) < C — Syg gives us

i

oo>C>ﬁ—qo+Zqoin‘qiﬁ. (5.3)
i=1

Jj=1

Because ca = sup>; qx < 00, we have

> aoi [[ /(@ —8) =D q0i(l = Bfea) ™.
=1 j=1 i=1

Thus, (5.3) holds only if {gox} has geometric decay. From this, one can easily

construct some examples ({qox } has only polynomial decay for instance) for which

& = 0 and so gap(Q) = 0 by Theorem 1.1. Thus, Theorems 4.1 and 4.3 fail since

conditions (4.1) and (4.3) (with A = {0}) do not use the sequence {qo}.
Conversely, if {qor } has geometric decay, then

ZQOi H q;/(q; — B) < ZQOi(l —BJe1)”" < o0
=1 Jj=1 i=1

for sufficient small 5 > 0. Hence (5.3) holds and so we have thus proved the
required conclusion. [

Example 5.4. Everything is the same as in Example 5.3 but ¢ = 1 and qox =
0% (k > 1) for some 6§ < 1. Then (2.3) and (4.4) hold. Moreover, when 6 < 1/2,
gap(Q) > 1 — V0. However, the operator 2 has no non-zero real eigenvalues \ in
the ordinary sense: Qf(i) = —\f; for some real f # 0 and all i € E.

Proof. (a) First, we prove (2.3). By (5.1), we have

0 -1 7T09n
qo:ﬁl—@’ 7r0:{1—|—<1_0)2} and 7Tn:1_9 for all n > 1.
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Moreover, ¢; := (1 — 3)7¢ (i = 0) satisfies Qo (i) = —Byp; (i = 1) and (5.3) for all
B < 1—46. On the other hand, for the dual matrix @ = (g;;), we have §io =1—6
and ¢; j+1 =0 (i > 1). Thus,

Zéz‘j(sﬁj—%‘) = 0(pit1— i) +(1—0)(po— i) = 138—1+(1—9)(1—5)i ®i

for all ¢ > 1. We now prove that
Bi=01-B) " —1+(1-0)(1—B) <.

These two facts imply (2.3). Let B=1—7. Then, B € (0,1). To prove the last
inequality, it suffices to show that (2 — 9)52 — 23+ 6 < 0. Solving this equation,
we get two roots: B, = 0/(2 — 0) and By = 1. The inequality now follows by
confirming that 3; < 6.

(b) We show that the operator € has no non-zero eigenvalues. That is, Qf =
—Af has no non-trivial solution (A # 0 and f # 0). Thus, it is no hope to estimate
& by using the eigenvalues of €. Solving the equation Qf(i) = —Af; (i > 1), one
gets (1 — A\)fi = fi—1 (i > 1). From this, it follows that f; = 0 once A = 1.
Otherwise, f; = (1 — A\)7ify for all i > 1 and fy # 0. From Qf(0) = —\fo, it
follows that we must have 6 < |1 — A| and

ie’fu AP0 -6 =N
k=1

But when 6 < 1/2, the last equation holds iff A = 0.

(c) The rest of the proof estimates &. Let pg = 0 and ¢; = (1 —3)"F1 (i > 1).
Then (4.3) holds with A = {0} and § = 8 < 1. Moreover, (4.4) holds with
A=1{0} and 6 = 0/(1 — 8) — 1 whenever 3 < v/1— 0. Thus,

_ 1 0 _

Qo< —g(B8——F5+1rp=:-Pp on {0} (5.4)
2 1-3

Maximizing 3 with respect to 8 < v/1 — 0, we get 8 = 1 —+/6. Thus, by Theorem

4.4, we obtain B
gap(D) = Ao({0}°) = 8

and hence & > 3 > 0 by part (1) of Theorem 1.1. [

We remark that the lower bound produced by Theorem 4.1 is the same for
this example. If one uses (2.3) instead of (4.4), then the resulting lower bound is
1 —+/0(2 — 0) which is smaller than 1 — /6.

As we mentioned before, the lower bound provided by Theorems 4.1, 4.3 and
4.4 may be rather rough. A possible way to improve the estimate of gap(D) is
by directly using the methods developed in the study on the spectral gap for
reversible processes (cf. Chen (1997) and Chen (1999)). We now illustrate one of
the methods.
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Let f satisfy 7(f) = 0 and [|f|| = 1. Denote >_;(,; 7 by 7[a,b]. Then, we
have

Zﬂ'ﬂ'('] 1)
_Zﬂ-lﬂ-j 0+f0_fz)

1<J
<2 Z mimi(fj — fo)? +2 Z mimi (fi — fo)?
1<j 1<J
J J
gszjw[ ka_fk: 1 ZV_Z
j>1 k=1 =1
~ mt+ 1,00
+2Z7T191(f2 —fo)z[ei)
= 2[1 +2[2,

where v € (0,1) is a constant to be determined later. Next,

<D (fr = frmr)? Z%ZV e+k< Zﬂkfk*fkl ;

E>1 ik =1 k>l
€(0,1).

IQ NS 77'09 2 Z’]TZQZ

Minimizing /(1 — v)(y — 0) with respect to 7, we get the minimum (1 — \/5)_2.

Thus,

2 ZWkCIkk 1( fk—1)2+(12i03)227ri%i(fi_f0>2

( k>1
1 7T00
< Qmax{ (1_ \/5)2, i-0

D0,

Comparing this with the estimate given in Example 5.4, since 1 — 0 > (1 —

\/@)2 /2, we see that this usually quite effective method does not make any im-
provement.

6. PROOF OF THEOREM 1.2

To prove Theorem 1.2, we need some preparation. As an analog of the usual
LP-space of functions, we define some space of finite signed measures as follows
[Roberts and Rosenthal (1997)]:

ZLP(m) = {p: pis a (finite) signed measure, p < 7w and du/dr € LP(m)},
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where 1 < p < co. For p € £P(7), set

e L

When p = 2, £?(r) is a Hilbert space with inner product

(u,v) = /(du/dﬁ)(dy/dﬂ)dﬂ'.

Due to the reversibility of P(t), it is easy to check that the action of P(t) on
p € £?(r) is equivalent to the action of P(t) on f € L?(w). Moreover,

€ LP(r) = uP(t) € LP(n)

for all ¢ > 0. In particular, the L2-exponential convergence can be restated as
follows:

For every signed measure u € .£?(rr) with u(FE) =0,
POl 22y < el 2 (mpe™™", >0 (6.1)

Proof of Theorem 1.2. Because of the above discussions, we need only to show
that (1.6) <= (6.1).

(6.1) = (1.6). The proof is very much the same as the proof of Theorem 3.1.
Note that

llvar < el .y < Nl1tll 2y -
By (6.1), we have for every probability measure p € £?(r),

P () = 7llvar = (e = ) P(6)Ivar < llin = 7]l oz (mpe ™"

This gives (1.6) with

1/2
Cu =l =7l g2my = (Ilell%p2(ry — 1)

(1.6) = (6.1). By using spectral theory of bounded self-adjoint operators, it
was proved in Roberts and Rosenthal (1997), Theorem 2.1 that for a reversible
Markov operator P, the following statements are equivalent.

(i) There is p < 1 such that for every signed measure p € £?(7) with u(E) =
0, ||HP”32(W) < PHN”32(7T)~

(ii) There is p < 1 such that for every probability measure pu € #?(n), there
is C), < oo such that |[|uP" — 7||var < Cpp™ for all n > 1.

Now, we fix t > 0. From (1.6), it follows that assertion (ii) holds with P = P(t)
(and then P™ = P(nt) for all n) and p = e~¢*. Therefore, assertion (i) holds with
the same P and p. That is (6.1). O
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APPENDIX (UNPUBLISHED). PROOFS OF THE
LEMMAS USED IN THE PROOF OF THEOREM 4.1

Proposition A.1. Let X be a complex Banach space, A be a bounded linear op-
erator on X with spectrum o(A). Then

r(A) :==sup{|A|: A€ o(A)}

= lim [|A™]|Y/" = inf || A™(|"/"
n— oo

= sup Lim ||A"z|'/"
ze){*’rLA)OO

= sup Iim |(¢, Amz)|'/™.
zEX, beX* N0

When X is a Hilbert space, we have r(A) = sup,¢ x lim,, 00 (z, A"x)/™.

Proof. (a) The second line is the well-known Gelfand Theorem, refer to [Xia D. X.
et al (1979), Real Analysis and Functional Analysis (2nd Edition), Vol. 2, Press
of Higher Education, p. 147, Theorem 10 and p. 289, Theorem 3.

(b) Because

Iim [|A%z||Y™ < lim [|A"|Y" lim ||2||*/" = lim ||A™|Y/™,
n— 0o n— 00 n— 00 n— 00
we have sup,¢ y lim, . ||A"z||*/" < r(A).
Conversely, fix A such that

A > ¢(A) ;= sup lim ||A"z|Y/™.

reX n— oo

Set B = A/A. Then, for every fixed x € X, {B"x : n > 1} is bounded. By the
Uniformly Boundedness Theorem (cf. the quoted book, p. 201), there is M < oo
such that sup,, ||[B"|| < M. Hence lim,_, [|A"||}/™ < X. Because, A\(> ¢(A)) is
arbitrary, we get 7(A) = lim,,_,o ||A™||"/™ < c(A).

(c) Note that

lim_|(¢, A")['/™ < Tim [||¢] /" A" /"]
n— o0 n— oo

T 1/n n|l/n
T (1 2y A7

N

— Tm A"
n—oo

=r(A).
On the other hand, let
A>c(A):= sup lim |(¢, A"x)|}/"
mEX, e X+ n— o0
= sup Iim |(¢, A"z)|'/™.

TEX, X, ||z|=1, ||£l|=1 ™7
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Put B = A/\. Then, for fixed z € X and ¢ € X*, the set {(¢, B"x) : n > 1} is
bounded. This means that for fixed x € X, {B"x : n > 1} is weakly bounded and
so is strongly bounded. Applying the Uniformly Boundedness Theorem again,
it follows that sup,, [|[B"|| < co. But A > ¢(A) can be arbitrary, we obtain

i 0 | A7 1/7 < c(A).
(d) For Hilbert space, use the fact that

(2. A7) =2 [(x +y Az +y) - (z -y, A" - y))}

4
[(az +iy, A" (z +iy)) — (¢ — iy, A" (x — iy))}

7

4

and that a + b+ ¢+ d < 4max{a,b,c,d}. It follows that

r(A) = sup lim |(z, A"y)|Y" < sup Iim |(z, A"z)|*/".

z,y€X n— o0 reX n— oo

The inverse inequality is obvious. [J

Before moving further, we remark that for non-self-adjoint operator, one can
not replace sup,cx by sup,cp, where D is a dense set in X. An easy counterex-
ample is as follows. Take X = (%(Z) and A the shift operator. However, the
conclusion is true for self-adjoint operator.

Proposition A.2. Let X be a complex Hilbert space, A be a bounded, self-adjoint
linear operator. Then for every dense set D, we have

|A|l = r(A) = sup lim (z, A%z)/™.

xzeD n— 00

Next, take X = L2 () and assume that A(L%(w)) C L&(mw). Then for every dense
set D in L2(m), the above formula still holds.

Proof. (a) It is well known that ||A|| = r(A). Let E4 be the spectral projection
of A. Given € > 0, let

Se =[-r(A), —r(A) +e) U (r(A) —e, r(A4)].

Since S¢ is closed, E4(S:) # 0. Choose x € D such that F4(S:)(x) # 0. Then

for even n, we get

(x, A"z) = /)\"(a:, Es(dN)z)

> (r(A) —e)"(z, Ea(Se)x)
= (r(A) —&)"[|Ea(S:)z|* > 0.

Thus,

i |(z, A™2)|Y" > (r(A) — <) T | Ea(So)al?" = r(4) <.

n—oo



398 MU-FA CHEN

But ¢ can be arbitrary, this gives us lim,, o |(x, A%z)[*/" > r(A).

(b) To prove the last assertion, note that every x € LZ(m) can be expressed
as * = y + iz with y, 2 € Li(w) and D + iD is dense in LZ(m). Moreover,
(x,A"x) = (y, A"y) + (2, A"z). So,

|, Am) | <2 [[(y, Ay) YTV | (2, A2) M.
Thus, by (a), we obtain

r(A)= sup Tim |(z, A"z)|"" < sup Tim |(y, A"y)|Y/™. O
xeD+iD n—oo yED n—oo

Lemma A.3(Lemma 3.12 of [14]). Let P be a transition probability matrix on
a countable set with reversible measure . Suppose that P is nonnegative definite on
L?(7).2 Denote by Pp the matrix obtained by deleting one (say 0)-row and 0-column.
Then the operator norm of P on L?(7) \ {constants} is less or equal to the norm of
Pp on L3(m; E\ {0}).

Proof. Given ¢ € L*(m) with m(¢) = 0. Set ¢ = ¢(0). Then
0 < (¢, Po)r2(n)
= (‘P*Ca P(QD*C))L%W) —C

— (cp —¢, Pp(p— C))Lz(W;E\{O}) —¢
2

2

2

< PollL2mevoplle — cllizm — ¢
= [|1Ppll2(mzgoy) (1l 72y + ) — ¢
< 1Pollze(meop lelliz()-

Note that the second step works only if a single point is deleted from F, even
though the equality can be replaced by inequality.

Lemma A.4(Lemma 3.11 of [14]). The assumption is the same as in Lemma A.3.
Denote by 7, the hitting time at 0. If there is 7 > 1 such that E, 770 < oo for all
x € F, then HPDHLQ(W;E\{O}) <l

Proof. Note that (Pp1)(z) = Py[ry > n] < 7 ""'E,7™. For every ¢ with com-
pact support, we have

| (%2 PBY) 12 (o | < (01 PRIV L2 oy
<l D w@)(Pp1)(2)

xrESUpp Y
SFTE YD w(@)Elr.
TEsupp P
Thus, by Proposition A.2, we get
T~ 1/n ——1
Pollrzix: = sup lim | (v, Pha _ <rF . O
H HL (mEAOD 1: 1 has compact support n—00 |( oD )L2(W»E\{0})‘ =

2Without this additional condition, (¢, P‘P)LQ(W) can be negative. However, one may avoid
this by replacing P with P2.
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Abstract Some estimates of logarithmic Sobolev constant for general symmetric
forms are obtained in terms of new Cheeger’s constants. The estimates can be
sharp in some sense.

Keywords: Logarithmic Sobolev inequality, symmetric form, birth-death process

Let (E,&,m) be a measurable probability space satisfying {(z,z) : € E} €
& x & and denote by L?(7) the usual real L2-space with norm ||-||. For a symmetric
form D(f,g) with domain 2(D) on L?(r), logarithmic Sobolev inequality means
that

m(f*log f?) <2¢7'D(f, f), fe2), |lfl=1 (0.1)

for some constants ¢, where 7(f) = [ fdr. In what follows, the largest possible ¢
is denoted by ¢ and is called the logarithmic Sobolev constant.

The inequality goes back to L. Gross (1976)[1. It has attracted a great deal of
research in the past two decades. The reader may refer to the survey articles!?[l
for the present status of the study and also for references. Note that the most of
the publications deal with diffusions and the inequality for (unbounded) Markov
chains have been open for a long time. Very recently, the inequality has been
studied in ref. [4] for finite Markov chains and in ref. [5] for general symmetric
forms. The method used in the last paper is different from the previous one,
that is the Cheeger’s technique for unbounded operators developed in ref. [6].
We mention that the inequality does not hold for bounded operators in infinite
spaces. The purpose of the note is to present some new or improved explicit lower
bounds for the constant ¢ by using different proofs. See also the comment after
the proof of Theorem 1.1 given in sec. 3 for a detailed comparison with ref. [5].

1 Main results. The symmetric form (D, Z(D)) considered here is as follows:

/ J(dz, dy)[f(z) — f@)] [o(z) — g)],
f.9€ 2(D) = 1{f € L*(r) : D(}.f) < oo}, (1.1)

Typeset by ApMS-TEX
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where J is non-negative and symmetric: J(dz,dy) = J(dy,dz). Without loss of
generality, assume that J({(z,z) :x € E}) = 0.
Take and fix a non-negative, symmetric function r € & x & such that

JY(dz, E)/m(dz) <1,  7-as., (1.2)

where J(@)(dz, dy) = I (z,y)es03 ( d:n ,dy) /r(z,y)*, @ = 0. Throughout the pa-
per, we adopt the convention that r° = 1 for all » > 0 Correspondmgly, we have
symmetric forms (D(O‘) 9 (D(O‘))) generated by J (O‘) Define

MY =inf{D(f, ) : (f) =0, [ £l = 1},
(@) o
k@ = inf T4 x &) ’
n(4)€(0,1) —m(A)log 7(A)
J/2) (A x A°) + 67(A)

¢ = inf . 6>0,
m(A)>0  7(A)/1 —logm(A)
(1/2) (A x A€
&= inf S A x A , re(0,1)
m(A)e0,r] m(A)y/1 —logm(A)
£ = hm & =sup&?,
6>0
o = lim & = sup§,.
—0 r>0

When a = 0, we return to the original form and so the superscript “(a)” is
omitted everywhere from our notations. Noting that

—tlogt < —(1 —t)log(1 —t)
on [1/2,1), one may replace “m(A) € (0,1)” by “m(A) € (0,1/2]” in the definition

of k(@ . Next, since

—(logt)/y/1 —logt > (log2)/y/1+ log2

on (0,1/2], we have

k(2 (log2)/y/1+1og2 < & /2 <

Now, the main results of the paper can be stated as follows.
Theorem 1.1. We have

2k 20
21
= -
1+16infs0 A(S)
2\
= -
].+].6 1nfre(071) B(T)

2/\1X(0,oo)(£0) ff/z
Zmax ) 5 (s
65 — 64logr, 25+ 3351/2 + 1151/2
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where

(24 06)(A1 +9)
(L
A1 2
B(r) = . 1—logr] [&—F 1—logr}

T

A(5) =

and when &y > 0, 7 is the unique solution to the equation:

2
1—10gr:)\122; , r e (0,1).

Especially, we have o > 0 whenever A; > 0 and £ > 0. Moreover,

o >0=¢£>° >0,

and the inverse implication holds except & contains only a finite number of m-atoms.
Theorem 1.2. We have

2A1s172) > Lam?
VA - AD) 13 8

It is reasonable to keep )\ga) in the above formulas since there are several

2 =0 =

ways to estimate the lower bound of )\ga)‘ For instance, by using the estimates

of )\ga) given in ref. [6], we obtain the last lower bound in each of the above
theorems (cf. sec. 3 below). Because the lower bounds in Theorem 1.2 are
meaningful iff £(!/2) > 0 which implies & s2 > 0, it follows that Theorem 1.1 is
better than Theorem 1.2 qualitatively. However, the lower bounds given by these
two theorems are not comparable quantitatively.

To illustrate the application of the above results, we now consider the ergodic
birth-death process with birth rates b; > 0 (¢ > 0) and death rates a; > 0 (i > 1).
Then -
77-0:37 mzw’ u:1+

bo - b1
)
7 ay - aifh = aram

Jz‘j = TI'ibi lfj =1+ 1, Jz‘j = T;Q; lf] =17—1 and Jij = 0 for all other j Take
rij = (@i + b))V (a; +b5), i F# ]

The two results in the next corollary are essentially due to ref. [5]. The example
is not difficult to check by using the corollary and shows that Theorem 1.1 is truly
stronger than Theorem 1.2.

Corollary 1.1. For birth-death process, the following assertions hold.
(1) & > 0 iff

Ti Qg /
c:= inf —— < 7rj> 1—log» m >0.
izl /T i—1 ; ;
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Moreover, we have &,. > ¢ for all r < 7.
(2) k(@ >0 iff

. ey
inf — 7 | lo m; > 0.
i1 7'3i-1/< ; ]> gz ’

Jjzi

Example 1.1. Take a; = b; = i2log”(i + 1). Then x(*/?) > 0 iff v > 2 and
& > 0 iff v > 1. Moreover, logarithmic Sobolev inequality holds iff v > 1.

Example 1.1 shows that Theorem 1.1 can be sharp qualitatively and can be
better than Theorem 1.2. The next example shows that our estimates can also
be good enough quantitatively. Moreover, the first lower bound of Theorem 1.2
can be better than Theorem 1.1.

Example 1.2. Let E be finite and (m; > 0) be an arbitrary distribution on E.
Take

Jig=mimi (i #34),  riy=0—m) V(A —m)(#])

and put m, = minm;. Then, the main estimates given by Theorem 1.1 and Theorem
1.2 have the same leading order (—logm,)~! (as m. — 0), which is exact.

Proof. 1t is simple to prove that A\; = 1.

a) Because
S JA/2) (A x A°) + dm(A)

©(A)>0  7(A)\/1—logm(A)

P
m(A)>0 /1 —logm(A)

>0

- V1 —logm,

and

O0++V1—m
5< T 4o, /11 L= T
¢ (mzﬂﬁﬁ /T Togm JT—Togr.’

JFix
we have
.. (240 (A+9) .. 2+8)1+9)
AERVA ALV rs I RS Sl R
52% (€5)? < (1 logw*)gg 52 1 —log 7,
and
inf (2+9)(h +9) > (1 — logm,) inf 2+9){1+9) =1—logm,.

5>0 (£9)2 6>0 (0 + /1 —my)?

Hence, the best lower bound we can get from Theorem 1.1 is

2
1+ 16(1 — logmy)

o=
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b) Next, take r = m,. Then for each ¢ with m; = 7, we have r;; = 1—m; (j # ).
Moreover,
WP x{iy) [ 1-m

&= mi/1 — log m; 1—logm,

Therefore, by using the second lower bound of Theorem 1.1, we obtain

2(1 —my)
7> l—m +16(1 —logm)(1+vVI—-m)2+vVI—7)

c) Because r;; <1 —m,,

m(A) > 0= 7(A) > 7.
and —(1 —t)/logt is increasing on (0, 1), we have

k1D > g 1 —n(A) > V-7
m(A)e(0,1) —/1 —m, logm(A) =~ —logm,

Thus, applying to the first lower bound of Theorem 1.2, we obtain

S 21 — m,
o= .
31— — V2 log 7,

Among these estimates, c) is better than a), which is better than b). This
means that the first lower bound of Theorem 1.2 can be better than Theorem 1.1.

d) Following c), one deduces that k = —(1 — m,)/ log 7.

Finally, comparing the estimates given in a)—d) with the precise result, The-
orem A.1 in ref. [4]:

_2(1-2m)
log(mrt—1)’

one sees that each of the estimates has the exact leading order. However, the last
estimate of Theorem 1.2 yields the order: (—logm.)~2, which is not exact. [

The remainder of the paper is organized as follows. In the next section, we
introduce a more general result and complete its proof. The proofs of the theorems
and the corollary are delayed to sec. 3.

2 A general result and its proof.
In this section, we consider the general symmetric form

Dif.9) = 5 [ I(e.dg)(f(@) - £ lo(e) ~ 0)) + [ K(do) (o)
f,9€ 2(D):={f € L*(r): D(f, f) < oo}, (2.1)

where J is the same as in the last section and K is a non-negative measure. Again,
choose a non-negative, symmetric function 7 € & x & and a non-negative function
s € & such that

TP (dz, E) + KV (de)]/n(dz) <1,  7-as., (2.2)
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where J(®)(dz,dy) is defined in the same way as before but replacing r with 7
and

a K(dz)
K( )(dl‘) = I{s(r)o‘>0} Wa

o > 0. Then, we have the form (ﬁ(a), @(E(Q))) generated by (J(®), K(®)) as in

2.1). Define

N =mt D (.05 1] =1}
Fix a continuous increasing function U on [0, 00) with U(0) = 1 such that
tU’ (t
U’ is piecewise continuous and ¢; := sup £ (1)
>0 U(t)

where U/, denote the right- and left-derivatives of U. Next, define

) JA/2 (A x A°) + K(/2)(A)

in .
m(A)>0 m(A)\/U(m(A)~1)
We can now state the last main result of the paper.

Theorem 2.1. Set

o(U) = inf {D(f, )/ (£2U(£2)) : I =1}.

< 00 (2.3)

*

Then, we have

£?
41+e)2(2- W)

o J(AX A+ K(4)
rA)>0 w(AU(r(A)~L) ~

o(U) >

Proof. Put Ey(f) = 7T( fiu ( f2)) The first inequality is easy. Simply compute
Df, )/ Eu(f) for f = Ta//(A) with 7(A) > 0.

a) To prove the second inequality, we need more notations.

When K(dz) # 0, it is convenient to enlarge the space E by letting E* =
E U{occ}. For any f € &, define f* on E* by setting f: f* = fIg. Next, define
J*(@) on E* x E* by

J@(C), Ceé&x&,
JHC)={ K®(A), C=Ax{x}or{oc}xA Acé,
0, C = {oo} x {o0}.

Then, we have J*(®)(dz,dy) = J*(*)(dy, dz) and
[ T By + KO = [ e B @)
: :
D=5 [ TOEnalf ) -
5[ T dnli) - f@)l+ [ K@)

:1 *(a) * o
2/]3*XJE*J (dz,dy)| f*(y) — f*(2)].
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Note that if we set r*(z,y) = 7(x,y), r*(x,00) = r*(00,x) = s(z) for all z, y € E
and 7* (00, 00) = 0, then J*(®) can be also expressed by

J*(a) (dxv dy) = I{r*(z,y)°‘>0}<]* (d$’ dy)/r* (CC, y)a'

b) Following ref. [5], take ¢(t) = t\/U(t) and n(t) = ¢(t?). Note that ¢ is a
strictly increasing function and so is 1. Moreover,

o'(t) = VU(t) {1 + tg]/((m

and

)], | U
0 =32 1+ iy

except a finite number of points on each finite interval. By (2.3), we have
n'(t) < can(t)/t = cat\/U(t?), co=24cq.

Given s < t, label the discontinuous points in [s,¢] by s = t; < -+ < t,,, = L.
Then, by Mean Value Theorem, there exist 0; € (t;,t;41) such that

since 7(t)/t is increasing.
c)Let f >0, ||f]| =1 and set g* = cp(f*z). Then by b), we have

n(f*(z) vV f*(y))
fr@) v fy)

19" (y) — 9" (2)] < 2| f*(y) — f*()]
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Thus, by Cauchy-Schwarz inequality and (2.2), we have
* 1 *(1/2) * *
I" =5 [ JJ7(dz, dy)lg”(y) — g7 (2)]

< C;[/J*(dx,dy)\f*(y) —f*(xﬂ 1/2[/J*(1)(dx,dy) [f*(y) U(f*(y)?)
1/2

SACNCITEEoIY

= % D(f. f) [ / T (de,dy) [2£* @)U (f* (9)?) + 2 (@)U (£ (2)%)]

_ 23(1)(f\/U(f2),f\/U(f2) )}

]1/2

1/2

< S5VDUN[aEu() - 225 Bu ()

< ea/ (2~ XM)DUF. B (f). (2.4)

d) Define h(t) = 7T(f*2 > t),

Ar={g" >t} = {p(f**) > t}.

Then h(t) < 1At

m(A) =7(f*? > ¢ 1 (t)) = hop (1),

where ¢! denotes the inverse function of . By definition of £*, we have

> e /Ooo (AU (w(Ay) 1) dt
e /OOO hs)\JU (h(s)-1) ¢/ (s)ds
e [ ONGOPION

— §*/d7r/0 ; VU() ¢ (t)dt.

Next, by (2.3) and the absolute continuity of U, we have
/ VU @' > esrU(r) for all 7 >0,
0

where
24 S 1
Cc3 = —.
ST 4a) " 2
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Hence,

I* > cgg*/dwf*QU(f*2) = c3§" Eu(f).

e) Combining (2.4) with (2.5), we get

&€ Eu(f) < ea/ (2 = % V)DUS, ) Eu ().

That is, B
D(f.f) ,  &g” £ -
Bu(f) ~ 32-xM) a0 +e)z2-nM)

3 Proofs of Theorems 1.1, 1.2 and Corollary 1.1.

Proof of Theorem 1.1. The upper bound follows from (0.1) by setting

f=1Ta/v/7(A)

with w(A) € (0,1).

407

a) Let (1.2) hold for some symmetric function r. Fix ¢ > 0 and take K(dx) =
dn(dz). Next, take ¥ = (1 4+ d)r and s = 1 + ¢ so that (2.2) holds. Finally, take

Ut)=1+1log"t =1+ max{0,logt}.

Then we have

* 1 ) *(ar) d 2(‘-(]:II: (t)
= 5 )\ prm— 3 prm— =
¢ VI+d $ 0 (14 6) A= T

Therefore, for the symmetric form (D, Z(D)) given in (1.1), by Theorem 2.1, we

obtain

e DUD+0 (€248 (€

o(U)

T = Bo(f) T 16(2-0/1+0) ¢
where ¢; = 16(2 + §). Thus,
m(f2log" f?) <es(&) DU N+l =1, Il =1

By Proposition 3.10 in ref. [2], the following inequality

7r(f2logf2) < CiD(f, )+ Cs, (f)=0, |[fll=1

implies that
o> 2/[01 + (02 + 2))\;1]

Applying this to (3.1), it follows that

2\
T4cs(M +0)/(¢0)*

o>
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This proves the first lower bound of o since § > 0 can be arbitrary.
b) Fix r € (0,1). Note that

=& A inf [0/\/1-logm(A)] =& A[5/\/1—1logr].

m(A)>r
Take 6, = &.4/T — logr. We have €9 > &,.. Inserting this into (3.4), we get

21
7> 1+ 16[()\1/5r) +4/1 —logr] [(2/&) +4/1 —logr]'

Since r € (0, 1) is arbitrary, we obtain the second lower bound of o. By using the
inequality (a + ¢)(b+ ¢) < [c+ (a + b)/2]?, one deduces the third lower bound of
o.

c¢) Define

(3.5)

E@' =  inf J@(A x A%) /1 (A).
W(A)ler%og/z] ( )/m(A)

By ref. [6], we have
(1/2)2

A > .
14+ V1 — kW2

Note that 1 —logm(A) > 1+ log2 when 7(A) < 1/2. We have

KD > /T4 1og2€, s.

(3.6)

Hence
A= (1410g2)6 /2

by (3.6). Therefore, by (3.5), we obtain

2¢3 3
€12 1/2

g 2 2 = 2 9
61/2 + 86[2 + Cfl/g] 25 + 3351/2 + 1151/2

where ¢ = /1 + log 2.
d) We have seen in b) that & > 0 = £° > 0. Conversely, by assumption,
there is a sequence {4, } C & such that w(A,,) — 0. Hence

(1/2) c
&< inf J (A x A°) +om(A)
m(A)e©,r]  7m(A)\/1—logm(A)
JA/2)(A x A°) + dm(A)
w0 w(A)y/I—logm(A)
, JA/2 (A x A°) — )
< lim + lim ——
r(A)—0 T(A)y/1 —logm(A) 7(A)—0 /1 —logm(A)
(1/2) e
= lim inf J (4 x 4%
r=0m(A)e(0.r] m(A)\/1 —logm(A)
= &o-
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Note that condition m(A) — 0 is necessary in the first equality. Therefore,
€ >0 = & > 0. The conlusion also holds when & contains only a finite
number of m-atoms but still inf(a)e(, 1) J/? (A x A°) > 0 (which is somehow
the irreducibility). O

It is the position to mention the difference between this paper and ref. [5].
First, since inf U > 0, for continuous space E, one may have J1/2) (A x A°) = 0
as m(A) — 1 and so lim,_,; & = 0. This is avoided by the use of £°. Next, the
goal of the proof is essentially (3.2) rather than (0.1). These two facts lead us
to consider the form (2.1) with K(dz) # 0 instead of (1.1). It then simplifies
the original proof given in ref. [5] and enables us to work out the explicit lower
bounds, and furthermore to make the comparison of Theorems 1.1 and 1.2. Note
that one can even allow & — oo at the final step to optimizing the resulting
bound as illustrated by Example 1.2. Besides, the continuity of U’ is relaxed to be
piecewise continuous due to the use of U(t) = 1 +1log™ t. Another useful function
is U, = 1+ log} t, where log{ t = 0V logt (t > 0) and log,, = log{ log} ;. Then
cp =1/ HZ;S e where e(® = 1 and €™ = exp[e(™~V]. Moreover, Theorem
2.1 can also be extended to the more general setup studied in ref. [5].

Proof of Theorem 1.2. The proof is partially due to F. Y. Wang. Let 7(f) =0

and || f]| = 1.
a) Set
e=1/2 - A /[26(/2)
and

E(f) = n(f*log f?).
Then, it can be proved that

E(f) <2ev/D(f, f) +1. (3.7)

This is much easier to prove than Theorem 2.1. Actually, here we adopt g = f?
instead of g = ¢(f?) used there. First, one shows that

I ;/Jﬂ/”(dx,dy)\f(y)? i@ < @ADL ). (38)

The proof is standard as used several times before (cf. ref. [6]). Next, set
Ay = {f2 > t} and prove that

I>rY2DEf) -1]. (3.9)
This is also not hard (cf. Proof d) of Theorem 2.1). Combining (3.8) with (3.9),

we get (3.7).
b) By (3.7), we have

E(f) <2ev/D(f, ) +1<7eD(f, f) +e/7+1,
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where v > 0 is a constant to be specified below. Combining this with (3.2) and

(3.3), it follows that
2

o= .
ey +[e/y+3l/M
Maximizing the right-hand side with respect to v, we get

2\ k(1/2)

V(2 =AML+ 360/2)

On the other hand, it was proved in ref. [6] that

AD > 11— k2

Combining this with (3.6) and noting that k(1/2)" > (log 2)x(1/2) | it follows that
the right-hand side of (3.10) is bounded below by
2
2(log 2)%k(1/2) < 15(1/2)2' 0

(log2+3)[1+ V1 — k]~ 8

We remark that one may use D(f, )+ 0 instead of D(f, f) in the last proof as
we did in the proof of Theorem 1.1. However, when optimizing the resulting esti-
mate with respect to d, one gets 6 = 0 and so the use of § makes no improvement.
The reason is that the constant used in Theorem 1.2 is £(1/?) but not £°.

Proof of Corollary 1.1. Since ty/1 — logt is increasing on (0,1) and
T(A)<r<m=0¢A,

g

(3.10)

it follows that ig := inf A > 1 and furthermore

T Ay
i O3 N S
Vi io—1 j>io j>io

For the proofs of the other assertions, refer to ref. [5]. O
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ABSTRACT. In the recent years, a great effort has been made to develop a new
ergodic theory for Markov processes. It is mainly concerned with the study on
several different inequalities. Some of them are very classical but some of them are
rather new. The Liggett-Stroock form of Nash-type inequalities, the related ones
and their comparison are discussed. Based on some new isoperimetric or Cheeger’s
constants, a simple sufficient condition for the inequalities is reported. The result-
ing condition can be sharp qualitatively. Finally, a diagram of the inequalities and
the traditional three types of ergodicity is presented.

The paper is divided into twelve short sections. In the first eleven sections,
various currently interested inequalities are discussed. The relationship of the
inequalities and the three types of traditional ergodicity is exhibited in the last
section, which may be glanced over before reading the details of the paper.

1. Notations. Let (F, &, 7) be a measure space with o-finite non-negative mea-
sure m. Denote by LP(m) the usual real LP-space with norm | - ||,. Consider
a symmetric form D on L?(r) with domain 2(D). Two typical forms are the
following:

D(f) = DU ) = 5 [ {a@VH@). Vi@)rda) + [ cla)(@)n(da),

Rd
2(D) > C5°(RY),

where (-,-) is the standard inner product in R%, @ is positive definite and ¢ > 0;

Df)=3 [ Ienaplfs) ~ f@F + [ Kaofap,
(D) = {] € P*(x) : D(f) < oo}, (1)

Research supported in part by NSFC (No. 19631060), Math. Tian Yuan Found., Qiu Shi
Sci. & Tech. Found., RFDP and MCME.
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where J is a non-negative symmetric measure having no charge on the diagonal
{(z,z): x € E} and K(dx) is a non-negative measure. As usual,

D(f,g) = [D(f +g) — D(f —g)]/4

A particular example in our mind is the symmetrizable jump process with ¢-
pair (¢(x), ¢(z,dy)) and symmetrizing measure 7, for which we have J(dz,dy) =
m(dz)g(z,dy). More especially, for a Q-matrix @ = (g;;) with symmetrizing
measure (m; > 0), we have density J;; = m;q;; (j # i) and

K; = —With‘j >0

J

with respect to the counting measure.

2. Liggett-Stroock form of Nash-type inequalities!!”].

we are interested in is the following:
IfI* < CDPVHe,  feLi(n), (2)

where ||f]| = || f]|2, C = C(p) is a constant and 1/p+1/¢ =1 with 1 < p < 0.
Now, only the functional V' > 0 has to be specified. The simplest case is that
p =1 and hence 1/g = 0, then there is nothing to do about V" and (2) is reduced
to Poincaré inequality (1890):

I£1I? <CD(f),  feL?n) (3)

Thus, we may assume in what follows that 1 < p < oco. Next, since both || f]|?
and D(f) have degree two of homogeneous, it is natural to assume that V(cf) =
2V (f) for all constant c. However, if we take V(f) = D(f) or || f||?, then (2) is
again reduced to (3) for all p € (1, 00).

Next, one may look at the other L.-norm: V(f) = ||f||?, » # 2 . We may
assume that r € [1,2) since the case of r € (2,00) can be reduced to the one of
r € [1,2) by the symmetry of the form. When r = 1, it is called Nash inequality
(1958):

The main inequality

2
IFIP <DL, fe D). (4)
By setting p = 1+2/v (v > 0), one gets the more familiar form of Nash inequality

IFI2H4 < oD, fe L ().

Sometimes, the form D(f) on the right-hand side of (4) is replaced by a new form

D(f) = D(f) + 6| f||? for some & > 0. It is surprising but actually proved in [7]
that for all r € [1,2), inequality (2) with V(f) = ||f||2 (r € [1,2)) is equivalent to
(4) and hence we need only to consider (4).

Of course, there are many other choices of V:

f(x) = f(=o) |”
p(fB, :L'O)

2

f(y) B f(:l)) — Lip(f)Q,

V(f) =supl|f(2)f’,  sup o(z,y)

TH#T0

) sup
z#yY

where p is a distance and x is a reference point in E. The last one was used by
Liggett (1991) and we may call the corresponding inequality Liggett inequality.
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3. Alternative form of (2). From now on, we often restrict ourselves to the
case that 7 is a probability measure and the form (D, 2(D)) satisfies D(1) = 0.
Then, the right-hand side of (2) becomes zero for constant function f = 1. Thus, it
is necessary to make a change of the left-hand side of (2). For this, one simply uses
the variation of f: Var(f) = 7(f?) — m(f)? instead of || f||?, where 7(f) = [ fdr.
Then we obtain the alternative form of (2) as follows.

L.S. inequality : Var(f) < CD(f)YPV(f)'/1, f e L?n). (5)

Certainly, this contains the alternative forms of the particular inequalities.

Nash inequality :  Var(f) < CD(f)Y/?| |34
Poincaré inequality : Var(f) < CD(f).
Liggett inequality : Var(f) < CD(f)YPLip(f)?/1.

In what follows, unless otherwise stated, we mainly deal with these inequalities.

4. The second class of inequalities. Keeping the right-hand side of (3) but
making a change of the left-hand side, one gets the following inequality[2*

(r—1)/p
{ Jupovoenmpal " <epp, serm. ©
When U =1, it is just Sobolev inequality (1936):

1£115,/(p—1) < CD(f), f e L ().

Since 2p/(p — 1) > 2, the inequality is stronger than the Poincaré one unless
p =o00. When U = log and p = o0, (6) is logarithmic Sobolev inequality (L. Gross,
1975):

LogS: [ Plog(P/IfP)dr<CD(),  felm. (D)
The advantage of the last inequality is that it is a powerful tool in the study of
infinite-dimensional analysis but not the Sobolev one.

5. Importance of the inequalities. Denote by (P;);>¢ the semigroup gener-
ated by the form (D, Z(D)). Then we have the following fundamental result.

Theorem 1117, Let V : L?(r) — [0,00] satisfy V(cif + ¢c2) = SV(f) for all
constants c1,cy € R.

(1) Assume additionally that V (P, f) < V(f) forall t > 0 and f € L?(7) (it is
automatic when V(f) = || f]|? ). If (5) holds, then

Var(Pf) (= [Pf —=(HIP) <CV(H/eh,  t>0. (8)

(2) Conversely, (8) = (5).
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Thus, inequality (5) describes L2-algebraic convergence of the semigroup to
its equilibrium state 7. For Poincaré inequality, one indeed has L?-exponential
convergence:

Var(f) < CD(f) <= Var(P,f) < Var(f)e 2/, (9)
The smallest constant C = )\1—17

Av = nf{D(f) : =(f) = 0, [[f]| = 1}

is called the spectral gap of the form (D, Z(D)). The similar results hold for (2)
and (3).

Based on (8) and (9), inequalities (5) and (7) now consist of the main tools in
the study of phase transitions and the effectiveness of random algorithms.

6. Relation of the above inequalities. There is a simple comparison between
the above inequalities:

Nash ineq. = LogS ineq. = Poincaré ineq. = Liggett ineq. (10)

Here “=" means “implies” as usual but the last implication needs a mild con-
dition. We will come back to this comparison in the last section. We remark that
for (5) with V(f) = || f||?, there is a jump at r = 2: For each r < 2, it is stronger
than logarithmic Sobolev inequality but at r = 2, it becomes suddenly weaker
than logarithmic Sobolev inequality.

7. Methods. As far as we know, there are two general and powerful methods
to handle these inequalities.

a) The probabilistic method—coupling method. It has been successfully ap-
plied to the Riemannian geometry, elliptic operators and Markov chains. Refer
to the survey articles [5] for the present status of the study and also for a com-
prehensive list of publications.

b) The second powerful method comes from Riemannian geometry, which is
the one we are going to discuss here.

8. Isoperimetry. A very ancient geometric result says that among the different
regions with fixed length of boundary, the circle has the largest area. That is, for
a region A with smooth boundary dA, we have

|0A] < 27r
A2 7 /2

— 92/, (11)
where |A| denotes the volume (length, area) of A. The higher-dimensional analog

is also true. That is the following isoperimetric inequality:

|04 [Sd—1]
’A’(d—l)/d = ‘Bd](d_l)/d’

(12)

where B, is the d-dimensional unit ball and S;_; is its surface. The right-hand
side is called the isoperimetric constant. Refer to [2] for more details.
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9. Cheeger’s constants. It is well known that isoperimetric inequality plays a
critical role in the study of Sobolev-type inequality. In 1970, Cheeger observed
that the same idea can also be used to study Poincaré inequality. To do so,
Cheeger introduced the so-called Cheeger’s constants:

. 0(AN B)

= 1
Acy 4] auB=um |A|A (B (13)

for a compact manifold M. Comparing (13) with (12), it follows that the power
(d—1)/d disappears here. Cheeger established the following Cheeger inequalities:

2 2
D(f) = "l D) = (). (14

For the first one, the Dirichlet boundary is imposed!3): [16]; [25]

The Cheeger’s technique was used to study the estimate of spectral gap for
jump processes. For instance, it was proved by Lawler and Sokal (1988)['°! that

where M = sup, ¢(z) and

fA m(dx)q(z, AC)'

k=
m(A)e(0,1) 7(A) A T(A°)

As far as we know, in the past ten years or so, this result has been collected into
six books [1], [4], [10], [11], [21] and [22]. From the titles of the books, one sees
a wider range of applications of the study on spectral gap. The main problem
is that the lower estimate vanishes when one passes to the unbounded operators.
The problem has been open for more than ten years.

For logarithmic Sobolev inequality, there is a large number of publications in
the context of diffusion processes in the past two decades or more. However,
there was no result in the context of jump processes until Diaconis and Saloff-
Coste’s paper appeared in 1996[12]. They proved that for finite Markov chains,
the logarithmic constant

oi=nt {D(7) / [ Progl i 11 =1}

satisfies
2(1 — 21\
o> -
log[1/m, — 1]
under the condition that i |gi;| = 1 for all ¢, where 7, = min; ;. Clearly, for

infinite F, m, = 0 and so the result is meaningless. This is also a challenge open
problem ([5]; Problem 13). For Nash inequality, we are in the same situation (cf.

[21]).
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10. Main theorem. We are now glad to be able to report some answers to
the above open problems. To do so, we need some new types of isoperimetric or
Cheeger’s constants.

J@ (A x A°)

For Poi 4 ineq. 9] o) — g a4
or Poincaré ineq w(Al)Ié(o,l) (A) A (A
J(@ (A x A°)
For Nash ineq.[” k@ = inf
or Nash ineq r(Ae(0,1) [T(A) A T(AS)]F-D/v”
v=2>q—1)
(@)(A x A°
For LogS ineq.!?4 8] k(@) = lim inf T4 X A%)
r=00<r(A)<r m(A)y/logle + m(A)~1]
(o) c
1@ — lim JY(A x A°) 4 dm(A)

1mn
§—oom(A)>0  m(A)y/1 —logm(A)

Here only J(® has not defined yet. Note that the original kernel J can be very
unbounded. To avoid this, choose a symmetric function r(z,y) so that

JY(dz, E)/x(dz) <1,  7-ae., (15)
where J(de. dy)
T (de.dy) = T J\4r, 4y)
( xz, y) {r(z,y)>0} r(w, y)a

for o € (0,1] and J©® = J. For jump processes, one simply chooses r(x,7) =
q(z) V q(y). This key idea comes from [9]. Note that the second one is close to
(12) and the first one is close to (13) since for manifolds, |A| = w(A).

Having the constants at hand, it is a simple matter to state our main result.

Theorem 2. Let m be a probability measure. For the form given by (1) with
K(dz) = 0, if K(1/2) > 0, then the corresponding inequality in (5) or (7) holds.

The theorem is proved in four papers [9], [7], [24] and [8] in which some explicit
lower bounds in terms of k(®) are also presented. We remark that even though
the above condition k(1/2) > 0 is in general not necessary but it can still be sharp
qualitatively.

To give some impression about how the Cheeger’s constants are related to the
inequalities, we now sketch of the proof for the new type of Cheeger’s inequalities
which imply Poincaré ones.

11. Sketch of the proof. a) The first step is a simple observation about the
set form and the functional form of the Cheeger’s constants. Fix B € & with
7(B) € (0,1). We have

(@)(A x A°
(@) _ o JU(AXAY)
hyg’ = AuclfB (A) (set form)

_ inf{;/J("‘)(dx,dyﬂf(y) —F@): F 20, flge =0, [l = 1}

(functional form).
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The proof is not hard. By taking f = I4 (A C B), the previous one follows from
the latter one. The other implication uses a co-area formula from geometry.

b) The next step is using Cauchy-Schwarz inequality. Let f satisfy f|g. = 0
and || f|| = 1. From a) and condition (15), it follows that

N

2
{3 [ 10 @n i - s}
<DV [TV @n i) + FP

2
hy)

= 2 DO() / TO (de,dy) [20£ () + F@)) — (F@) — F@))’]
< DY (f)[2-DW(f)].

2
DD(f)=1-/1-nlD"

c¢) By another use of Cauchy-Schwarz inequality and (15), we get

This gives us

WP < D(f)[2- DO ().

Combining the above two estimates, we finally obtain a new type of the first
Cheeger’s inequality:

2 2
B 1/2) B 1/2)
7 Z I£11%, flse =0.

2: 2
1+/1-n8"  1+y/1-8Y)

From the proof, the relation between the constants hg/ 2), h
should be clear. Define

D(f) =

g) and inequality (3)

Xo(B) = inf{D(f) : flg- =0, ||f]| = 1}.
Then we have proved that
2
hg/Q)

—
14+4/1-h%)

d) Finally, we adopt another idea due to Cheeger: the splitting technique. That
is

Xo(B) = (16)

AL > inf Ao(B
! ogw(ljlel)@/z o(B)

which is a key of the proof. Noting that

= inf A,
n(A)E(0,1/2]
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one can deduce from (16) another new type of the second Cheeger’s inequality
(compare with (14)):

L(1/2)?

> ————————Var(f).
1+V1— k3

L(1/2)2

AN >
1+ V1 -k
Refer to [9], [7], [24] and [8] for details and further references.

Finally, we discuss the relationship between the above inequalities and the
traditional ergodic theory.

D(f)

That is,

12. New story of ergodic theory. For simplicity, we restrict ourselves to
continuous-time, irreducible Markov chains with transition probability matrix
P(t) = (pi;j(t)) on a countable state space E. The chain is called ergodic if
there exists a distribution (m; > 0: ¢ € E) such that

lim p;;(t) = 7, i,j € E. (17)

t— o0
It is called exponentially ergodic if there is a constant € > 0 such that for all
i,J € I, there exists a constant C;; so that
|pij (t) — 7Tj| < Cije_gt, t> 0. (18)
The chain is called strongly ergodic if
Jim sup |pij (t) — m;] = 0. (19)

These three types of ergodicity consist of the most common topics in the study of
ergodic theory for Markov processes. It is known that strong ergodicity implies
the uniformly exponential decay sup; |p;;(t) — 7;| < Cje " for some constants C;
and € > 0. Hence

Strong ergodicity = Exponential ergodicity = Ordinary ergodicity.  (20)

A question arises naturally: Are there any relationship between the three types
of ergodicity and the inequalities discussed above? The answer is affirmative, even
though these two classes of objects look like very different.

Now, the new story of ergodic theory can be summarized as the following
diagram, which is the main new result of this paper.

Theorem 3. For reversible Markov chains, the following implications hold.

Nash inequality

V74 Y
Logarithmic Sobolev inequality Strong ergodicity
4 I
Poincaré inequality —= Exponential ergodicity
4
L?-algebraic ergodicity
4

Ordinary ergodicity
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Here L2-algebraic ergodicity means that (8) holds for some V satisfying the first
assumption of Theorem 1 and V(f) < oo for all functions f with finite support.

Before moving on, let us make some remarks about the theorem. First, the
most parts of the theorem also holds for general Markov processes under some mild
assumption (see the proof given below for details). Next, the theorem is complete
in the sense that all of the one-side implications “==" can not be replaced by
“«<=". Besides, strong ergodicity and logarithmic Sobolev inequality are not
comparable as will be shown soon. Thirdly, there are well known criteria for the
three types of ergodicity in terms of ()-matrix, but none of them provides us any
explicit “convergence rate”. On the other hand, the study on the inequalities are
often devoted to estimate the rates but up to now there is still no criterion for
the inequalities in the publications. Thus, due to the equivalence given in the
above theorem, the study on one side can benefit from the other. Finally, the
inequalities are now powerful tools in infinite-dimensional situation, but the three
types of ergodicity are more or less finite-dimensional objects. In any case, it is
hoped that the diagram has made a meaningful change to the picture of ergodic
theory.

The original purpose of the study on Liggett inequality is for L2?-algebraic
convergence. However, the inequality depends heavily on the choice of the distance
p. If

Cyi= [ nldn)n(dyp(e.y) < .
then for every f with Var(f) =1, we have

1= [ mdo)m(@){f@) - 7)< 5CLin(r)

2
Hence, replacing V (f) with Var(f) on the right-hand side of (5), it follows that
Poincaré inequality = Liggett inequality. This fact plus the assumptions of part
(1) of Theorem 1 implies L?-algebraic convergence with V(f) =Lip(f)?. Next,
because Lip(I{x}) = sup,, p(k,j)", the last condition of Theorem 3 becomes
j-i?;Ek p(k,j) > 0 for all k € E. Certainly, if one uses

f(z) = f(xo)
p(l‘, xU)

instead of V' (f) =Lip(f)?, the resulting conditions are different.

Proof of Theorem 3. First, we prove the implication: “Nash inequality = Strong
ergodicity”. Assume that Nash inequality holds. Then by (8), we have

[P f —m(f)]l < C||f||1/t(q71)/2

and so

(P, =) fIl < CIIf = ()]l /t@=D/2.
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This means that the operator norm ||P; — 7|[;_2 as a mapping from L!(w) to
L?(7) is bounded above by C/t(4=1/2 Because of the symmetry of P, — 7, we
get

1P = mllimsoo < 1P = 7lhisall B = wllameo = 1P — 7llT 0.

Hence

sup || Py(x, ) = 7[|lvar = sup sup |(Pi(z,-) —7)f]|
x

v |fI<1
<sup sup [(Py(z,-) —m)f]
v |flh<t

= [|P: = 7([1500

<C/trt 50

as t — 0o. This proves strong ergodicity of (P;(z,dy)).

The implications “Nash inequality = Logarithmic Sobolev inequality” and
“Logarithmic Sobolev inequality = Poincaré inequality” are proved in [7] and
[14] respectively. The implications “Poincaré inequality <= L?-exponential con-
vergence = [?-algebraic convergence” are obvious by (9). All the above proofs
work for general reversible Markov processes. The implication “Exponential er-
godicity <= Poincaré inequality” is proved in [6] for Markov chains but it was
mentioned there the result should work in more general setup. However, it is
known that the equivalence fails in the infinite-dimensional situation, for instance
when there exist phase transitions. To see that “L2-algebraic convergence =
Ordinary ergodicity”, simply note that

milpin(t) — ml* <D wilpk(t) — mel* < CV(Igy) /1 =0
J

as t — oo.

Finally, one may replace “pointwise” by “total variation” in definition of the
three types of ergodicity (these definitions are indeed equivalent to the ones given
by (17)—(19) in the discrete case):

Ordinary ergodicity : lim ||p¢(z,-) — 7||var =0
t— o0
Exponential ergodicity : Ipe(z,-) = 7llvar < Clx)e™
Strong ergodicity : lim sup ||pe(z, ) — 7||var = 0.
t—oo 4

Then, the implications in (20) hold for general Markov processes when & is count-
ably generated. In other words, if the Markov process corresponding to the semi-
group (P;) is irreducible and aperiodic in the Harris sense, then (20) holds. To see
this, noting that by [4; §4.4] and [13], the continuous-time case can be reduced to
the discrete-time one and then the conclusion follows from [18; Chapter 16]. [

We now show by some examples that strong ergodicity and logarithmic Sobolev
inequality are not comparable. To do so, we need the following result taken from
[26] and [27].
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Theorem 4. For regular birth-death process with birth rates b; (i > 0) and death
rates a; (i > 1), the process is strong ergodic iff

S = Za;h{l+Zbk"'bn/ak"'an} < Q.
n=1 k=1

Example 5. Consider the birth-death process with either

(1) by =a; =1i%log”i (i > 1),y ER or

(2) b;=1i"/2and a; =47 (i > 1),y>0and by = 1.
Then logarithmic Sobolev inequality holds iff v > 1 and the process is strongly ergodic
iff v > 1.

Proof. The second assertion follows from Theorem 4. The first assertion is proved
in [24] and [7; Examples 2.6 and 2.9]. The key idea is that for logarithmic Sobolev
inequality of birth-death process, the constant £/ used in Theorem 2 is equal

to
&= iI>1f mm/(Z%) Tii—1 (1 - 10%2”]’) >0,
j=i

j>i

where 7;; = (a; + b;) V (a; + b;). Noting that m;a; = m;_1b;—1, we have £ > 0 iff

1 1/2
supb< Z 7Tj> |:7"k+1’k<1_10g Z 7@)] < 00.

T
k21 TEPR N j>kt1 J>kt1

On the other hand, it is easy to confirm that S < oo iff

Z Zﬂ]<oo

k>0 ROk S

These facts indicate the relationship between “S < c0” and “¢ > 07. O

Example 6. Given a distribution (m; > 0) on a countable set E. Let ¢;; = 7; for
all j # ¢ and ¢; = —q;; = 1 —m;. Then the process is strongly ergodic but logarithmic
Sobolev inequality fails.

Proof. 1t is proved in [24] that logarithmic Sobolev inequality does not hold for
bounded operators in infinite space and so the second assertion follows. The
proof is simply applying (7) to f = I4/+/m(A) with 7(A) € (0,1) and then
letting w(A) — 0.

To prove the first assertion, for simplicity, let 0 € E. Next, let fo = 0 and
fi = 1/71'0 (Z 7é O) Then

Z”ij = 7T0 -

Hence

ZQZJ fz = W(f) fi=—1
Jj#i
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for all i # 0 and

Z(Joj‘(fj — fo) =7(f) < 0.
J#0

Because 0 < f < 7y 1, the first assertion now follows from the well know criterion
for strong ergodicity (cf. [4; Part (4) of Theorem 4.45]). O
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Eigenvalues, inequalities and ergodic theory

Mu-Fa Chen
(Beijing Normal University, Beijing 100875)

Abstract This paper surveys the main results obtained during the period 1992-1999
on three aspects mentioned at the title. The first result is a new and general variational
formula for the lower bound of spectral gap (i.e., the first non-trivial eigenvalue) of elliptic
operators in Euclidean space, Laplacian on Riemannian manifolds or Markov chains (§1).
Here, a probabilistic method—coupling method is adopted. The new formula is a dual of the
classical variational formula. The last formula is actually equivalent to Poincaré inequality.
To which, there are closely related logarithmic Sobolev inequality, Nash inequality, Liggett
inequality and so on. These inequalities are treated in a unified way by using Cheeger's
method which comes from Riemannian geometry. This consists of §2. The results on these
two aspects are mainly completed by the author joint with F. Y. Wang. Furthermore, a
diagram of the inequalities and the traditional three types of ergodicity is presented (§3).
The diagram extends the ergodic theory of Markov processes. The details of the methods
used in the paper will be explained in a subsequent paper under the same title.

Keywords Eigenvalue inequality ergodic theory Markov process

1 New variational formula for the lower bound of spectral gap

1.1 Story of estimating \; in geometry

We recall the study on A; in geometry. From the story below, one should have
some feeling about the difficulty of the hard mathematical topic.

Consider Laplacian A on a compact Riemannian manifold (M, g), where g is the
Riemannian metric. The spectrum of A is discrete: - < =X < A1 < =Xg=0
(may be repeated). Estimating these eigenvalues \; (especially \;) consists an
important section and chapter of the modern geometry. As far as we know, until
now, five books have been devoted to this topic. Here we list only the geometric
books but ignore the ones on general spectral theory!*) 5. Denote by d, D and K
respectively the dimension, the diameter and the lower bound of Ricci curvature
(Riccips > Kg) of the manifold M. We are interested in estimating A; in terms
of these three geometric quantities. For an upper bound, it is relatively easy.
Applying a test function f € C'(M) to the classical variational formula

A =inf{ [, [VfI?: feCH M), [ fdz=0, [ fdz =1},

where “dz” is the Riemannian volume element, one gets an upper bound. How-
ever, the lower bound is much harder. The previous works have studied the lower
estimates case by case by using different elegant methods. Eight of the most
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beautiful lower bounds are listed in the following table.

d
A. Lichnerowicz (1958) 71 K, K2>0. (1)

P. H. Bérard, G. Besson d{ OW/Z cos? L tdt

& S. Gallot (1985) fD/2 cosd—1 tdt
0

2/d
} , K=d—1>0. (2)

P.Li & S. T. Yau (1980 w2
S 3)
J. Q. Zhong & w2
H. C. Yang (1984) D2’ =0 )
P. Li & S. T. Yau (1980) 1 0 (5)
D2(d —1)exp [1 + V1 +16a2]’
. 2
K. R. Cai (1991) % LK. K <0 (6)
H. C. Yang (1989) & ™
F. Jiag(§991)) D€ i d=5 K<O (7)
H. C. Yang (1989) & .
F. Jiag(§991)) spr¢ o h2sdsd K<O, (8)

where o = D/|K|(d—1)/2, o = Dy/|K|((d—1)V2)/2. All together, there
are five sharp estimates ((1), (2), (4), (6) and (7)). The first two are sharp for the
unit sphere in two- or higher-dimension but it fails for the unit circle; the fourth,
the sixth and the seventh estimates are all sharp for the unit circle. The above
authors include several famous geometers and the estimates were awarded several
times. From the table, it follows that the picture is now very complete, due to
the effort by the geometers in the past 40 years. For such a well-developed field,
what can we do now? Our original starting point is to learn from the geometers,
study their methods, especially the recent new developments. It is surprising that
we actually went to the opposite direction, that is, studying the first eigenvalue
by using a probabilistic method. It was indeed not dreamed that we could finally
find a general formula.

1.2 New variational formula

To state the result, we need two notations

C(r) = cosh~1 [;\/z] r e (0,D).

F={feC|0,D]: f>0o0n (0,D)}.

Here the dimension d, the diameter D and the lower bound of Ricci curvature K
have all been used.
Theorem [General formula] (Chen & Wang!%).

4
A1z sup inf — f(;) '
fez re@.D) [T C(s)"Nds [, C(u) f(u)du
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The new variational formula has its essential value in estimating the lower
bound. It is a dual of the classical variational formula in the sense that “inf” is
replaced by “sup”. The last formula goes back to Lord S. J. W. Rayleigh(1877) or
E. Fischer (1905). Noticing that there are no common points in these two formulas,
this explains the reason why such a formula never appeared before. Certainly,
the new formula can produce a lot of new lower bounds. For instance, the one
corresponding to the trivial function f&uivl is still non-trivial in geometry. Next,

let « be the same as above and let § = % Applying the formula to the test

functions sin(Ar), sin(ar), sin(4r) and cosh?*(ar) sin(r) successively, we obtain
the following:
Corollary (Chen & Wang!®).

71_2

/\1>D2+max{4:i % K, K>0 9)

)\12dd_Kl{l—cos [l;\/clKiJ} >1, K>0 (10)

AL > 17;22 + (f ~1)K, K< (11)

AL > 222 — ZZK cosh! @ B d_Kl] d>1, K<0. (12
Comments.

(1) The corollary improves all the estimates (1)—(8). (9) improves (4); (10)
improves (1) and (2); (11) improves (6); (12) improves (7) and (8).

(2) The theorem and corollary valid also for the manifolds with convex bound-
ary with Neumann boundary condition. In this case, the estimates (1)—
(8) are believed by geometers to be true. However, only the Lichnerowicz’s
estimate (1) was proved by J. F. Escobar until 1990. Except this, the oth-
ers in (2)—(8) (and furthermore (9)—(12)) are all new in geometry!6.

(3) For more general non-compact manifolds, elliptic operators or Markov
chains, we also have the corresponding dual variational formulal”:[®l. The
point is that only three parameters d , D and K are used in the geometric
case, but there are infinite parameters in the case of elliptic operators or
Markov chains. Thus, the latter cases are more complicated. Actually, the
above formula is a particular example of our general formula for elliptic
operators. In dimensional one, our formula is complete.

(4) The probabilistic method—coupling method was developed by the present
author before this work for more than ten years. The above study was
the first time for applying the method to estimating the eigenvalues. For
a long time, almost nobody believes that the method can achieve sharp
estimate. From these facts, the influence of the above results to probability
theory and spectral theory should be clear!®.

2 Basic inequalities and new forms of Cheeger’s constants

2.1 Basic inequalities
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Let (E, &, ) be a probability space satisfying {(z,x) : z € E} € & x&. Denote
by LP(7) the usual real LP-space with norm || - ||,. Write || - || = - [[2. Our main
object is a symmetric form (D, 2(D)) on L?(r). For Laplacian on manifold, the
form used in the last part is the following

D(f) = D(f.f) = /M IV/[2de,  2(D) > C=(M).

Here, only the diagonal elements D(f) is written, but the non-diagonal elements
can be then deduced from the diagonal ones by using the quadrilateral role. The
classical variational formula for spectral gap now can be rewritten into the fol-
lowing form.

Poincaré inequality : Var(f) < CD(f), f e L?*(n)

where Var(f) = 7(f2) — n(f)?, n(f) = [ fdr and C(= A\{') is a constant. Thus,
the study on the spectral gap is the same as the one on Poincaré inequality of the
form (D, 2(D)). Nevertheless, we have more symmetric forms. For an elliptic
operator in R?, the corresponding form is as follows.

1

D(f) = 3 [ (@@ @) VS a@)n(da). 2(D) > CF(R)

where (-, -) denotes the standard inner product in R% and a(z) is positive definite.
Corresponding to an integral operator (or symmetric kernel) on (E, &), we have
the symmetric form

1

D)=y [ I dn)f) - F@)P,

(D) ={f € L*(r) : D(f) < oo},

(13)

where J is a non-negative, symmetric measure having no charge on the diagonal
set {(z,z) : © € E}. A typical example in our mind is the reversible jump
process with g-pair (¢(z), ¢(x,dy)) and reversible measure 7. Then J(dz,dy) =
m(dx)q(z, dy). More especially, for a reversible Q-matrix ) = (g;;) with reversible
measure (m; > 0), we have density J;; = m;¢;; (j # ) with respect to the counting
measure.

For a given symmetric form (D, Z(D)), except Poincaré inequality, there are
also other basic inequalities.

Nash inequality : Var(f) D(f)l/p||f||§/q, f € L?n)

<C
Liggett inequality : Var(f) < CD(f)YPLip(f)%/1, f e L*(n)

where C' is a constant and Lip(f) is the Lipschitz constant of f with respect to
some distance p. The above three inequalities are actually particular cases of the
following one

Liggett-Stroock inequality : Var(f) < CD(f)YPV ()4, f e L*(n)
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where V' : L?(7) — [0, 00] is homogeneous of degree two: V(c1f + ¢2) = 2V (F),
c1, o € R. Another closely related one is
Logarithmic Sobolev inequality:

/ Plog (2 1fIP)dr <CD(f),  fe L(m).

2.2 Statue of the research

From now on, we restrict ourselves to the symmetric form (13) corresponding
to integral operators. The question is under what condition on the symmetric
measure J, the above inequalities hold. In contrast with the probabilistic method
used in the last part, here we adopt Cheeger’s method (1970) which comes from
Riemannian geometry.

We call
Ay = inf{D(f) : () =0, [[f]| = 1}
the spectral gap of the form (D, Z(D)). For bounded jump processes, the main
known result is the following.
Theorem (Lawler & Sokal (1988)).

k2
>
ALZ oar
where PR
m(dr)q(x, c
k= in 4 , M = sup q(z).
w(A)e0,1) (A) Am(A°) sup q(z)

In the past seven years, the theorem has been collected into six books—114].

From the titles of the books, one sees the wider range of the applications of the
study. The problem is: the result fails for unbounded operator. Thus, it has been
a challenge open problem in the past ten years or more to handle the unbounded
situation.

As for logarithmic Sobolev inequality, there is a large number of publications
in the past twenty years or more for differential operators. However, there was
almost no result for integral operators until the next result appeared.

Theorem (Diaconis & Saloff-Coste (1996)). Let E be a finite set and
Z |gij| =1
J

holds for all 7. Then the logarithmic Sobolev constant

st {o(r) / [ el 171 =1}

2(1 — 2m) M
gz )
log[1/m, — 1]

satisfies
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where 7, = min; 7;.
Obviously, the result fails again for infinite £. The problem is due to the
limitation of the method used in the proof.

2.3 New result
Corresponding to three inequalities, we introduce respectively the following
new forms of Cheeger’s constants.

Inequality Constant k(®)

J@ (A x A°)

Poi : inf ———— h [15]
oincaré w(Al)Ié(O,l) (A A (A%) (Chen & Wang!'*')
J@ (A x A°)
Nash inf Chenl16]
o Aoy ) Ao (Chen™)
v=2(qg—-1)
(@) (A x A€
Log. Sobolev lim J (A X A% (Wang[')

inf
r—=07(A)e(0,7] T(A) \/log[e + m(A)~1]
(@) c
lim inf JOUA X A + om(A) (Chenl®)
§—oom(A)>0 (A)/1 —logm(A)

where r(x,y) is a symmetric, non-negative function such that

J(dz, dy)

J@(dz,dy) == I RS 4 0
(37, y) {r(z,y)>0} 'f'(.%',y)a (Oé> )
satisfies
JV(dz, E) s
777(&75) , T-a.8.

For convenience, we use the convention J(® = J. Now, our main result can be
easily stated as follows.

Theorem. k(1/?) > (0 = the corresponding inequality holds.

The result is proved in four papers [15]—[18]. At the same time, some estimates
for the upper or lower bounds are also presented. These estimates can be sharp
or qualitatively sharp, which did not happen before in using Cheeger’s technique.

3 New picture of ergodic theory

3.1 Importance of the inequalities
Let (P;)¢>0 be the semigroup determined by the symmetric form (D, 2(D)).
Then, various applications of the inequalities are based on the following result.

Theorem.

(1) Let V(P f) < V(f) forallt > 0 and f € L?(n) (which is automatic when
V(f) =1fl?). Then Liggett-Stroock inequality implies that

Var(P,f) < CV(f)/t1 1, t>0. (14)

(2) Conversely, (14) = Liggett-Stroock inequality.
(3) Poincaré inequality <= Var(P,f) < Var(f) exp[—2A1t].
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Note that Var(P; f) = | P.f —7(f)||?. Therefore, the above inequalities describe
some type of L?-ergodicity of the semigroup (P;):>¢. In particular, we call (14)
L?-algebraic convergence. These inequalities have become powerful tools in the
study on infinite-dimensional mathematics (phase transitions, for instance) and
the effectiveness of random algorithms.

3.2 Three traditional types of ergodicity
In the study of Markov processes, the following three types of ergodicity are
well known.

Ordinary ergodicity : tlggo lpe(z,-) — 7|lvar =0

—et

Exponential ergodicity : lpe(x, ) — 7||var < C(x)e

Strong ergodicity : tlggo sup ||pe(z, -) — 7||[var =0
xX

where p;(z,dy) is the transition function of the Markov process and || - ||var iS
the total variation norm. They obey the following relation: Strong ergodicity =
Exponential ergodicity = Ordinary ergodicity. Now, it is natural to ask the
following question. Does there exist any relation between the above inequalities
and the traditional three types of ergodicity?

3.3 New picture of ergodic theory

Theorem!'61191120] " For reversible Markov chains, we have the following diagram:

Nash inequality

v N
Log. Sobolev inequality Strong ergodicity
U U
Poincaré inequality = exponential ergodicity
U
L?-algebraic ergodicity
U

Ordinary ergodicity

where L2-algebraic ergodicity means that (14) holds for some V' having the properties:
V' is homogeneous of degree two, V(f) < oo for all functions f with finite support.

Comments.

(1) The diagram is complete in the following sense. Each single-side implica-
tion can not be replaced by double-sides one. Moreover, strong ergodicity
and logarithmic Sobolev inequality are not comparable.

(2) The application of the diagram is obvious. For instance, one obtains
immediately some criteria (which are indeed new) for Poincaré inequality
to be held from the well-known criteria for the exponential ergodicity.
On the other hand, by using the estimates obtained from the study on
Poincaré inequality, one may estimate exponentially ergodic convergence
rate (for which, the knowledge is still very limited).
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(3) Except the equivalence, all the implications in the diagram are suitable for

more general Markov processes. The equivalence in the diagram should
be also suitable for more Markov processes but it may be false in the
infinite-dimensional situation.

(4) No doubt, the diagram extends the ergodic theory of Markov processes.

Acknowledgement Research supported in part by NSFC (No. 19631060),
Math. Tian Yuan Found., Qiu Shi Sci. & Tech. Found., RFDP and MCME.
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ABSTRACT. The previous paper (Chen (1999¢)) surveys the main results obtained
during 1992-1999 on three aspects mentioned in the title. The present paper
explains the main methods used in the proofs of the mentioned results. Mainly,
there are two methods. One is a probabilistic method—coupling method; the other
one is the Cheeger’s method which comes from Riemannian geometry. Finally, a
new picture of the ergodic theory is exhibited. This paper is rather self-contained.
We choose some typical results with complete proofs and adopt the language as
elementary as possible. The aim is to give the new comers a quick overview of
the new progress and new ideas so that the readers may be easier to get into this
active research field. Because the topics are quite wider, it is regretted that many
beautiful results and a lot of references are missed, due to the limitation of the
length of the paper. Parts of the materials given below has appeared in Chen
(1994, 1997, 1998a).

PART I. BACKGROUND

1. Definition. Consider a birth-death process with state space E = {0,1,2,---

and Q)-matrix

“bg bo 0 0
ap  —(a1+0b1) by 0
Q=(u))=1 o as —(ag + by) ba

where ag, by > 0. Since the sum of each row equals 0, we have Q1 = 0 = 0-1. This
means that the @-matrix has an eigenvalue 0 with eigenvector 1. Next, consider

the finite case, E,, = {0,1,--- ,n}. Then, the eigenvalues of —@Q are discrete:
O0=X <A1 << A\
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Hence, there is a gap between A\g and A;:

gap (Q) = Al — )\0 = Al.

In the infinite case, the gap can be 0. Certainly, one can consider the self-adjoint
elliptic operators in R? or the Laplacian A on manifolds or an infinite-dimensional
operator as in the study of interacting particle systems. In the last case, the
operator depends on a parameter §. For different 5, the system has completely
different behavior.

2. Applications.

(1) Phase Transitions. In the study of interacting particle systems, a physical
model is described by a Markov process with semigroup {P;}:>o (depending on
temperature 1/3) having stationary distribution 7. Let L?(7) be the usual L2-

space with norm || - ||.
A

B = 1/temperature

.

0 Be
The picture means that in higher temperature (small 3), the corresponding semi-
group {P,;};>0 is exponentially ergodic in the L?-sense:

Y

1Pef = m (< IIF =7 (f)lle™™,

where 7(f) = [ fdr, with the largest rate A\; and when the temperature goes to
the critical value 1/0., the rate will go to zero. This provides a way to describe
the phase transitions and it is now an active research field. The next application
we would like to mention is

(2) Markov chains Monte Carlo (MCMC). Consider a function with several
local minimums. The usual algorithms go at each step to the place which decreases
the value of the function. The problem is that one may pitfall into a local trap.

Random algorithm and Ay
Local trap

The MCMC algorithm avoids this by allowing some possibility to visit other
places, not only towards to a local minimum. The random algorithm consists of
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two steps. a) Construct a distribution according to the local minimums in terms
of Gibbs principle. b) Construct a Markov chain with the stationary distribution.
The idea is great since it reduces some NP-problems to the P-problems in com-
puter sciences. The effectiveness of a random algorithm is determined by A; of
the Markov chain. Refer to Sinclair (1993) for further information.

Since the spectral theory is a central part in each branch of mathematics and
the first non-trivial eigenvalue is the leading term of the spectrum, it should not
be surprising that the study of A; has a very wider range of applications.

3. Difficulty.

We have seen the importance of the topic but it is extremely difficult. To get
some concrete feeling, let us look at the following examples.
a) Consider birth-death processes with finite state space. It is trivial when F =
{0,1}, A1 = a1 +bg. The result is very nice since the increase of either a; or by will
increase A1. If we go one more step, E = {0, 1,2}, then we have four parameters
bo, b1 and a1, as only and

)\1 :2_1[a1+a2+b0+b1—\/(al—a2+bo—b1)2+4albl}.

Now, the role for A\; played by the parameters becomes ambiguous.
Next, consider the infinite state space. Denote by g and D(g) respectively the
eigenfunction of A1 and the degree of g.

b; a; A1 D(g)
1+ 1 21 1 1
141 21+ 3

The change of the death rate from 2¢ to 2¢ 4 3 leads to the change of A\; from one
to two. More surprisingly, the eigenfunction g is changed from linear to quadratic.
b) Consider diffusions with operator

d? d
pr) + b(x)—.

L =a(x) .

The state space for the first row below is the full line and for the last two rows is
the half line [0, c0) with reflection boundary.

a(z) b(x) M [D(g)
1 —z 1 1
1 —x 2 2
1 —(z+1) 3 3

From these, one sees that the eigenvalue \; is very sensitive and the relation
between \; and the coefficients (a;, b;) or (a(x),b(x)) can not be very simple.
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PART II. NEW VARIATIONAL FORMULA, COUPLING METHOD

In the first two sections below, we introduce some variational formulas of Ay
for diffusion on half line or for birth-death processes. The mathematical tool used
to derive the formulas is the couplings which are explained in Sections 3, 5 and
6. The key proof is sketched in Section 4.

1. Diffusion in half line. Consider the differential operator L = a(x)d?/dx? +
b(x)d/dz on the interval [0,D) (D < oo) with Neumann boundary condition.
Suppose that a(x) > 0 everywhere and Z := fOD a‘%i) exp[C(x)] < oo, where
C(z) = [y b/a. Set w(dz) = #(z)exp[C(x)]dx. On L?%(7), the operator L has
again a trivial eigenvalue \y = 0, we are now interested in the nearest eigenvalue
A1; that is, the smallest A such that Lf = —Af for some non-constant f. A
classical variational characterization (the Min-Max theorem) is as follows.

A\ = inf{D(f): f € C*[0, D], n(f) =0 and 7(f?) = 1}, (2.1)
where

D
D(f) = / a(z) f'(x)?m(dz)

and 7(f) = [ fdr. Actually, this formula is valid in completely general situation
(refer to [Chen (1992); Chapter 9] for instance). The formula is especially powerful
for an upper estimate of \; since every function f with 7(f) = 0 and 7(f?) =1
gives us an upper bound.

Theorem 2.1[Chen & Wang (1997b)] | ot
F={f:f >00n(0,D) and 7(f) > 0}.

Then, we have

-1
—C(z) D C(u)
A1 > sup inf c ; / f(ue du . (2.2)
rez 2cD) | f'(z) J»  alu)
Moreover, the equality holds once the equation af” +bf’ = —\; f has a non-constant

solution f € C?[0, D] with f/(0) =0 and f’(D) = 0 when D < cc.

The formula (2.2) is a dual of (2.1) in the sense that the “inf” in (2.1) is replaced
with “sup” in (2.2). It is now quite easy to get a meaningful lower bound of A\; by
applying (2.2) to a suitable test function f € .%. Note that there is no common
point between (2.1) and (2.2). This explains the reason why such a simple result
has not appeared before even though the topic is treated in almost every textbook
on differential equations.

2. Markov chains. Here we consider only a special case.
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Theorem 2.2[Chen (1996, 1999)] " | et = {0,1,2,--- ,N},N <

o0,
Gii+1=0; >0 (0<i< N —1), Giji-1=0a; >0 (1<i<N)
and ¢;; = 0 for other ¢ # j. Denote by # the set of all strictly increasing sequence
(w;) with Zi]\io piw; > 0 and define

1

bipi(wit1 — w;

N

j=it+1

where
wo=1, ppn=">bo - -bp_1/ar---a,, 1<n<N.

Then, we have

M= sup inf I(w)"l.
wew O0<iSN-—1

We now turn to discuss the trilogy of couplings: The Markovian coupling, the
optimal Markovian coupling and the construction of distances for couplings.

3. Markovian couplings.
We concentrate on diffusions since the story for Markov chains is similar. Given

an elliptic operator in R?
d d

0? 0
L= Z Qij (z) 783%6%- + Zl bi(x) R

i,j=1 i=

An elliptic (may be degenerated) operator L on the product space R? x R? is
called a coupling of L if it satisfies the following marginality:

Lf(z,y) = Lf(z) (vesp. Lf(z,y) = Lf(y)), f€CERY), z#y,

where on the left-hand side, f is regarded as a bivariate function. From this, it is
clear that the coefficients of any coupling operator L should be of the form

a(x) C(fc,y)> (b($)>
alz,y)= N , b(x,y)= .
S W i N (7
This condition and the non-negative definite property of a(x,y) consist of the
marginality of L in the context of diffusions. Obviously, the only freedom is the
choice of ¢(z,y).
Three examples:
(1) Classical coupling. c(x,y) =0,z # y.
(2) March coupling(Chen and Li(1989)). Let a(z) = o(z)?. Take c(z,y) =
o(z)o(y).
(3) Coupling by reflection. Set u = (v —y)/|z — y| and take
o(y)”uu*
o (y)~tul?
c(z,y)=o(x)[I —2uu*]o(y), x#y [Chen & Li (1989)].

clx,y)=o(x)|o(y)—2 ,det o(y) #0, x # y[Lindvall & Rogers (1986)]
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In the case that x = y, the first and the third ones are defined to be the same
as the second one. Each coupling has its own character. A nice way to interpret
the first coupling is to use a Chinese idiom: fall in love at first sight. The word
“march” is a Chinese command to soldiers to start marching. We are now ready
to talk about

4. Sketch of the main prooflChen & Wang (1993)]

Here we adopt the analytic language. Given a self-adjoint elliptic operator L,
denote by {P;};>0 the semigroup determined by L: P; = e'£. Corresponding to
L, we have {ﬁt}@o. The coupling simply means that

Pif(z,y) = Py f(z) (resp. Pif(z,y) = P.f(y)) (2.3)

for all f € CZ(R?) and all (z,y) (z # y), where on the left-hand side, f is again
regarded as a bivariate function.

Step 1. Let g be an eigenfunction of —L corresponding to A;. By the standard
differential equation of the semigroup, we have %Ptg(:n) = P;Lg(x) = =\ Pg(x).
Solving this ordinary differential equation in Pyg(z) for fixed g and x, we obtain

Pug(x) = glw)e ™", (2.4)

Step 2. Consider compact space. Then g is Lipschitz with respect to the distance
p. Denote by c, the Lipschitz constant. Now, the main condition we need is the
following: N

Pip(z,y) < p(x,y)e™". (2.5)

This condition is implied by

Zp(m,y) < —ap(a:,y), €z 7é Y (26)

(cf. Lemma AG). Setting g1(z,y) = g(x) and g2(x,y) = g(y), we obtain

e Mg(x) — g(y)| = |Prg(x) — Peg(y)|  (by (2.4))
= |Pigi(z,y) — Puga(z,y)| (by (2.3))
< Pilg1 — g2l(@,v)
< cgﬁtp@, y) (Lipschitz property)
< egpla,y)e™ " (by (2.5)).

Letting t — 0o, we must have \; > . U

The proof is unbelievably straightforward. It is universal in the sense that
it works for general Markov processes. A good point in the proof is the use of
eigenfunction so that we can achieve the sharp estimates. On the other hand,
it is crucial that we do not need too much knowledge about the eigenfunction,
otherwise, there is no hope to work out since the eigenvalue and its eigenfunction
are either known or unknown simultaneously. Except the Lipschitz property of g
with respect to the distance, which can be avoided by using a localizing procedure
for the non-compact case, the key of the proof is clearly the condition (2.6). For
this, one needs not only a good coupling but also a good choice of the distance.
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5. Optimal Markovian Coupling.

Since there are infinitely many choices of coupling operators, it is natural to
ask the following questions. Does there exist an optimal one? Then, in what
sense of optimality we are talking about?

Definition 2.3[Chen (1994)] | ot (E, p,&) be a metric space. A coupling operator
L is called p-optimal if

L p(xy,x9) = inf fp(;z:l,:zrz) for all x1 # o,
L

where L varies over all coupling operators.

To construct an optimal Markovian coupling is not an easy job even though
there is often no problem for the existence. Here, we mention a special case only.

Theorem 2.4[Cher(199] | et f € C?(R,;R,) with f(0) =0 and f’ > 0. Suppose
that a(x) = ¢(x)o? for some positive function ¢, where o is constant matrix with
deto > 0.
(1) If p(z,y) = f(lo~(x — y)|) with f”” < 0, then the coupling by reflection is
p-optimal. That is, c(z,y) =+/¢(z)[0? — 2uu*/|o al*] /o (y).
(2) If p(x,y) = f(lo~ (z — y)|) with f” > 0, then the march coupling is p-
optimal. That is, c(z,y) = /o(x)o?\/o(y).
(3) f d=1 and p(z,y) = |z — y|, then all the three couplings mentioned above
are p-optimal.

Note that in case (2), p may not be a distance but the definition of p-optimal
coupling is still meaningful.

6. Construction of Distances.

In view of the above theorem, one sees that the optimal coupling depends
heavily on p and furthermore, even for a fixed optimal coupling, there is still a
large class of p can be chosen, for which, the resulting estimate of a given in (2.6)
may be completely different. For instance, the sharp estimates for the Laplacian
on manifolds can not be achieved if one restricted to the Riemannian distance
only. Thus, the construction of the distances plays a key role in the application
of our coupling approach. However, we now have a unified construction for the
distance p used for three classes of processes. Here, we write down the answer for
diffusions in half line only.

C(u)

o= [ s [ f“‘)(u)du FeZ, olay) = o) — 9w,

The idea of finding these distances was explained step by step in the survey article
[Chen, 1997] which contains much more materials. For instance, the geometric
aspect of the study was discussed there but is not touched here. This construction
of distances consists of the last part of the trilogy of couplings.

To conclude this part, we introduce a direct, analytic proof of Theorem 2.1.
However, there is still no at the moment such a simple proof in the higher-
dimensional situation.
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7. Analytic proof of Theorem 2.1[Chen (1999)] a) Set

fC’(x) / f C(u)
du

Let g € C1[0, D] with 7(g) = 0 and 7(g?) = 1. Then for every f € .#, we have

1:% / w(da)m(dy)[g(y) — g(2))?

/{xgy} m(dr)m(dy) </yg’(u)\/m/mdu>2

< /N} 7(dw)r(dy) / ¢ (w2 (u) "L du / 4G

(by Cauchy-Schwarz inequality)

Y e —C(u)
= 7(dz)m a(u)g' (u)?eC™ ———
/{wgy} (o)) [ alug (0

du [f(y) — f(=)]

a(u) f'(u
’ "(u)? Ze u7r x D7T — f(=
= | atwg @lrtan = [t [t [0 - 1), o
But
u D
/ (dz) / w(dy) [/ () — £()]
0 u
u D u D
- / r(dz) / Floye(ds) = [ fayma) / r(dy)
D D D u D
- / F(w)ym(dy) - / 7(dz) / floyeldn) = [ f@ym(aa) / r(dy)

/ £y (since 7(f) > 0)

B fy C(y)
_Z/u a(y) 4

Combining this with (2.7), we obtain

D
/0 a(w)g (x)%r(de) > inf I(f)(x)"

x€(0,D)

Then (2.2) follows by making infimum over g and then supremum over f € .%.
b) The proof of the last assertion of Theorem 2.1 is more technical. Refer to
[Chen & Wang (1997b)] and [Chen (1999a)]. O
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PART II. POINCARE INEQUALITY, CHEEGER'S METHOD

Let (E,&,7) be a probability space. Suppose that {(z,z) : € E} € &.
Denote by L?(7) the usual real L?-space with norm || - ||. Consider the symmetric
form (D, 2(D)): its diagonal element is

1

D(f)i=D(f, f) = &

[ sasapisw - a2 (31)
ExXE

where J is a non-negative, symmetric measure having no charge on the diagonal
set {(z,z) : * € E}. A typical example in our mind is the reversible jump
process with g¢-pair (¢(z), q(z,dy)) and reversible measure w. Then J(dz,dy) =
m(dx)q(z, dy). More especially, for a reversible Q-matrix @ = (g;;) with reversible
measure (m; > 0), we have density J;; = m;¢;; (j # 1) with respect to the counting
measure. The domain of D is taken to be the maximal one:

9(D) = {f € L*(m) : D(f) < o}.

Since D(1) = 0, we have the trivial eigenvalue g := inf{D(f) : ||f| = 1} = 0.
We are now interested in the first non-trivial eigenvalue \; = inf{D(f) : n(f) =
0, If]l = 1}, where n(f) = [ fdm. It is also called the spectral gap of the form
(D, 2(D)). In other words, we are interested in

Poincaré inequality : Var(f)(= ||lf —7(H)II*) < A D), feL?n).

The first key idea is bounding the symmetric measure J. For this, choose a
non-negative, symmetric measurable function r(z,y) such that

JW(dz, E)/m(dz) <1,  7-aus, (3.2)
where
J(dz, dy)
r(z,y)*

Throughout the paper we adopt the convention 7° = 1 for all » > 0. Thus, when
a = 0, we return to the original form J© = J. For jump process with g-pair
(q(x),q(x,dy)), one simply takes r(z,y) = q(x) V q(y). We can now define a new
type of Cheeger’s constant as follows.

J(a) (d%,dy) = I{r(w,y)a>0} a > 0.

J@ (A x A°) . J@ (A x A°)

@) = nf L)
w(Al)Ié(o,n m(A) A m(A°)

a ﬂ(A)IEI%O,l/Q} m(A)

Now, here is one of our main results.

Theorem 3.1[Chen & Wang (1998)] - nder (3.2), we have

A > k<1/2>2/[1 /11— k<1>2].

The following simple consequence illustrates the application of the theorem. It
has already contained a large number of non-trivial examples.
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Corollary 3.2[Chen & Wang (1998)] | et j(z,7) be a non-negative, symmetric func-

tion with j(z,2) =0 and j(z) := [ j(z,y) m(dy) < oo for all z € E. Then, for the
symmetric form J(dz,dy) := j(z,y)n(dz)m(dy), we have

1 (2. 0)2
Ao b J@Y)
8 ay j(w) V j(y)

Proof. Note that

@ —  inf @Y s
F ﬂ(A)€(£,1/2} m(A) /A><Ac HONOE (dx)m(dy)

. J(z,y) . .

zml ————————— in (A
o G@ V@~ ")
1. J(z,y)

Z 325 @) ViR

The conclusion follows from Theorem 3.1 immediately. [

The proof of Theorem 3.1 is based on Cheeger’s idea. That is, estimate A in
terms of Ay for a more general symmetric form

Dif)=3 [ Inaplf) ~@F + [ Kaofar,  63)

where K is a non-negative measure on (E,&). The study on Ag is meaningful
since D(1) # 0 whenever K # 0. It is called Dirichlet eigenvalue of (D, Z(D)).
Thus, in what follows, when dealing with Ay (resp., A1), we consider only the
symmetric form given by (3.3) (resp., (3.1)). Instead of (3.2), we now require
that

[JW(dz, E) + KW (dz)]/w(dz) <1,  7-as, (3.4)

where J(®) is the same as before and
K@) (da) = Ifya)esoy K (d2) /5(2)”
for some non-negative function s(z). Next, define

h®) = inf [J(A x A%) + K@ W] /x(A).
w(A)>0

Theorem 3.3[Chen & Wang (1998)]

(3.4), we have

For the symmetric form given by (3.3), under

No = B 1441 - %],

Proof. a) First, we express h(®) by the following functional form

W) = inf {; / J(dz,dy)|f(z) = F)l + K (f) = f>0,7(f) = 1}.
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By setting f = I4/m(A), one returns to the original set form of h(®). For the
reverse assertion, simply consider the set Ay = {f > v} for v > 0. The proof is
also not difficult:

/ T (dz, dy)[f(z) — f(y)] + K ()
{/(@)> W)

= [T s @ > 2 ) + KO > )

0

= /0 [T (A, x A%) + K“)(A,)]dy

> pl) / W(Av)d’y
0
= 17 (f).
The appearance of K makes the notations heavier. To avoid this, one may enlarge
the state space to E* = E U {co}. Regarding K as a killing measure on E*, the
form D(f,g) can be extended to the product space E* x E* but expressed by

using a symmetric measure J* only. At the same time, one can extend f to a
function f* on E*: f* = fIg. Then, we have

B = inf {1 [ @@l @ - el 520w = 1}.
2 e

However, for simplicity, we will omit the superscript “x” everywhere.

b) Take f with 7(f?) = 1, by a), Cauchy-Schwarz inequality and condition
(3.4), we have

W0 < L[l rr - s}
< %Da) /J(l) (dz,dy) [ f(y )+Jf'"(:v)]2
_ %D(l) { J(l) dz, dy) [f()* + f(z)?]

- [0 an [t - 1)}
< DY(f) [2 - D(l)(f)], (3.5)
Solving this quadratic inequality in D™ (f), one obtains DM (f) > 1-v1 — h(D?,

c) Repeating the above proof but by a more careful use of Cauchy-Schwarz
inequality, we obtain

p(1/2)% ¢ {;/J(l/z)(dm,dy)}f(y)z - f(ar)Q\}

— {;/J(dm,dy)lf(y) — f(=)] -I{r(x,y)>0}w}

2
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<5000 [ 10w ) [F) + S
< D(f)[2-DW(f)].
From this and b), the required assertion follows. [

Proof of Theorem 3.1. a) For any B C E with n(B) > 0, define a local form as
follows.

D =5 [ i)~ f@F + [ 1 e B

Obviously, ﬁg‘)( f)= ﬁg)( fIg). Moreover,

Xo(B) :=inf{D(f) : flpe =0, ||f|| = 1} = inf {Dp(f) : n(f*Ip) =1}.
Let 78 = m(-N B)/m(B) and set
J@(Ax(B\ A)+J@)(Ax B°) . J(@) (A x A°)

nf _
ACB}E(A)>O m(A) ACB?I;(A)>0 m(A)

hy) =

Applying Theorem 3.3 to the local form on L?(B,& N B, 7P) generated by J? =
m(B) ' J|pxp and KB = J(-, B°)| 5, we obtain

Ao(B) > hg/2>2/[1 /1 hgﬂ.

b) We now come to another key point of the proof. The original Cheeger’s
proof is based on the estimate

M > i (B) v do(B)}.

It is called the Cheeger’s splitting technique. However, we are unable to prove this
in the present setup. Instead, we use the following weaker result which is enough
for our purpose.

A1 = inf  A\o(B). 3.6
1> o(B) (3.6)

Assuming (3.6), the proof of Theorem 3.1 is easy to complete. Note that
inf K%Y = k@,

x(B)<1/2
Hence
2
h(1/2)
A = B%nf 3—2
<1/2
S
2
R
n(B)<1/2 L+ /1—hg)2

2
inf (<12 b

1+ \/1 — inf (<12 b
E(1/2)?

1+v1—km?

WV

2
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c) It remains to prove (3.6). For each ¢ > 0, choose f. with w(f.) = 0 and

7(f2) = 1 such that \; +¢ > D(fs). Next, choose ¢, such that 7(f: < c.),
7(fe >c.) <1/2. Set f£ = (f. —c.)* and Bf = {f+ > 0}. Then
A +e = D(fe)
= D(fe —c.)
=;/J<dx,dy>[\f;<y> @)+ 17 ) - - @)
25/ (de, dy) (f (y 2+;/dedy(f() (@)’
> Mo (B (£ )2)+A0(B )7 (1))
> B (1))
S n(B)
Z (0, o B)

Because ¢ is arbitrary, we obtain the required conclusion. [

PART IV. EXISTENCE CRITERION OF SPECTRAL GAP

For compact state space (F, &), it is often true that Ay > 0. Thus, we need
only to consider the non-compact case. The idea is to use the Cheeger’s splitting
technique. Split the space E into two parts A and A°. Mainly, there are two
boundary conditions: Dirichlet or Neumann boundary condition, that is absorbing
or reflecting at the boundary respectively. The corresponding eigenvalue problems
are denoted by (D) and (N) respectively. Let A be compact for a moment. Then
on A€, one should consider the problem (D). Otherwise, since A° is non-compact,
the solution to problem (N) is unknown and it is indeed what we are also interested
in. On A, we can use either of the boundary conditions. However, it is better to
use the Neumann one since the corresponding A; is more closer to the original Ay
when A becomes larger. In other words, we want to describe the original A; in
terms of the local A\1(A) and A\g(A°).

/

We now state our criterion informally, which is easier to remember.
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Criterion (Heuristic Description). A; > 0 iff A\g(A°) > 0 for some compact
A.

Why the result can be regarded as a criterion is due to the following reason.
Consider a second-order differential operator L in R?. Then there is a variational
formula for Ag:

Ao(A€) = sup,~qinfac(—Lp)/p. Moreover, A\g > 0 iff the Maximum Principle
holds. Thus, ones have a lot of knowledge about A\y. The conclusion also works
for other types of Markov processes.

To present a precise description of the criterion, we restrict ourselves to the
symmetric form studied above.

Define another local form as follows.

DN =5 [ Inanl) - f@)P

The corresponding spectral gap is denoted by A;(B). Note that in the result
below, we use \; (B) rather than \; (A) mentioned above the heuristic description.

Theorem 4.1[Chen & Wang (1998)] - Consider the form given by (3.1). Forany A C B
with 0 < w(A), 7(B) < 1, we have
Ao(A°) AL(B)[Ao(A%)7(B) — 2Mam(B°)]
m(A) 2X\1(B) + 7(B)2[\o(A°) + 2M 4]’

where My = ess sup,.J(dz, A°)/m(dx).
€A

> A\ 2

(4.1)

As we mentioned before, usually, \;(B) > 0 for all compact B. Hence the
result means, as stated in the heuristic description, that A; > 0 iff \g(A¢) > 0
for some compact A, because we can first fix such an A and then make B large
enough so that the right-hand side of (4.1) becomes positive.

Proof of Theorem 4.1. Let f satisfy 7(f) = 0 and 7(f?) = 1. Our aim is to bound
D(f) in terms of A\g(A¢) and A\ (B).
a) First, we use A\ (B).
D(f) = Dg(fIg) = M(B)w(B) ™' [« (f*Ip) — W(B)_IW(fIB)Q]
= M(B)r(B) ' r(f*Ip) — W(B)_lﬂ'(fIBc)Z]. (4.2)

Here in the last step, we have used 7(f) = 0.
b) Next, we use \g(A¢). We need the following elementary inequality

[(fLac)(@) = (fLac) )| < |f (@) = F(Y) + Laxacvaexa(z, y)|(fLa)(z) — (fLa)(y)].
Then

)\U(Ac)ﬂ'(fQIAc) < D(fIAc)

-1 / J(da, dy)[(fLac)(y) — (fLac)(@)]’

<2D(f) +2 / J(dz, dy) [(F 1)) — (F1a)()]°

AXxA¢e
<2D(f) +2Man(f*14). (4.3)
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c) Estimating the right-hand sides of (4.2) and (4.3) in terms of v := 7 (f%I5),
we obtain two inequalities D(f) > c17 + ¢2 and D(f) > —c3y + ¢4 for some
constants c¢1, c3 > 0.

I'y
'y vy

\

0 Yo 1

Hence

D(f) > inf max{ciy+ca, —c3y+ca}.
v€[0,1]

Clearly, the infimum is achieved at 7g, which is the intersection of the two lines I'y
and I'y in {---}. Then, the required lower bound of A; is given by c¢;v9 + ¢c2. O

PART V. LOGARITHMIC SOBOLEV INEQUALITY AND NASH INEQUALITY

In this part, we adopt again the Cheeger’s method to study the following two
inequalities.

Logarithmic Sobolev inequality: = (f*log f?/||f||*) < 207'D(f), f € L*(m).
Nash inequality:  Var(f)(= |If = 7(H)I?) <o 'DOYPIFIF,  fe L (m).

In order to get the ideas quickly, here we discuss only some weaker results and
leave the general results to the original papers [Chen (1999 b, c¢)] and [Wang
(1998b)]. There are plenty of publications for the logarithmic Sobolev inequality
in the context of diffusions which are not touched here. Refer to Chen & Wang
(1997), Wang (1998a) and Wang (1999) for the statue of the present study, related
topics and further references.

1. Logarithmic Sobolev inequality.

Theorem 5.1[Chen (19990)] " \We have

(1/2)
26 20 2 2Ain > 15(1/2)2,

M2 — AWy g3 8

where

J@ (A x A°)
k@ = inf
m(A)e(0,1) —m(A)logm(A)

and
AW =it (D (f): w(f) =0, |If] = 1}.
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Proof. The proof is partially due to F. Y. Wang. To get the upper bound, simply
apply the inequality to the test function f = I4/+/m(A), 7(A) € (0,1). To prove
the lower bound, let 7(f) =0 and || f|| = 1.

a) Set ¢ = \/2—)\51)/[2/41/2)] and E(f) = n(f?log f?). Then, it can be
proved that

2e/D(f) + 1. (5.1)
Actually, one shows first that
L 1 (1/2) 2 2 (D
Iim g [ 02| sw? - 1P < /- 2A0)D0). 62)

The proof is standard as used before (cf. (3.5)). Next, set Ay = {f? > t} and

prove that
1> rY2(E(f) 1] (5.3)

The proof goes as follows. Note that hy := 7(A;) < 1 At~1. We have
I= /OOO JA/2 (A4, x AS)dt
> x1/2) /Ow(—ht log hy)dt
> k(12 /000 h¢logtdt

= x(1/2 / he(logt + 1)dt — x1/2)
0

f2

= H(l/z)/dﬂ'/ (logt + 1)dt — k(1/?
0

= kAE(f) - 1],

Combining (5.2) with (5.3), we get (5.1).
b) By (5.1), we have

<2ey/D(f)+1<veD(f)+e/v+1,

where v > 0 is a constant to be specified below. On the other hand, by [Bakry
(1992); Proposition 3.10], the inequality

©(f*log f*) SCiD(f) +C,  w(f)=0, |fll=1 (5-4)

implies that
2/[01 + (CQ + 2))\1_1]. (5.5)

Combining these facts together, it follows that

2
> .
o ey + le/v+ 3]/ M
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Maximizing the right-hand side with respect to v, we get

2\ k(1/2)
o=

V(2 =AML+ 3k(1/2)

On the other hand, applying Theorem 3.1 to J), we have k(1/2) = k(1) and

hence )\51) >1-v1- NOLS Combining this with Theorem 3.1 and noting that
E(/2) > (log 2)x(1/?) | it follows that the right-hand side of (5.6) is bounded below
by

(5.6)

2
2(log 2)%k(1/2) < l,f(l/2)2_ 0

(log2+3)[1+ V1 - kD]~ 8

We now introduce a more powerful result, its proof is much technical and
omitted here.

Theorem 5.2[Chen (19990)] - Define
J(1/2)(A x A®) + dn(A)
i
m(A)>0  7(A)y/1—logm(A)
€0 = lim £ = gupe®
d— 00

5(5) —

, >0,

6>0
and (24 6)(A\1 + 6)
2+ 1+
A0 =y
Then, we have
2\
26 >0

> .
~ 1+ 161infsg A(0)

2. Upper bounds.

The upper bound given by Theorem 5.1 is usually very rough. Here we intro-
duce two results which are often rather effective. The results show that order one
(resp., two) of exponential integrability is required for A\; > 0 (resp., ¢ > 0).

Theorem 5.3[Chen & Wang (1998)] - G ppose that the function 7 used in (3.2) is
J-a.e. positive. If there exists ¢ > 0 such that
ess sup s |p(z) — o(y)|*r(z,y) < 1, (5.7)

then

A1 <inf {52/4 >0, w(ew) = oo}. (5.8)
Consequently, A; = 0 if there exists ¢ > 0 satisfying (5.8) such that ﬁ(es“’) = oo for
all e > 0.
Proof. We need to show that if w(egs") = 00, then A\ < 52/4. For n > 1, define
fn = exple(¢ An)/2]. Then, we have

M < D(fa)/ [7(f2) = 7(fa)?]- (5.9)
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For every m > 1, choose r,,, > 0 such that 7(¢ > r,,) < 1/m. Then

(Lo 12) 2 Vi (lips e fa) = Vm(fa) — Ve /2.

Hence
w(£a)” < [r(£2) fym + 2] (5.10)

On the other hand, by Mean Value Theorem, |e4 — e?| < |A — BleAVE =
|A — B|(e” v eP) for all A, B > 0. Hence

D) = 5 [ Tde.an)lfala) - fu(w)P
2
< Z/J(l)(dx,dy)[so(x) — o(W)2r (@, y) [fal@) V fuly)]?
52
< R
4

m(f7). (5.11)

Noticing that 7(f2) 1 co, combining (5.11) with (5.9) and (5.10) and then letting
n T oo, we obtain A; < 52/[4(1 — m_l)]. The proof is completed by setting
m T oo. [

Theorem 5.4[Wans (1999)] 1 Syppose that (5.7) holds. If o > 0, then

em(¢?)

ep?
() Sexp [1 — /0

] < 00, e €[0,0/2).

Proof. a) Given n > 1, let ¢, = @ An, f, = explre?/2] and h,(r) = w(ewi).
Then, by (3.2), (5.7) and applying the Cauchy’s mean value theorem to the func-
tion exp[rz?/2], we get

D) =5 [ I dg)lfale) ~ ful)
< [ 10w dn)le(o) = o) e, y) max (@) (o) 2n() o)}
< T2/J(l)(dx’dy)wn(mffn(x)g < TQhIn'

b) Next, applying logarithmic Sobolev inequality to the function f,, and using
a), it follows that

rh, (1) < hy(r)log hy (1) + 2020, (1) /o, r>0
That is,
, 1
< ————hu(r) log hy (1), , )
h,, (1) a —2r/a)h (r)log hy,(r) r€0,0/2)

Now the required assertion follows from Corollary A5. [
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3. Nash inequality.

Theorem 5.5[Chen (19990)] - Define the isoperimetric constant I,, as follows:

_ JA/2)(A x A°) . JA/2) (A x A°)
I, = inf — 17, — . inf NV v>1.
o<m(A)<1/2 w(A)w-D/v 0<r(A)<1 [7(A) A m(A°)] (v=1)/v

Then
Var(f)Y2 <20 2D() 1177, f € LA (). (5.12)

Proof. The proof below is quite close to Saloff-Coste (1997). Fix a bounded
g € 2(D). Let c be the median of g. Set f = sgn(g — ¢)|g — ¢|>. Then f has
median 0. By using the functional form of I,:

I, = inf 3 J I (dz, dy)|f(y) — f(2)]
v inf

c: ¢ is a median of f Hf - CHV/(V—I)

. feL'(m)is non—constant}

(5.13)
which will be proved later, we obtain
1
lg =, = Il < 51" [ I Ao dp)lf) - Fa)l. (.10
On the other hand, since
|a? l, if ab >0
a—b|(la] +1b]) =
| | (laf +[6) {(H—Hb\) if ab < 0,
we have |f(y) — f(z)] < 9(z)| (lg(y) — ¢ + |g(z) — ¢|). By using this
inequality and following the proof of (3. 5) we get

//J“/”<dx,dyn11y>—-f<xn
1/2

2Lxg>[/ﬂﬂ”<¢adwng@>—c|+uxx»—dﬁ
< 2/3D(9) |lg - clz (5.15)

Combining (5.14) with (5.15) together, we get

lg = cll3 < 21;°v/2D(g) llg — c]l2-

On the other hand, writing g2 = g%/ **1.¢2¥/(*+1) and applying Holder inequality
with p’ = (v+1)/2 and ¢ = (v +1)/(v — 1), we obtain

lgllz < llglly/“ Vgl e+

From these facts, it follows that

_ v/2(v+1) 1/(vt1
lg = ell2 < [1;"2D(g) llg - 2] lg = elly/ .
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Thus,
lg — 37 < 21,2D(g) |lg — ell}”

and hence
Var(g)'*/ < 21,2D(g) ||g]1}".

We now return to prove (5.13). Denote by .J,, the right-hand side of (5.13). Set
g =v/(v —1) and ignore the superscript “(1/2)” everywhere for simplicity. Take
f =14 with 0 <m(A) <1/2. Then, f has a median 0. Moreover,

/J@a@Mﬂm—fuw=2ﬂAxA%, 1£llq = m(A)Ve.

This proves that I, > J,.
Conversely, fix f with median c. Set fy = (f —c¢)*. Then fy + f_ = |f — ¢
and | f(y) — f(@)| = |+ (y) = fr @)+~ (y) = f-(2)]. Put F;" = {f1 >t}. Then

5 [ T dnlr) - 1@l =5 [ Tnap)[1) - £olo)] +17-0) - (@]

_ /0 Vi [T(F x (F)) + J(F7 x (F7)°)]at

(by co-area formula)

11
>IV/ [e(F)Y 4 m(F7)Y]de.
0

Next, we need the following simple result:

Claim. Let p > 1. Then ||f|l, < F iff ||fg|1 < FG holds for all g satisfying
lglle < G-

It follows that

+ _ _ _
T(FE)Y1 = HIF?Hq = ||QSHL11;1 <IFti, 9), - + rie 1.

Thus, for every g with ||g||» < 1, we have

5 [ e i) @1 =1 [ e 0+ (L o)t
=1L,[(f+, 9) + (f- 9)] = L(If = cl. g)-

Making supremum with respect to g, we get

5 [ Je i) - £@)] > LAf el O
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PART VI. NEW PICTURE OF ERGODIC THEORY

Consider a continuous-time, irreducible Markov chain with transition proba-
bility matrix P(t) = (p;;(t)) on a countable state space E with stationary distri-
bution (m; > 0: i € F). There are traditionally three types of ergodicity:

Ordinary ergodicity — lim p;;(t) = = , ,jeFE
t—o0
Ezponentially ergodicity |p;;(t) — m;| < Cije ", t >0, i,j € E, C;j >0, € >0
Strongly (or Uniformly) ergodicity tlim sup |p;;(t) — m;| = 0.
—o0 4

The relationship between the three types of ergodicity and the inequalities
discussed above is given by the following diagram.

1[Chen (1999d)]

Theorem 6. For reversible Markov chains, the following implications

hold.
Nash inequality
V7 N
Logarithmic Sobolev inequality Strong ergodicity
\’ \
Poincaré inequality = Exponential ergodicity

\

L?-algebraic ergodicity
\

Ordinary ergodicity
Here L2-algebraic ergodicity means that
Var(Pf)( = |P.f — w(f)I?) <OV, 1> 0. (6.1)
holds for some V : L?(w) — [0, o] satisfying
V(erf +e2) =cAv(f) for all constants c1,co € R. (6.2)

and V(f) < oo for all functions f with finite support.

The proofs given below show that the diagram is indeed available for very
general Markov processes except the equivalence for which some restriction is
necessary.

To prove Theorem 6.1, we need one more result which is fundamental in various
applications of the inequalities discussed above.

Theorem 6.2[Chen (1991, 1992), Liggett (1989, 1991)] | et V' satisfy (6.2) and (P)>0
be the semigroup determined by the symmetric form (D, Z(D)).

(1) Let V(P.f) < V(f) forall t > 0 and f € L?(m) (which is automatic when
V(f)=1fl?). Then (6.1) is implied by

Liggett-Stroock inequality : Var(f) < CD(f)V/PV(f)/9, fel?*r) (6.3)

(2) Conversely, (6.1) = Liggett-Stroock inequality.
(3) Poincaré inequality <= Var(P;f) < Var(f) exp[—2A1t].
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Proof. Here we prove parts (1) and (2) only. The proof of part (3) is similar (cf.
[Chen (1992); Theorem 9.1]).

a) Assume that (6.3) holds. Let f € Z(D) and 7(f) = 0. Then f;, := P(t)f €
2(D). Set F, = m(f?). Since

F) = =2D(fi) < =207V ()P fP7 = —2CTP RV (F) 700,

Now, part (1) follows from Corollary A4.
b) Conversely, since the process is reversible, the spectral representation theo-
rem gives us

L POFHID), s £l

Hence

I£1? = tD(f) < (P()f, £) < IPOSIIF < IfIIVCVHE=,  a(f) =0.

Put A = D(f), B = ||fllv/CV(f) and C; = | f||*>. Tt follows that C; — At <
Bt(=9)/2 The function h(t) := At + Bt1=9/2 — C; (> 0 for all t > 0) achieves
its minimum

g—1 2/(q+1) 9 (q—=1)/(gq+1)

h(te) = || —— 4+ = Ala=D/(g+1) g2/(a+1) _ ¢y
2 qg—1

at the point

> 0.

24 :| —2/(q+1)
tg =

[B (¢—-1)
Now, since h(tp) > 0, it follows that || f||> < Ca D(f)/PV(f)'/? for some constant
Cy > 0 and so we have proved part (2). O

Proof of Theorem 6.1. Here, we collect the proofs given in several papers.
Nash inequality = Strong ergodicity [€"en (1999)]  Agsume that Nash
inequality holds. Then (6.1) holds with V(f) = || f||2. We have

1P f = w ()]l < C|l flla/ta—1/2
and so
[(P, =) fIl < CIIf —m(f)] /¢ 7172,

This means that the operator norm ||P; — 7|[;2 as a mapping from L!(m) to
L%(m) is bounded above by C/t(@=1)/2, Because of the symmetry of P, — 7, we
get

1P = 7ll1soe < 1P = Tllims2l| P = |20 = 1P = 7lf3 .

Hence

sup || Py(z, ) = 7[lvar = sup sup |(Pi(z,-) —7)f]|
x

@ |f|<1
<sup sup |(Pi(,-) —m)f]
z [|flh<1

=15 = 7lh oo

<C/trt =0
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as t — 0o. This proves strong ergodicity of (P;(x,dy)).

Nash inequality =Logarithmic Sobolev inequality[Cher (1999P)] - Be.
cause || f||1 < [|f]|p for all p > 1, Nash inequality ==Poincaré inequality and so
we have A\; > 0. Next, as we have just proved above, ||P; — 7||1—2 < co. Hence

[ Pellp—2 < |Ptll1s2 < ([P — wll1is2 + |I7]lise < oo

for all t > 0 and p € [1,2]. These two facts are enough to claim Logarithmic
Sobolev inequality (cf. [Bakry (1992); Theorem 3.6 and Proposition 3.9]).

Logarithmic Sobolev inequality => Poincaré inequality[Rcthaus (1981)]
Actually, we have more precise result: A\; > o. Consider f = 1 + eg¢ for sufficient
small €. Then D(f) =&2D(g). Next, expand f?log f? and f?log | f||* in € up to
order 2. Then, we get

/ f2log £2/||f|2dr = 2:2Var(g) + O(c%).

The proof can be done by using the definitions of A\; and ¢ and letting € — 0.

Poincaré inequality <= L?-exponential convergence. That is part (3)
of Theorem 6.2.

L?-exponential convergence = L?-algebraic ergodicity. Simply take
V(f)=1f]* in (6.1) and apply Theorem 6.2.

L?-algebraic convergence —> Ordinary ergodicity. Simply note that

7rz|pzk - Wk‘ Zﬂ'] ‘pjk — 7T]g’2 < CV(I{k})/tq_l —0

as t — oo.

Strong ergodicity—Exponential ergodicity =—>Ordinary ergodicity.
In the discrete case, the three types of ergodicity defined above are indeed equiv-
alent to the following ones:

Ordinary ergodicity : lim ||pi(z,-) — 7||var =0
t— o0
Ezxponential ergodicity : lpe(z, ) — 7||var < C(z)e™
Strong ergodicity : lim sup ||p(z, ) — 7||var = 0.
t—oo 4

Then, the implications hold for general Markov processes when & is countably
generated. In other words, if the Markov process corresponding to the semi-
group (F;) is irreducible and aperiodic in the Harris sense, then the implications
hold. To see this, noting that by [Chen (1992); §4.4] and [Down et al (1995)],
the continuous-time case can be reduced to the discrete-time one and then the
conclusion follows from [Meyn & Tweedie (1993); Chapter 16].

L?-exponential convergence=—>Exponential ergodicity
assumption,

[Chen (1991)] By

672/\175”]? — ( )H2 Tig |p10]0 (t) — Mo ‘2
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for the function f; = d;;, and arbitrary iy and jo. Hence

pij () — mj| < \Jmi(1 —7j)/m; e

for all 4, j, which proves exponential ergodicity.
This proof is not suitable for more general Markov processes. However, there
is a stronger proof given in [Chen (1998b)].
Exponential ergodicity=—> L?-exponential convergence [Ch?
Step 1. Let Qo(i) = 3, qij(p; — i) and set A = {0} for simplicity. Then

(1998b)]

(pij(t)) is exponential ergodic <= Qp < —fp + CI4 for some constants
C >0, >0 and function ¢ > 1

= Sig(ﬂw/w)(i) <-p
= N(A°) =5 >0.
The last step needs some more work.

Step 2. We need only to show that A\; > Ag(A°). For f with n(f) = 0, let
¢ = fo. Then (f — ¢)(0) = 0. Moreover,

D(f) = D(f —¢)
> Mo(A)|f —
= Mo (A)(IFI* + ¢*)
> Ao (A%)IF1I?

One may use compacts A instead of {0}. Then the proof of Step 1 still works.
As for Step 2, one may use Theorem 4.1. Therefore, the result is meaningful for
more general processes. [

To illustrate the power of the above results, consider a regular birth-death
process on Z, with birth rates (b;) and death rates (a;). Then J;; = m;b; if
j=1+1, J;; =ma; if j =i —1 and J;; = 0 otherwise.

Theorem 6.3. For birth-death process, take r;; = (a; + b;) V (a; + b;) (1 # j).
Then

(1) For Nash inequality, I, > 0 for some v > 1 iff there exists a constant ¢ > 0
such that

WV
—_

;44 S .
Z C 5 y 7

(v=1)/v
\/Ti,ifl :|

jzi

If so, we indeed have I, > c.
(2) For logarithmic Sobolev inequality,
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0o . 3Gy
) > 0 iff 2;1{ Ti:i%/(%m) lllogj%:iwj > 0.

;g
= /<_Zj>iﬂj)logzj>iﬂ-j>0'

i,0—1

(3) For Poincaré inequality, k(®) > 0 iff there exists a constant ¢ > 0 such that

#(®) > 0 iff inf

izl T

Qg .
Zc E 5, 1> 1.
[(a; +b;) V (aj—1 +bi—1)]® = !

Then, we indeed have k(% > ¢.
(4) The process is strong ergodic iff

00 n
S = Z ar_z-ql—l{l + Z b - - bn/ak L an} < Oo[Zhang (1999), Zhang et al (1999)}'
n=1 k=1

(5) The rate of the exponentially ergodic convergence coincides with A[IChen (1991)],

which is described by Theorem 2.2.

To conclude this part, we compute the rates for the above inequalities and two
types of ergodicity in the simplest situation.

Example 6.4. Let F = {0,1} and consider the Q-matrix

Then the Nash constant

anb)?
a\/b) ’

n=m+®(

the logarithmic Sobolev constant

_ 2(a+b)(avb—and)
~ log[(avb)/(and)]

the rates of L2-exponential convergence, exponential ergodicity, strong ergodicity
(must be exponential) are all equal to A\ = a + b.

Proof. a) Note that

1 a+ be Mt b[1 — e M)
= .. e tQ = —
PO =00 =< = o5 (H 0
and
a b

a+b’ a+b
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Hence
aVbVv 16—>\1t‘

Ipij(t) — ;] < P>

This proves the last assertion.

b) Write
—0 0
Q:(a+b)(1—9 9-1)’
where
b
Ca+b

Therefore, it suffices to consider the Q-matrix

-6 9
Q1:<1—9 9-1)'

Without loss of generality, one may assume that 6 < 1/2,i.e., b < a.
c¢) By [Diaconis $ Saloff-Coste (1996)] or Chen (1997), for @) , we have

2(1-20)
~ log(1/0 — 1)

g

From this and b), it is easy to obtain the second assertion.
d) We now show that Nash inequality is equivalent to

If —m(DI2 <0 'DHVPIf -l feL(n), (6.4)

where ¢ is the median of f. To see this, replace f with f — ¢ in the original
Nash inequality, we get (6.4). The inverse implication follows from ||f — ¢||; =

info [|f —alli < [If]
Consider Q1. Given a function f on {0,1}. Without loss of generality, assume

that fo > f1. Since 6 < 1/2, the median of f is fy. Set g = f — fo. Then,

lglls = Olg1| = O(fo — f1)-
Var(g) = mg7 + (m1g1)* = 0(1 = 0)(fo — f1)°,
D(g) = mogq01(g1 — 90)* = (1 — 0)0(fo — f1)*

Hence,

_ o D@l (0 \Y
g Var(g) 1-6

for Q1. Applying b) again, we obtain the first assertion. [

Acknowledgement The author acknowledges Prof. F. Y. Wang for fruitful co-
operation and Prof. M. P. Qian for encouragement in writing this paper. Without
their support, this paper would never be exist.
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APPENDIX. SOME ELEMENTARY LEMMAS
An earlier version of the next result was appeared in [Li (1995)].

Lemma Al. Let u and v be two functions defined on [a, b] (b < 00). Suppose that

(1) u is non-negative and absolutely continuous with u(0) > 0.
(2) v is local integrable.
Next, let [c,d] D {u(t) : t € [a,b]} and suppose that
(3) g: (c,d) — (0,00) is non-decreasing.
(4) G(u(a)) + f;v(s)ds € [G(c), G(d)], where

“ dx
G(u) = /uo @, u,ug € (¢, d),
G(ec) = ilgch(u), G(d) = ilgbG(u)
If
(5) W' (t) <wv(t)g(u(t)),  aet,

Then .
u(t)<01<0(u(a))+ / v(s)ds), t ¢ [a,b]

where G~ is the inverse function of G.

Remark A2.

(1) If u(a) = 0, one may replace u by u+ M for some M > 0, so condition
u(0) > 0 is not really a restriction.
(2) Condition (5) is equivalent to the integral form

u(ts) — u(ts) </t20(s)g(u(s))ds, fots € [a,B], ta > th.

Actually, since g is local bounded, vg is local integrable. Then condition (5)
is deduced by using the absolute continuity of integration.

Proof of Lemma Al. By condition (3), G is continuous and increasing. By con-
ditions (2) and (4), it suffices to prove that

G(u(t)) < G(u(a)) +/ v(s)ds.

Set

Then
G(u®)F/ () =/ (1) — v(Dglu(t),  aed.

By conditions (5) and (3), it follows that F’(t) < 0, a.e.t. Therefore F(t) <
F(a)=0,t€ea,b. O
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Corollary A3 (Exponential form). If a non-negative function u satisfies u(0) >
0 and v/(t) < —au(t) on [0,00) for some constant « > 0, then u(t) < u(0)e™* for
all t > 0.

Proof. Take [a,b) = [0,00) = [¢,d), v(t) = —a and g(z) = x. Then

“1
G(u) = / —dx = logu
1
and G~!(u) = e*. Hence by Lemma A1, we have
u(t) < exp[logu(0) — at] = u(0)e” . O

Corollary A4 (Algebraic form). If a non-negative function u satisfies u(0) > 0
and u/(t) < —au(t)? on (0,00) for some constants a > 0 and p > 1, then

ut) < (u(0)'F + (p — Dat) ",
where 1/p+1/q = 1.
Proof. Take (a,b) = (0,00) = (¢,d), v(t) = —a and g(x) = 2P. Then

Glu) = /1u v e = (WP 1)

1-p
and
G ) = [+ (1= p)u)/ 7.

Hence by Lemma Al, we have
1/(1—p)
(w(0)' 7 —1) — at])

— (w0)' P+ (p—Dat)' . O

1
)< (1400 2
Corollary A5. If a non-negative function u satisfies «(0) > 0 and

u'(t) < L

< mu(t) log u(t)

on [57 0_/2), then
u(t) < u(g)t(1_25/0')/6(1—2t/a-)'

Proof. Take [a,b) = [¢,0/2), [¢,d) = [1,0), g(z) = zlogz, v(t) = {t(1-2t/c)} "}
and ug = u(e). Then
Yo de
o=, 3w
(" dz
N /UO xlogx
_ /“ d(log )
e logx

0

log u dy
B /loguo Yy

= loglogu — loglog uyg.
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Solving the equation loglogu — logloguy = z, we get G~1(x) = ugxp[x]‘ Because
1 1 2/o
v(s) = m =3 + m
/t (s)ds = logt — loge — log(1 — 2¢/0) + log(1 — 2¢/0) = log "~ 2/9)
gvs s = log ge g o g glo) = g6(1—2t/g)'

By Lemma A1, we obtain
u(t) < G_1<G(u(e)) + /:v(s)ds>

exp [log[t(l—25/0’)/5(1—21&/0)]]
Uo

— u(g)t(l—Qe/(r)/e(l—Zt/J). 0

For the remainder of this part, we consider a Markov semigroup { P(t) };>¢ with
weak operator {2 having domain

Cdt
The next two results describe the exponential or algebraic decay of the semigroup
in terms of its operator.

Dw(2) = {f : iP(t)f(gv) =P(t)Qf(x) for all z € F and t > 0}

Lemma A6 (Exponential form). Let f € 2,(Q) and a > 0 be a constant.
Then P(t)f < e ' fiff Qf < —af.
Proof. Let fy = P(t)f. Then
H=PH)Qf < —aP(t)f = —af:.
The sufficiency now follows from Corollary A3. The necessity follows from
Qf = 1imp(t){_f < lime_att_lfz —af. O

t—0 t—0
Lemma A7 (Algebraic form). Fixp > 1. Let f € 2,(2), f>0and C >0
be a constant. Then P(t)f < [f1™P + (p — 1)Ct]' =2 iff Qf < —CfP.
Proof. Again, let f; = P(t)f. Then f; = P(t)Qf < —CP(t)(f?). However, by
Holder inequality, P(t)(f?) > (P(t)f)P. Hence f; < —CfF. The sufficiency now
follows from Corollary A4. Next, note that p — 1 = p/q and ¢ — 1 = ¢/p. The
necessity follows from

0f = i PO =1

t—0

[P+ (p-1Ct]) T~ f

< lim

t—0 t
. _ o 1-p o —q
=lim(1 - q)(p— )C[f7" + (p — 1)C1]
:_qu(p—l)

— . O



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.
23.

24.

25.

EIGENVALUES, INEQUALITIES AND ERGODIC THEORY (I) 461

REFERENCES

. Bakry, D. (1992), L’hypercontractivité et son utilisation en théorie des semigroupes, LNM,

Springer-Verlag, 1581.

. Chen, M. F. (1991), Exponential L?-convergence and L?-spectral gap for Markov processes,

Acta Math. Sin. New Ser. 7:1, 19-37.

. Chen, M. F. (1992), From Markov Chains to Non-Equilibrium Particle Systems, World

Scientific.

. Chen, M. F. (1994), Optimal Markovian couplings and application to Riemannian geom-

etry, in Prob. Theory and Math. Stat., Eds. B. Grigelionis et al, 121-142,) VPS/TEV.

. Chen, M. F.(1994), Optimal Markovian couplings and applications, Acta Math. Sin. New

Ser.10:3, 260-275.

. Chen M. F. (1996), Estimation of spectral gap for Markov chains, Acta Math. Sin. New

Ser. 12:4, 337-360.

. Chen, M. F. (1997), Coupling, spectral gap and related topics, (I): Chin. Sci. Bulletin, 42:14,

1472-1477 (Chinese Edition); 42:16, 1321-1327 (English Edition). (I[): 42:15, 1585-1591
(Chinese Edition); 42:17, 1409-1416 (English Edition). (II): 42:16, 1696-1703 (Chinese
Edition); 1997, 42:18, 1497-1505 (English Edition).

. Chen M. F. (1998a), Trilogy of couplings and general formulas for lower bound of spectral

gap, in “Probability Towards 2000”, Edited by L. Accardi and C. Heyde, Lecture Notes in
Statistics, Vol. 128, 123-136, Springer-Verlag.

. Chen, M. F. (1998b), Equivalence of exponential ergodicity and L?-exponential convergence

for Markov chains, to appear in Stoch. Proc. & Appl..

Chen (1999a), Analytic proof of dual variational formula for the first eigenvalue in dimen-
sion one, Sci. Sin. (A) 42:8, 805-815.

Chen, M. F. (1999b), Nash inequalities for general symmetric forms, Acta Math. Sin. Eng.
Ser. 15:3, 353-370.

Chen, M. F. (1999c), Logarithmic Sobolev inequality for symmetric forms, To appear in
Sci. Sin. (A).

Chen, M. F. (1999d), A new story of ergodic theory, to appear in Proceedings of IMS
Workshop on Applied Probability, Intern. Press, Hong Kong.

Chen, M. F. (1999¢), Eigenvalues, inequalities and ergodic theory, to appear in Chin. Sci.
Bull.

Chen, M. F. and Li, S. F. (1989), Coupling methods for multi-dimensional diffusion pro-
cesses, Ann. Prob. 17:1, 151-177.

Chen, M. F. and Wang, F. Y. (1993), Application of coupling method to the first eigenvalue
on manifold, Sci. Sin.(A), 23:11(1993) (Chinese Edition), 1130-1140, 37:1(1994) (English
Edition), 1-14.

Chen, M. F. and Wang, F. Y. (1997a), Estimates of logarithmic Sobolev constant — An
improvement of Bakry—Emery criterion, J. Funct. Anal. 144:2, 287-300.

Chen, M. F. and Wang, F. Y. (1997b), Estimation of spectral gap for elliptic operators,
Trans. Amer. Math. Soc. 349, 1239-1267.

Chen, M. F. and Wang, F. Y. (1998), Cheeger’s inequalities for general symmetric forms
and existence criteria for spectral gap, To appear in Ann. Prob. Abstract. Chin. Sci. Bul-
letin 43:14, 1475-1477 (Chinese Edition); 43:18, 1516-1519 (English Edition).

Diaconis, P. and Saloff-Coste, L. (1996), Logarithmic Sobolev inequalities for finite Markov
chains, Ann. Appl. Prob. 6:3, 695-750.

Down, D., Meyn, S. P. and Tweedie, R. L. (1995), Exzponential and uniform ergodicity of
Markov processes, Ann. Prob. 23, 1671-1691.

Gross, L. (1976), Logarithmic Sobolev inequalities, Amer. J. Math. 97, 1061-1083.

Li, Y. (1995), Ergodicity for a class of translation-invariant infinite-dimensional reaction-
diffusion processes, Ann. Math. Sin. 16A:2, 223-229.

Liggett, T. M. (1989), Exponential Lo convergence of attractive reversible nearest particle
systems, Ann. Prob. 17, 403-432.

Liggett, T. M. (1991), Lo rates of convergence for attractive reversible nearest particle
systems: the critical case, Ann. Prob. 19:3, 935-959.



462

26

27.

28.

29.

30.

31.

32.

33.

34.
35.

MU-FA CHEN

Lindvall, T. and Rogers, L. C. G. (1986), Coupling of multidimensional diffusion processes,
Ann. Prob. 14:3, 860-872.

Meyn, S. P. & Tweedie, R. L. (1993), Markov chains and Stochastic Stability, Springer-
Verlag.

Rothaus, O. (1981), Diffusion on compact Riemannian manifolds and logarithmic Sobolev
inequalities, J. Finct. Anal. 42, 102-109.

Saloff-Coste, L. (1997), Lectures on finite Markov chains, LNM 1665, 301-413, Springer-
Verlag.

Sinclair, A. (1993), Algorithms for Random Generation and Counting: A Markov Chain
Approach, Birkhduser.

Wang, F. Y. (1998a), Logarithmic Sobolev inequalities: conditions and counterexamples,
to appear in J. Operator Theory.

Wang, F. Y. (1998b), Sobolev type inequalities for general symmetric forms, to appear in
Proc. Amer. Math. Soc.

Wang, F. Y. (1999), Functional inequalities for empty essential spectrum, to appear in J.
Funct. Anal.

Zhang, Y. H. (1999), Strong ergodicity for continuous-time Markov chains, preprint.
Zhang, H. J., Lin, X. and Hou, Z. T. (1998), Uniformly polynomial convergence for standard
transition functions, preprint.

DEPT. OF MATH., BEUING NORMAL UNIVERSITY, BELJING 100875, PRC.



Acta Math. Sin. Eng. Ser. 2000, 16:3, 361-368

The principal eigenvalue for jump processes
Mu-Fa Chen

(Department of Mathematics, Beijing Normal University, Beijing 100875, P.R. China)
(E-mail: mfchen@bnu.edu.cn Received November 15, 1999; accepted March 9, 2000)

Abstract A variational formula for the lower bound of the principal eigenvalue
of general Markov jump processes is presented. The result is complete in the sense
that the condition is fulfilled and the resulting bound is sharp for Markov chains
under some mild assumptions.

Keywords Principal eigenvalue, jump processes, variational formula for Dirich-
let form
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1. Introduction.

Let (E,&) be a general measurable space satisfying {z} € & for all z € E.
Given a g¢-pair (¢(x), q(z,dy)) (i-e., ¢(x,dy) is a non-negative measurable kernel,
g > 0 is a measurable function and moreover ¢(z) > ¢(z,E) = q(x, E \ {z}) for
all x € F), denote by r(z) := q(z) — ¢(x, E) the non-conservative quantity of
the ¢g-pair at = € E. Refer to [1] for general terminology, notations and results
about jump processes. Suppose that the g¢-pair is reversible with respect to a
probability , i.e., my(dz, dy)(dz, dy) := 7(dz)g(x, dy) is a symmetric measure on
& x &. Denote by ||-|| and (-, -) respectively the norm and inner product in L?(r).
Let

D) =5 [ malde.dn)lf0) ~ F@P + [ 7 (do)f(a)
where 7, (dz) = r(x)n(dz). Next, set

IAID =17+ D(f),  E.={reE:q(@)<n}, nx1,
Do = {f € L*(r) : f vanishes out of some E,}.
It is easy to check that ||f||p < oo for all f € Zy (Lemma 3.1). Let Z(D) be the
completion of % with respect to || - ||p. Note that for the bounded g-pair (i.e.,

M :=sup, q(z) < ), 2(D) = L*(n) = 9, since E,, = E for all n > M.
The principal eigenvalue studied in the paper is defined by

Ao = inf{D(f) : f € 2(D), | f] =1}.

Research supported in part by NSFC (No. 19631060), Math. Tian Yuan Found., Qiu Shi
Sci. & Tech. Found., RFDP and MCME.
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Actually, our original interest is in the case of » = 0. Then Ao = 0 since 1 € Z(D)
and D(1) = 0. In this case, instead of Ay, we are interested in

A =inf{D(f): f € 2(D), =(f) =0, [[fll =1},

where 7(f) = [ fdm. However, as proved in [2], a criterion for A; > 0 or some
estimates of A; can all be deduced from g for some (D, Z(D)) with r # 0. This
explains the original purpose of the present study. Of course, the study on Ag
also has an independent significance.

Recall that there is a one-to-one correspondence of the g-pair and the following
operator:

Of (x) = / oz, dy) f () — q(@)f(z) = / a(@, dy)[f(y) — f(@)] - r(2)(2)
2(Q) = {f €& /q(x,dy)]f(y)] + q(x)|f(x)] < oo for all z € E}

The main result of the paper is a variational formula for the lower bound of
Ao, which can be stated as follows:

Theorem 1.1. We have \g > supg.,cs 7-ess inf (—Qg/g). In words: if there is
a positive function g € & and a constant A\ > 0 such that Qg < —\g, m-a.s., then
Ao = A

Theorem 1.1 improves on [2; Theorem 3.2] in the present context by removing
some extra assumptions. The proof of the theorem is based on a variational
formula for Dirichlet form (Theorem 2.1), it is a generalization of [3; Appendix
1, Theorem 10.2]. The proof of Theorem 1.1 is completed in two parts, presented
in Sections 2 and 3 separately. We will show in Section 4 that Theorem 1.1 can
often be sharp (i.e., A\g = A) for Markov chains.

We remark that the condition “g > 0” in Theorem 1.1 can be replaced by
“g > 0 m-a.s.”. To see this, let A; = [¢g = 0]. By symmetry,

0— /A (), ) = / (da)g(z, Ar).

Hence Az := [¢(-, A1) = 0] is a null set. Denote by Az the exceptional set of
Qg < —Ag and set g = glac + I4,. Then g > 0 and it is easy to check that
Qg < —)\g on (A1 U A2 U Ag)c.

The reason why one can use the positive eigenfunction g is explained in the
Appendix.

2. Variational formula for Dirichlet form. Proof of Theorem 1.1
(bounded case).

Throughout this section, assume that the g-pair is bounded: M := sup, q(z) <
00. The original version of the next result is due to [3; Appendix 1, Theorem 10.2],
in which the bounded ¢-pair with r = 0 is treated for countable F.
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Theorem 2.1 (Variational formula for the Dirichlet form). Let (¢(x),
q(x,dy)) be a bounded g-pair. Then for every non-negative f € L?(r), we have

D(f) = Sl;p<f2/g, —Qg) (2.1)

where g varies over all strictly positive (i.e., g > ¢, > 0 for some constant ¢,),
bounded &-measurable functions.

Proof. a) First, we prove that the right-hand side of (2.1) is controlled by the
left-hand side. Because

[0l con@ = [ wnZ oo - [ atwanot)

9(x)
2
[r#0) (911720) (@)
X [Q(w)(gf[f;m])(x) - /Q(x7dy)(91[f7é0})(y)]
= (f*/9.-Q9),
where g = gl[s+o], thus, we may replace g by g in the present proof.
Define h = (g/f)Ijy+0) and denote by p(t,z,dy) the jump process determined

uniquely by the bounded g-pair (cf. [1; Corollary 3.12]). The corresponding

semigroup is denoted by {P;};>0. Then, by the symmetry of w(dz)p(t, z,dy) (cf.
[1; Theorem 6.7 |), we have

o f()
2/, Pg) = m(da) == ,x,d h
/3, P.d) / (dz) /[#O]pu W1 (W)h(y)

[££0] h(z)
v s [ 4 )
=5y [ st oo 55+ 5]

> [ s f@Rf@) = (1. P
[f#0]
Here, we have used the fact that o+ 1/a > 2 for all a > 0. Hence
1, ,5,. _ 1
;(f /97 g_Ptg> < ¥<f7 f_Ptf>
It is standard from the spectral theory that the right-hand side increases to D(f)
as t | 0 (cf. [1; Section 6.7]). Thus, it remains to show that the left-hand side

converges to (f2/g, —Qg) as t | 0. This can be done by using the dominated
convergence theorem and the following facts:

16 Pa)e) = = E ) L i
Lopltelel) 1o

t t
[ pte o) < 2=t 0, (1)< et 2E A

B <Moo <o0.
y#z]
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b) When 0 < ¢ < f < C < oo for some constants ¢ and C, the inverse inequality
holds since one can simply set ¢ = f. The general situation can be proved by
approximation. Let f,, = n~!+ f An. Then, by the reversibility and boundedness
of the g-pair, we have

fy)? _ f(=)?

0 08 = [ ma(ana) | it~ [ a2

Since

[f(y)2 _ f@)?

by Fatou’s lemma, it follows that

} Ua(@) — Ful@)] 20 and  fule) = F(2),

hiIn _<f2/fm an> > D(f)

n— oo

This completes the proof. [

Because, in general, we have D(f) > D(|f|) and the strict inequality can
happen for some f, it follows that the condition “f > 0” in Theorem 2.1 cannot
be removed.

The next result proves Theorem 1.1 in a special case.

Proposition 2.2. Let (¢(x),q(x,dy)) be a bounded g-pair. If there is a strictly
positive function g € & and a constant A > 0 such that 2g < —\g, 7-a.s., then
Ao = A

Proof. From the assumption, —Qg/g > )\, m-a.e., it follows that (—Qg/g, f?) >
A|lfII2. Since D(f) = D(|f]), once g is bounded, the conclusion follows from
Theorem 2.1 immediately. We now consider the general g. Let g, = g An. Then,
it is easy to check that

LIRS { (—Qg/9)(x), if g(z) <n
Gn 0, if g(z) > n.

Therefore

(—Qgn/ g, [2) > /

[g<n]

(- %)@ sraao)

From the assumption, —Q¢g/g > A > 0, the required assertion now follows by
using the monotone convergence theorem. [

For discrete F¥ and the bounded g-pair with » = 0, the above proof is the same
as the one in [3; Appendix 3, Proposition 0.2]. The proof shows that D(f) > A
for every f with ||f|| = 1. This leads to the conclusion “A\; > A” made in the
quoted proposition. Unfortunately, the conclusion is wrong in the case of r = 0.
Otherwise, one deduces a contradiction: 0 = D(1) > A > 0. In other words,
Proposition 2.2 has no meaning in the case of » = 0, because its assumption can
never be satisfied and hence there is nothing that can be done about A;.
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3. Proof of Theorem 1.1 (general case).
First, we prove a result used in the definition of Z(D).

Lemma 3.1. For each f € %, we have ||f||p < 0.

Proof. Take n such that f|ge = 0. Then, by the definition of %, we have
| f|l < oo. Next, from the symmetry of m,(dz, dy), we obtain

1

D=5 [  mGeaplfe) - S@F+ [ e

+ [ man s
S Q/EMH mq(dz, dy) f(x)? +/Eanc my(dz, dy) f(x) +/ . (dz) f ()?

En

<2 /E r(de) f (2)%q(x, E) + /E () (e ()

n

<2 /E r(dz) f(2)2a(x) < 20| f? sup q(x) < oo.

xel,

n

This gives us || f|lp < co. O

The way in proving Theorem 1.1 is a localizing procedure reducing the general
case to the one of Proposition 2.2. To do so, we need some preparations.

From now on, we fix a function g and a constant A > 0, as given in Theorem
1.1.

Lemma 3.2. Let F},, ={z € E:g(x) > 1/m}, m>1,and 21 = {fIp, : f €
Py, m = 1}. Then, 2, is dense in Z(D) in the norm || - || p.

Proof. Given f € 2(D), choose {f,} C %y so that ||f, — fllp — 0. Let fom =
fnlF, . Then,

Dan=1)=5 [ 7uld2.d9) () = Fa(0) = Fom (@) + Fu(o)]

+/7rr d.@ fnm ) fn(x)]2
1 2 2
=5/, TG~ R@P [
+/ 7 (dx) fr (2
1 ;- 2 2
=5 [, )~ L@ | )@l F)
/ d-r fn ( )

<3 /F T W)~ @ [ @ )

m
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For each fixed n, since || f.||p < oo, F,, T E and ¢g(x) is bounded on the support
of f,, the right-hand side goes to zero as m — co. From the triangle inequality,
| from — fllp < || fam — fullp + || fn — fllp, We can first choose a large enough n
and then a large enough m so that || fm — f||p becomes arbitrarily small. O

For each B € &, define a local g-pair (¢® (), ¢®(x,dy)) and the corresponding
operator Q8 on (B, BN &) as follows:

¢° (@) =q(x), ¢ (x,dy) = q(z,dy)Is(y)

08 f(w) = [ 4. dnfl) - @)@, weB. (3.1)
Lemma 3.3. Let g and A\ be given by Theorem 1.1. Then for every B € &,
OBg < —\g, m-as. on B.
Proof. By assumption,

—\g(x) >Qg(x)= / q(z,dy)g(y)—q(z)g(z) > /B q(z, dy)g(y)—¢" (x)g(z) =P g(x)

forallz € B. O

For each n,m > 1, let G, ., = E, N F,, and define the g¢-pair (g, m(z),
dn,m(x,dy)) and operator 2, ,, as above (by setting B = G,, ,,,). Next, define

Do) = /G M e dl) - S + / mon (da) ()2,

2 G

Tnm(2) = q(z) — ¢(z, Gpm) = 1(x) + q(z, Gfl,m), x € Gy m.

Corresponding to the bounded form D,, ,,,, we have

A™ = inf{ Dy (f) : f € D(Dn)s /1, | = 1}
= inf{Dnm(f) : | flc, Il = 1}

since 2(Dy.m) = L*(Gpm, ™) (the set of square-integrable functions on G, .,
with respect to the measure 7|g, ,,). A simple computation shows that we also
have

A = it {D(f) : flas = 0. I/ = 1}, (3:2)

since Dy, (f) = D(f) for every f € L*(w) with flae . = 0. In other words,

)\(()n’m) is the Dirichlet eigenvalue of the the g-pair on the domain G, .
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Lemma 3.4. )\((]n’m) is decreasing in both n and m. Moreover, lim,,_, )\én’m) =
m—00

Ao-

Proof. The first assertion follows from (3.2) and the fact that E,, 1 E, F,, T E as

n, m — o0o. Moreover, it is obvious that )\[()n’m) > Ao.

Next, from the definition of A\, for every € > 0, there is f. € Z(D) such
that ||f:]| = 1 and Ao > D(f:) —e. From Lemma 3.2, there exists a sequence
{fam} C Py so that || frum — f<||lp — 0. Without loss of generality, we may also
assume that fum|ce =0 and || fuml| = 1. Thus, for large enough n,m, we have
D(f:) =2 D(fam) — €. Hence

Ao = D(fom) — 26 =A™ — 2¢
by (3.2). Since ¢ is arbitrary, we have thus proved the required assertion. [J

It is now easy to complete the proof of Theorem 1.1:

Proof of Theorem 1.1. Applying Proposition 2.2 to g-pair (¢nm (), gn,m(x, dy))
on (Gp,m,Gn,m N &) and using Lemma 3.3, it follows that )\én’m) > A. Then, the
required assertion follows from Lemma 3.4. [

4. Markov chains.

In this section, we discuss Theorem 1.1 in the context of Markov chains which
means that E is countable. Then, we use Q-matrix @) = (¢;;) instead of the g-pair:
gij = 0 for all ¢ # 7,

ZQij S i = — Qi <0
J#i
for all ¢ € E. We show that the theorem is often sharp.
Proposition 4.1. Let F be countable. Suppose that
(1) Ao is attainable, i.e., there is g € 2(D), g # 0 such that D(g) = Xolg||*.
Then g > 0 and 2g = —)\gg. If moreover,
(2) Q = (gij) is irreducible, i.e., for each pair {7,j}, there exist iy = 1, ig, -- -,
in =17 such that Qirio > 0, -, Qiyy_1,in > 0,
then ¢ > 0 and so the lower bound given by Theorem 1.1 is exact.
Proof. Because D(f) > D(|f|), we must have ¢ > 0. Next, fix £k € FE and
let gx = gr + € for some ¢ € R, g; = g; for i # k. Then g € 2(D) and
D(g) — D(g) = Xo(llgll* — llg]|*) from (1). That is,
e[=2(2+ Xo)g(k) + (qx — Ao)e] = 0.
This implies that Qg(k) = —Aogx since ¢ is arbitrary, and then Qg = —\gg since

k is arbitrary.
Because g # 0, we may assume that g > 0 for some k. If g;; > 0, then

0 < girgr < ZQijgj = (¢; — Xo)gi
J#i
and so ¢; > Ao and g; > 0. By using the condition (2) and an inductive procedure,
one may prove that g; >0 forallte E. O

To conclude this section, we introduce an example for which the conditions of
Proposition 4.1 do not hold but Theorem 1.1 still works with the exact estimate.
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Example 4.2. Consider a Markov chain with state space Z . For each ¢ > 1,
the chain jumps from 0 to i at rate 8; and from i to 0 at rate ¢;. Assume that
Yz Bi < ooand Yo, Bi/qi < oo. Take E' = {1,2,---}. Then the @-matrix
Q = (qij : i,j € Z4) restricted on E becomes ¢;; = 0 for all i # j and r; = ¢; for
all 4,5 € E. Then, the conditions of Proposition 4.1 may be fail to hold. However,
the assumption of Theorem 1.1 is always satisfied with the sharp estimate.

Proof. 1t is trivial to check that the chain has a stationary distribution m; =
moBi/qi, © = 1. Clearly, the restricted @-matrix is reducible on E and hence
condition (2) fails. Note that

DFE = Y mass? | Y mis?

i>1 i>1

Hence, \¢p = inf;>1 ¢;. From this, one sees that condition (1) of Proposition 4.1
does not hold except that there is some k > 1 such that g = inf;>; ¢;. In that
case, the only solution is gx > 0 and g; = 0 for all ¢ with ¢; > gi. Therefore, the
solution to the equation {2g = —\gg is not positive everywhere. By the way, we
mention that the solution is also different from (f; := E;e*7 : i > 0) which is
the minimal solution to the system

Z%] = _)\sz

j=0

for i > 1 with boundary condition fo = 1 (actually, f* = (Ao —¢;) ! for i > 1 and
o= 1) where 7, is the hitting time at 0. Here in the last sentence, the Q-matrix
Q = (qij : 1,5 € Zy) is assumed to be regular.

Next, since Qf (i) < —Aof; iff ¢;fi = Ao fi (i = 1), any positive sequence (f;) is
a solution to the inequality Qg(i) < —Agg;. This proves the last assertion. [

Appendix: The positiveness of the eigenfunction.

In this appendix, we extend part (2) of Proposition 4.1 to the general case
under the “irreducible” assumption, which is reasonable since the reducible case
can be often reduced to some irreducible ones. The result also shows that the
condition “g > 0” used in Theorem 1.1 is reasonable.

Proposition A1l. Suppose that m,(A x A°) > 0 for every A € & with m(A) > 0
and w(A°) > 0. Then

No = inf{D(f): f € 2(D), f>0and | f|| = 1}. (A1)

Proof. (a) Since D(|f]) < D(f), it is trivial to add the condition “f > 0” to the
original definition of A\g. Next, if A := {f = 0} is a null set, then as remarked at
the end of Section 1, one may replace f by

f=flac+14>0.

Thus, it is enough to prove (Al) with “f > 0” replaced by “f > 0, w-a.s.”
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(b) Given f € 2(D), ||f]| # 0 and 7(A) > 0, where A = {f = 0}. Certainly,
m(A€) > 0. We are going to construct a new function f; such that f; > 0 on the
set A°U ({z : g(x) < N1} N A) for some Ny > 1 and

D(f) _ D(f)
TR

Let By = {z: ¢(x) < N} N A and define

fi=fi(N,e) =elpy + flaec,

where N and € > 0 are constants to be determined later. Because Ig, € %y C
P(D) and f = flac € Z(D), we have f; € P(D). Next, since

ﬂq(BNXBE:V)S?TT(BN)—FWQ(BNXE)gNTF(BN)<OO, (A2)

D(f) =+ ro(de, dy) [ (y) — F(2)] + 7o(de, dy)le — £())?
Acx Ac

2 Acx BN

+/ m,(dz, dy) f(2)* + e*my(By x AB%)
A°ex ABS,

+ [ mldn)f@? + e (By)

1

=5 [ m@n i)~ @+ [ 5Pl (e A) + )
Acx Ae Ae

— 25/ f(z)my(de, Bn) + e2[n,.(By) + mqe(Bn X BY)]
AC
=D(f) —2¢ » f(z)my(dx, Bn) + e2[r,.(Bn) + mq(Bn x BY)].

Since
11017 = [I£1* + €*m(Bw), 172 < 173

it follows that

D(fi) _D(f) . ¢
A2 A2 (A2

{E[WT(BN) + my(Bn X BY)] — 2 » f((L‘)ﬂ'q(d.’IJ,BN)}.
(A3)

Note that 7(A) > 0 and 7(A°) > 0, m4(A° x A) > 0 by assumption and By T A
as N — oo. There exists N1 > 1 such that 7(By,) > 0 and 7,(A° x Bn,) > 0.
Therefore, we have

. f(z)my(de, Bn,) > 0

since f > 0 on A°. Thus, by using (A2), it follows that one can choose small

enough
e1 € (0, 271 A [Nym(Bn,)] ']
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so that the right-hand side of (A3) is negative. This completes the construction

of fl-

(c) If 7(ABg,) = 0, then we have already obtained that f; > 0, m-a.s. and so
the proof is done. Otherwise, rewriting By = By, , replacing A with A; = ABY
and repeating the above construction, we obtain the second function

fo =¢e2lp, + filac = e2lp, +e1lp, + flac,

where

By ={z:q(z) < Na}NA ={x: Ny <q(z) < N2} NA

for some Ny > 2 having property 7(Bs3) > 0 and
g2 € (0,272 Aeq A [Nom(B2)] 1.

Moreover,

D(f2) _ DUf)
[P = TAIP

Now, if 7(A1BS) = 0, then we have fy > 0, m-a.s. and so the proof is done again.
Otherwise, we go on by the same procedure. At the n-th step, we have 7(B,,) > 0,

en € (0, 27" Aep_i1 A [Nom(Bp)] 71, N,>n

and
D(fn)<D(fnfl)
Ifall> [ fa-all?

The construction will be stopped either in a finite number of steps, or we get at
last

foo = fIAC + ZEnIBn

n=1

for some sequences {B,}, {¢,} and moreover

D(fx) D) _D(fi) D)
T N TA AT

In the latter case, since B,, C {z : N,—1 < ¢(z) < N,,} and N,, > n — oo, we
have >~ | B,, = A and hence f,, > 0 everywhere. Finally, because

[ fooll> =117+ erm(Bn) <00,  fn € 2(D)

n>1
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and

D(fso — fn) = ;/Wq(dx,dy)[ > en(Is, () —IB,C(%‘))}2

k>n+1

+/7Tr(d$)|: Z €kIBk(90)r

k>n+1

2
mdndn)| ¥ et )]
/(Ac+zg_l Be) X gsnin Br ! Z "

k>n+1
1 2
+ 2/ Wq(difady)[ Z€k(IBk(y)—IBk (SL”))}
(§:k>n+1Bk)X§:k>n+1Bk E>n+1
2
+ / TrT(dx)[ > ngBk(x)}
k>n+1
n
= }: Eiﬂq<BkX (AC+-§:EQ>>
kzn+1 £=1
+ Y (er—e)’m(Bix Bo)+ Y e (By)
n+1<k<t kzn+1
< Y eilmg(By x E) + 7 (By)]
k>n+1
< Y erNym(By)
k>n+1
< D) a0
k>2n+1

as n — 00, we obtain fo, € Z(D). O
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ABSTRACT. Algebraic convergence in LZ2-sense is studied for general reversible
Markov chains and especially for birth-death chains. Some criteria for the con-
vergence are presented. The results are effective since the convergence region can
be completely covered, as illustrated by two examples.

1. Introduction.

The paper is devoted to study algebraic (or polynomial) L2-convergence for re-
versible Markov chains. Roughly speaking, we are looking for a slower convergence
rather than the exponential one, for which there is a great deal of publications
(see for instance [1], [6], [12] and the references within). Contrarily, the work on
algebraic convergence is still limited, the readers are urged to refer to [6] (II),
[8] and [13] for the background and the present status of the study on the topic.
Additionally, a referee provides the recent preprints [10] and [11] in which the
same topic is studied with different approach for time-discrete Markov processes.

Consider a reversible Markov process on a complete separable metric space
(E, &) with probability measure w. The process corresponds in a natural way a
strongly continuous semigroup (P;) on L?(7) with generator L and domain Z(L).
It is said that the process has algebraic convergence in L?-sense if there exists a
functional V' : L?(7) — [0, 00] and constants C' > 0, ¢ > 1 so that

|Pef = (HI? < CV(H/t7Y, t>0, feL?(m), (1.1)

where || - || denotes the L?-norm and 7(f) = [ fdn.

The starting point of our study is the following result, taken from Liggett
(1991), which provides some necessary and sufficient conditions for algebraic L?-
convergence.
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Theorem A (Liggett-Stroock). Let 1 < p,q < oo such that 1/p+1/q =1
and let V : L?(7r) — [0, oq] satisfy V(ef +d) = 2V (f) for all constants ¢ and d.
Consider the following two statements:

(a) There exists a constant C' > 0, may be different from (1.1), so that

If == (P> <CD(HYPV ()M forall f € 2(D), (1.2)

where D(f) := D(f, f) is the Dirichlet form of L with domain Z(D).
(b) There exists a constant C' > 0 so that (1.1) holds.

We have the following conclusions:
(1) If (a) holds and V satisfies the following contraction:

V(P.f) < V(f), feL*r), t>0 (1.3)

then (b) holds.
(2) If (b) holds then so does (a) if the process is reversible with respect to .

Remark

(1) In condition (a), we use D(f) instead of — [ fLf appeared in Liggett
(1991)([13]). The advantage of this was explained in Chen([2] , §6.7, §9.1).

(2) If p = 1, then the process is in fact exponentially convergent. Hence we
restrict ourselves to the case of p > 1(<= ¢ < o0).

(3) If (a) is satisfied with

VI = If — =D V) = / fLidr or V(f)=D(f)* a>-1/p,

then the algebraic L2?-convergence is indeed exponential. Thus, none of these
choices for V is useful in the present context. We will adopt several different
types of V, given in (1.4), (1.7), (1.9) and Theorem C below.

The main purpose of the paper is to work out some more explicit conditions
for the Liggett-Stroock theorem in the context of Markov chains.

Let @ = (gij) be a regular and irreducible @-matrix on a countable set E:
qij 2 000 #74), 0 <@ = —qi =) ;4 qj <oo. Assume that the corresponding
Q-process P(t) = (p;j(t) : 4,5 € E) is stationary having distribution (m;), and
miQij = 7;q;; for all 4, j € E. Then the corresponding operator

Z qi; (fi — fi) 1€ K
becomes symmetric on L?(r). Denote by (D, Z(D)) the Dirichlet form:

D(f) Zﬂ'qu fz

Its domain is assumed to be (D) = {f € L?(m) : D(f) < oo}.
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Following [9], we define a graph structure associated with the matrix Q = (g;;).
We call (i, j) an edge if ¢;; > 0 (i # j). The adjacent edges

(1,11, (i1,02), ... , {in,J) (7,7 and i}’s are different)

consist a path from ¢ to j. Assume that for each pair i # j, there exists a
directional path from ¢ to j. Choose and fix such a path ;. We have linear order
for the vertices on each path. Then, for e € 7,5, We may write e = (es, er), where
ey and e, are the left and right vertices of e respectively. Fix all the selected paths
{7i;}- Define
B =sup #{e: i is the left vertex of e}.
(3

Next, choose a symmetric function ¢ : ¢;; = ¢(7,7) = 0 and ¢;; = 0 if and only if
¢ = j. For instance, one may take ¢;; to be the geodesic distance between i and
j on the graph. Then define

Vs(f) = Sip(fj — )23, (1.4)

i#J

where § = 0 or 1. Note that Vi(f) is independent of ¢ but is meaningful only
for bounded f. This is rather restrictive but still enough to deduce the ergodicity
of the process under (1.1). As we will prove in Section 2, the contraction (1.3)
is automatic for Vj. Next, a sufficient condition for (1.3) with V' = V; is the
following: There exists a coupling operator €2 so that

Qp(i,j) <0, foralli#j and Qa(i,i)=0 for all i. (1.5)

For the readers’ convenience, we recall the definition of coupling operators. Be-
cause of the one-to-one correspondence of a ()-matrix and its operator just men-
tioned above, we need only to define the coupling Q-matrices. For a given Q-
matrix @ = (gi;), a coupling Q-matrix (q(;;),(xe) : (ij), (kf) € E x E) is described
by the following marginality: >, qij),(ke) = @ir and >, q(ij),(key = qje- We refer
to [2], Chapters 0, 5 and [3] for various coupling operators. Set

01@):2%<ij/¢%)2, Q)= —— S w6,

2
s Yy
4 EZqEZer j'Yuae BEQEZET {’LJ}'YLJBG

where {4, j} denotes the disordered pair of i and j. We remark that the summation
appeared in the first formula varies only over the pairs {3, j} : Yij D €.

To state our result, we still need some notations. We say that the process has
a finite range R if ¢;; = 0 whenever |j —i| > R. We will use some function p on
E =1{0,1,2,---} having the property:

p is increasing, pg = 0 and there exists a constant c such that either py < cpy /2

for all N > 1 or pirr < cp; for all i > 1 but still Y py for all e > 0. (1.6)
N>1

A typical choice of p is p; =i (i > 1) for some constant « > 0. Then condition

“Pn < Cpyyp for all N = 17 holds. Otherwise, let p; = o' (i = 1) for some

constant > 1. Then we do have “p;1r < ¢p; for all ¢ > 1”7 and “ZN>1 pNg for
all e > 07.
Now, we can state our first criterion as follows:
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Theorem 1.1. (0) If (1.5) is satisfied, then (1.3) holds with V' = V3.
(1) Let (1.3) hold. If 8 < oo,

sup{c1(e) + 02(e)} <oo  and ZW ;200D <

for some constant g > 1, then the Markov chain has algebraic decay with V' = Vj (6 =
0 or 1) and the same g.

(2) Conversely, let £ = {0,1,2,...} and suppose that the process has algebraic
decay with respect to V5(6 = 0,1) and ¢;; = |p; — pi| for some function p satisfying
(1.6). If moreover sup;>q ;=4 ¢ij97; < oo, then we have > phm; < oo for all
k<2(q+d-1).

The next result is a straightforward consequence of, but more practical than,
Theorem 1.1.

Corollary 1.2. Part (1) of Theorem 1.1 holds if o1(e) and o2(e) are replaced by

’ Gie, Ty ’
oi(e) = sup ————— —5 and o5(e) = sup Z -
i Welwlqgeer jVY,ijBe ¢’L] ﬂ'ezqezey A ] 'YZJ Se ¢Z]

respectively.

Clearly, algebraic convergence depends heavily on the functional V. We now
introduce a different choice of V. Fix a reference point in F, say 0 for simplicity.
For each j € £\ {0}, choose a directional path from 0 to j, denoted by 7p;. Fix
the family {yy; : j # 0} and define 3 as above. Next, choose ¢ : ¢; > 0 for i # 0
and ¢g = 0. Define N

Va(f) =sup (£(7) - F(0))?/¢7°. (1.7)
(2
When E = {0,1,2,...} and ¢; is increasing, then for ¢;; := |¢; — ¢;|, it is easy
to check that Vs(f) < Vs(f) for each § = 1 or 0. Finally, set

\/ 1 5
&1(6) = s 5’2(6) = vy
Te \/Qeger 5: ;38 ¢2 Teplege, §: ;36 ¢2

Theorem 1.3. (1) Let

B < oo, sup{a1(e) + d2(e)} < oo and ijqbi(qﬁfl) < o0 (1.8)

for some ¢ > 1 and d =0o0r1l. When =1, suppose additionally that (1.3) holds
with V' = V3. Then the Markov chain has algebraic decay with V = Vi when 6 =1
and V =V when § = 0.

In particular, if £ = {0,1,2,...} and ¢ is increasing, whenever (1.5) holds for
®ij = |¢i — ¢;|, then condition (1.8) with 6 = 1 implies the algebraic decay of the
Markov chain with respect to V; defined by (1.4).
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(2) Conversely, if E = {0,1,2,...}, ¢ is increasing and the Markov chain has
algebraic decay with respect to Vs (8§ = 0, 1), then part (2) of Theorem 1.1 holds
with p = ¢.

Finally, we consider positive recurrent birth-death processes. Then, we have
E =1{0,1,2,...}, birth rate b; > 0(¢ > 0), death rate a; > 0(¢ > 1) and reversible
measure (7;). Each edge has the form: e = (k,k+ 1), k > 0. Obviously, f =1
and R = 1. Let u,, be a positive sequence and set ¢;; = |Ek<j Uk — D pey Uk|-
Then, we have

Vs(f) = sup 1£() — FG)IP/ 030 = sup £ (k +1) - FR)? fui? (1.9)

and for e = (k,k + 1),

b2 1\ 2 .
ai(e) = Z mf““ ( Z ;) ’ o2(€) = 7Tk:bk Z Z ;TZJ’
i 1] L)

<kh—1 bk k1 >kl
/ d)zk: / Trj
o1(e) = sup Z -, o5(€e) = sup —
i<k—1TEV O S % i<k Lty TR

As a consequence of Theorem 1.1, we have the following result.

Corollary 1.4. (1) Suppose that sup.{oi(e) + oa2(e)} < oo (or sufficiently,

sup.{o’(e) + a5(e)} < 00) and 3, 7r,7rjqb2(q+5 Y < 00 for some constant g > 1.
For V1, suppose additionally that b, u,, — a,u,_1 is non-increasing (u_1 = 0). Then
the birth-death process has algebraic decay with respect to Vj.

(2) Conversely, suppose that the process has algebraic decay with respect to Vs and
¢ij := |pi — p;| for some p satisfying (1.6) with R = 1. If moreover sup, b;u? < oo,
then we have } . phm; < oo forall k <2(q+6—1).

Let ¢, = >, _, u; and define 6;(n) = (;Snﬂglb;lm > reni1 Tk/ 5. As a direct
consequence of Theorem 1.3, we have the following result.

Corollary 1.5. (1) Suppose that the following conditions hold:
(a) supby(n) < oo, (b) likn_1>i£f br\/br, > 0, (c) Z”nﬁbi(ﬁé_l) < oo,
n

For V1, suppose additionally that b, u,, — anu,—1 is non-increasing (u_1 = 0). Then
the process has algebraic decay with respect to V.
(2) Part (2) of Theorem 1.3 holds.

Remark
(1)  Conditions (a) and (b) imply that sup, 62(n) < oo, where 63(n) =
(Z,;“;nﬂ Wk/qﬁi) /(mby). In fact,

0
hmmfgf)k\/ > (0 <= sup < 00 < sup 2(n)

n 01(n)

¢k\ﬁ
This plus condition (a) implies that sup,, #2(n) < oo.

(2) Obviously, when e = (n,n + 1), we have 6;(n) < o}(e) and 03(n) < oi(e).
Hence, sup,, {61 (n) + 8a(n)} < sup, {0} (¢) + oh(e)}.

The next result is a special case of Corollary 1.5.
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Corollary 1.6. The birth-death process has algebraic decay with respect to Vy
provided

n—oo T
n n— 00 n k>nt1

liminf n (GZH — 1> >1, hmsupf Z T > 0 ( or hmmf ¢n\ﬁ > 0)

and sup

\/7710‘ Z T < 00

for some o > 0.

For birth-death chains, the algebraic convergence was studied by Liggett(1991)
[13], as a tool to deal with the critical case of attractive reversible nearest particle
systems. In order to compare our results with known ones, we introduce two the-
orems taken from Liggett(1991) as follows. The first result below was mentioned
in the quoted paper without a proof. For completeness, we present a proof at the
end of Section 3.

Theorem B. Let (uj) and ¢;; be as above. Define V; as (1.4). Let o, =
> e Tk /mn. If the following conditions hold:

1) bpuy — apuy,—1is non-increasing (u—1 = 0); 2) inf;>0b; > 0;
3) sup,, on/n < oo; 4) Yo uin?im, < oo;

then the process has algebraic decay with respect to V;.
The next result is due to Liggett [13] (Theorem 2.10 and Proposition 2.15):
Theorem C. Define

V(f) = sup (| fi = f;1/li = i)* = sup [f(k+1) = f(k)]?

i#]

which is nothing new but V; with ¢;; = |i — j|. If the following conditions hold,

1) inf;b; >0, a; = b;, sup,i(a; —b;) < oo. 2) sup, o(n)/n < .

3) >, nmy < oo. 4) 3, (log(n + 2))*/?n?r, < co.
then the process has algebraic decay with respect to V.

Conversely, suppose that the process has algebraic decay with respect to V' and
sup; b; < oo, then we have ), k%m;, < oo for all o < 2g.

In general, the conditions of Theorem C is stronger than those of Corollary
1.5, as will be shown by Example 4.1, for which Theorem C is not available
but Corollary 1.5 is exact. Roughly speaking, the conditions of Corollary 1.5
(resp.,Theorem 1.3) is stronger than those of Theorem B (resp., Theorem 1.1)
since Vs < Vs. However, the same example shows that in some situation, Corollary
1.5 gives us the power ¢ € (1,00) which can be much larger than ¢ € (1, 3/2)
provided by Theorem B. Among the corollaries, the conditions of Corollary 1.6
are the weakest but the corresponding conclusion (1.1) holds for a smaller class
of functions. Besides, the two examples discussed in Section 4 are always (resp.,
partially) algebraically convergent with respect to Vg (resp., Vi or V). We refer
to Section 4 for details.
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Finally, we examine a special birth-death process: a; = b; = % for even number
i and a; = b; = i3/ for odd 4. It is easy to check that Corollary 1.6 fails for such
an oscillation model. To handle it, we adopt the following comparison theorem:
comparing the original process with the new one having a; = b; = i3/2.

Theorem 1.7. Let Q = (¢;;) and Q= (Gij) be two @-matrices, reversible with
respect to the distributions (7;) and (7;) respectively. Suppose that

sup m;Gi; / (miqij) < 00 and supm;/7; < oo.

i#j i
If moreover, the @—process has algebraic decay with respect to Vj (resp., ‘75), then
so does the @-process provided it is Vs (resp., Vj)-contractive.

An immediate consequence of Theorem 1.7 is as follows. With respect to Vjy
or 170, any local perturbation does not interfere the algebraic convergence.

Theorem 1.1 is proved in the next section. The other results are proved in
Section 3. In the last section (§4), two examples are discussed to illustrate the
power of the results obtained in the paper.

2. Proof of Theorem 1.1.
A) First, we prove (1.3) under (1.5). Obviously, Vs(cf +d) = ¢*Vs(f) holds
for all constants ¢ and d. _
Let (x¢, y:) be the Markov chain determined by the coupling operator €,
starting from (7, j). Because ﬁqb(i,j) < 0 for all 4 # j and ?M)(i,z’) = 0 for all 4,
we have E(:7 ¢, . < ¢;; (For more details of couplings, refer to [2] , [3] , [6],
[7]). Then,

‘Ptf(i) ~PSG)|” | B )~ B ) [
¢ij qsij
B (f() — £ [
_ | gt [f(xt) — flye) %t,yt} ?
¢5Et>yt ¢ij
fk) = £ <E<w‘>¢m,yt>2
S ljélepE ¢k€ ¢ij
<V(f), i

Making the supremum over all 7 # j on the left-hand side yields Vi (P, f) < Vi(f).
Next, we prove that (1.3) always holds for V4. Actually, for any coupled process
(z¢,yt), we have

Vo(Pif) =sup|Pif(i) — Pef(j)]

1#£]

= sup |E" f(21) — E7 f(y,)]
i#£]

<sup ECD | f(z,) — £y
i#j

<sup EOOVo(f) = Vo(f). ¢>0.
1#]
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However, the proof does not work when Vj is replaced by ‘70 and so we do not
consider the contraction for Vj

B) Next, we prove part (1) of the theorem. Some ideas of the proof are taken
from [4] and [13]. Let f satisfy 7(f) =0 and | f||* = 1. Then, we have

Var,(f E mii(fi — fi)

{i,g}
9 1/p 2 1/q
< {Z T <H> } {Z T} (fj — fi) ¢?;q+61)}
{i.3) Gii {i.3) %
—. [V/P .11l (2.1)
Put f(e) = fe, — fe,- Then,

2
IXTW(Zﬂﬂ
{,5} €€y

—Z””” 3 fle ( NIOEES f(d)>
{i,5} ” €€y, ;

bEi,e,

d€ve,,j
= Z it (Z Fl&) - o+ > fle) Y f(d))
{z,]} €€V, bEi,e, €€y d€vey .5
=> 7;;] (Z fle) Yo fo)+ > fd) > f(e))
{i.gy "YW €€y bEYi,e, dev,; €EYi,dy
=> (Z Fe Y SO+ F@Y f@+Y f@) Y f(e))
{ig} " €€, b€vi,e, den,; €€Yi,d, dev,; e=(dg¢,d;)
_ymm (2 Sofe) > o)+ > f(e)2>
{i.5} €€y bE7i,e, €€y,
=2 Z f(e) \Y4 WB[QE@ET : Z 7TZ7T]

f( 7TZ7TJ fle
{i,5}7;;2e ¢Z2J VTerlege, Z Z Z

bEVire, i Y e€v;

1/2 2
2<quele,.f<e>2> Z{ I B f]

T
e | {éi}v,,3e ¢” cedecer e et

1/2

1 T
+ Zﬂ'eeqwerf(e)zﬂ_ Z ¢2~] . (2.2)
e ereer {ij}y,2e Y
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Here, we have used Schwarz’s inequality in the last step. Note that

2. =2 )

{i.5}y;;9e  i€E jy,;;3e

By using Schwarz’s inequality again, we obtain

S| Y am oy

6 qe e
e | {é,5}v,,3e ETCEET bevi e,

- 2
_Z Z TiTe, Z f(b) Wi(z)i,ee Z Ty
_ VT Y TiPoer /
e | i ¢l,ee bEvie, 7Tee\/ ey e, j:'yijae ¢ij
2 ) 2
T Q] T
DSk DT D R D D
e i i,eyp bE’Yi,ez P Wegqee,er ji’Yij3e i
777rg
{supm }Z 5—fer — fi]
e7, ’Lez

< {sgpal(e)} B-1. (2.3)

Here in the last step we have used the fact that a point e, occurs in Z at most
B times. Combining (2.2) and (2.3), we see that

I1<2 supal e)\/BD(f)I+ D(f supag =:2C1y/1 )+ D(f

2
Solving the inequality, we get I < D(f) [C’l +C? + Cg] . Next,

I = Z T (f]¢5 fz) ¢?j(q+5—1) Zﬂiﬂj¢2(q+5 1)

{i,5}

Hence
Var,(f) < CD(f)"/PV5(f)M4,

where C' = (Cl +VCF + 02) Z” 7Tﬂry¢>2(q+5 b, By the Liggett-Stroock
Theorem, the process has algebraic decay.

C) We now prove part (2) of the theorem. We remark that condition “p;4r <
c'p; for all i > 1”7 holds whenever p, < c’pN/2 for all N > 1. To see this, let i > R
and N =i+ R. Then pi1r = py < ¢'pritry/2 < ¢'p; since p; is increasing in 4.
On the other hand, since the set {i : i < R} is finite, the inequality “p;1r < ¢’p;
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for all i < R” is automatic for some constant ¢’/ < ¢/. However, to simplify the
notation, we will use the same ¢ in these inequalities.

Assume that the process has algebraic decay. Let m, N € IN so that ), pi"m; =
oo and let f(k) = pj\ x- Then, we have

V(f)= _max (o —p")?/(pi — pj)*

0<i,j <N i#j

2
_ m—1 i (pi) 03 Vot (pi)pi )™t  p)2(1-9)
—Ogrgg}é]v{p] (1+pz/pg+(pz/py) + 4 (pi/ pj) )} (pj —pi)

< me%m—é)'

We now consider D(f):

Df)=5 X s o+ Y ma(ol - o)

0<i,j<N i<N,j>N

For the first term on the right-hand side, we have

% Z 7['1%](/0 — P ) Z ﬂ'z%](p - P )

0<ij<N 0<i<j<N

- Zﬂ-z Z qZ] _pz )

=0 J=1+1

_112

—Z% Z aii(pj = pi)? (o] + 0] i+

=0 Jj=i+1

NA(i+R) ) NAR

=D m Y e — ) [T kAT 0 D a0l

‘ =i+l J=1

NA(i+R) NAR
<m?e Zmpzm 2 Z qij (p5 — pi)? + ™o Z qOJ‘P?m
j=i+1 Jj=1
E+R NAR
<mPep | sup Z Qrj(pj — ZmPQm >+ Z 7ij2m 2
k21 . 71
Jj=k+1
N
:m2 €1 sup Z ij pk +C2 Zﬂ-lPQm 27
k21,57 i1
where

m—1
c1 =ci(m) = kzo A = (®™ —1)/(c—1), co=ca(m)=m >mg 1I<r1]a<quojp?/7rj.

XJx

As for the second term, because of finite range, by condition (1.6) and the
remark at the beginning of this part C), we have Zj>N goj = 0 for N > R and
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py <cp;forall 1V (N —R) <i< N —1. Then,

> g (o — P’

i<N,j>N

N—-1

Zﬂ- N +p7Nn72’0i+ e 1) — pi) quJ‘FWOZqOJP

= J>N >N

- ( )
< T C- m2p2 m—1 - sup max ON — pk)2 i
\il\/(ZN—R) Z Z N=1 1V(N—R)<k<N—1( ];V J
< am? q su max o 2m=1)
A N>Ii IV(N-R)<AkSN -1 (o = pr) Zq’w Z iPg
- >N
Com L 3 sl | SN W
k:>1] [

The last inequality holds because

D anilon —o)* <D akipy — k) < Y awi(py — pr)*.

J>N J>N j=k+1

Finally, we get
Zme(m b, (2.4)

where

Cl (m) 2Cl Sup E q” + 62( )] < 00
izl .
Jj=i+1
for all m by assumption.

Before moving further, we need an elementary result about the estimation of
variation.

Lemma 2.1. Let f be an increasing function and define h = f o g for some function
g. Next, let W > 0 be a constant and set hyy = h A W. Choose v,, large enough
so that (g > v,,) < 1/M. Then we have

2

1 f(var)
r(hy) = h2d — M . .
Var(hw) > (/{KW] 7r> 1 Nili + (fWM] h2d7r)1/2 (2.5)

Proof. Note that

w(hw) — 7 (Igephw ) = 7 (qu]hw) - / hwdr < |[hw||\/1/M.
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We have
m(hw) < hw l/VM + 7(Igeq, 1hw) < lhw[l/VM + f(yar)-

Hence

Var(huy) = 2 = w(w)? > v |2 = (W /YD + F3ar))
) 1 f\
= llhwl {1_<W+ thu)}

On the other hand,

Ihw||? = / hidr +W3rlh > W] > / h2dr.
[h<W] [h<W]

From these two facts, we obtain (2.5). O
Now, let gr = pr, f(x) = 2™ and W = p. Then we come back to hy (k) =
pi - The estimate (2.5) yields that

N 2
. H2m o 1 /YJmW ar
(Zp >{1 [m szﬂwml} s vl

Take M = 16. Since 7(p*™) = oo, there exists Ny = Ny(m) such that

- Zmp < Var(f), for all N > Ny. (2.6)

By part (2) of Theorem A, (1.2) holds. Combining (2.5), (2.6) with (1.2), we get

N 1/p
m 2(m—5

Zﬂjﬁ’? ijpzm 2 p}\gm )/a

j=1
N (m—1)/(mp)

m 2(m—46

>} o
j=1

where in the last step, we have used the Schwarz’s inequality. Therefore,

2(m—§8)mp

Zﬂgp (m)pp"" . (2.7)
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Now, we consider separately the two cases listed in (1.6). First, assume that
there is € < 1 such that inf pN/Q/pN > €. Then we have

N
2 : 2 : 2m—+k—2m
ij] - 7T]p

j=N/2 j=N/2

—2m
ION/2 Z 79/’
j=N/2

N
k—2m k—2m 2m
<€ PN § ;P
j=N/2
2(m—46)mp
mp—m-+1
< C4(m>p1<<[( P + )'

When m — oo, the power of p, on the right-hand side converges to k — 2(q +
d —1). When k < 2(q+ 0 — 1), since

(PN/PN/Q)k_Q(qM_l) < o=k <,

by (2.7) and ratio test, we get

Z%—Z Y pm<co

=0 je{2¢<p;<20t1 -1}

Secondly, by assumption, we have P(N+1)R S CPNR and > N_; pyg < oo for
all e > 0. Hence

(N+1)R (N+1)R
k _ 2m+k—2m
E: TiP; = E 305
j=NR j=NR
(N+1)R
k 2m
E 7er
j=NR
(N+1)R
k—2m k 2m
Sc P(N+1)R E: WJP
j=NR

2(m—8§)m
k— 2m+q("w m+11j)

< Ca(m)pyy1)r

So by (2.7) we get

oo (N+1)R-1 oo (N+1)R
Zp]ﬂ'] Z Z ij? < Z Z ij;? < 00.
N=0 j=NR N=0 j=NR

Now, the proof of Theorem 1.1 is completed. [
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3. Proofs of Theorem 1.3 and other results.

Proof of Theorem 1.3
Let f satisfy 7(f) =0 and ||f||> = 1. Then, we have

Var(f) =inf > 7 (f;
<2m
J

L 2
— Zﬂj (f]¢jf0> ¢?
J
1/p 2 1/q

< Z%’(fj%fo) Zﬂj <fj¢_?f0> ‘ZS?(QM_I)

J J

—: 1V/P .11/,

The remainder of the proof is similar to the one of Theorem 1.1. The key point
is replacing ), used there by the single point ¢ = 0. For instance, put f(e) =
fe, — fe,- Then we have

1=2% 3" fle)

€€%y;

2

- DIFICLIDINUESD DT

I e€ny; b€v0,¢, d€vey .5

22% 23" fle) Yo fo+ Y fe)

66703 bEo, ey 66707
= 2 E f \/ FeZQegeT § (ZSQW E f E E f
IRUES CeteLlr peqy . j J €€y,
2 1/2

1/2
2<Z7reeqemf(e)2> 12| 2 <Z>2\/7r7 2. f0

e 3% JEY: eclege, bEY0,e,

+ Z TeyQege, f€)° ! Z 7% (3.1)

Teplege,

VY ELE
Moreover,
2
2| 2 02 /Terlere, eQee 2 0
e | dng;2e ETCLOT berg e,
2
f 1
=YY T o) [ Y m ] <
6 Qe e 2
e £ bET0,e, GET jiyg, D€
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2

g{sgp&l(e)}Qzﬂgf S | sl (3.2)

e ce bE'YO,ez

Combining (3.1)and (3.2), we see that
1< 2{supdi(e)}v/BD(f)I+ D(f)sup 2(e) =: 2C1\/1- D(f) + D(f)Cs.

Next,

2
M Zﬂj (fjg;jo) ¢]2(q+5—1) <Vs(f) Zﬂ_j(b?(q—i-é—l)
7 J

J

In the particular case mentioned in part (1) of Theorem 1.3, one may replace Vi
by Vi on the right-hand side since V;(f) < V4(f). The remainder of the proof is
almost the same as the one of Theorem 1.1, the only place which needs a slight
change is estimating 175 instead of Vj at the beginning of the proof for part (2) of
Theorem 1.1. O

To prove Corollaries 1.4 and 1.5, recall that for a positive recurrent birth-death
process with birth rate b; > 0(i > 0) and death rate a; > 0(i > 1), the reversible
measure (7;) is:

; boby b1
Wi:/i, o =1, m:b72>17
1% ayaz - --a;

where =3, ;.

Lemma 3.1([3], Theorem 3.3). Let (ux) be a positive sequence on Z and set
F(k) =3, uj. Define p(m,n) = [F(m) — F(n)|. Then, there exists a coupling

operator {2 such that

Qp(l,j) = bj'dj —a;Uj—1 — biu; + a;u;_1, u_q := 1. (33)

Proof of Corollaries 1.4 and 1.5.

First, we prove V(P,f) < V(f). By Lemma 3.1, we know that there exists
coupling operator Q satisfying (3.1). By the first assumption of the corollaries,
we have Qp(i,j) < 0, for all i,j € E. Then applying the proof A) of Theorem
1.1 gives the required assertion.

Secondly, note that (7, j) is an edge if and only if |i — j| = 1. For k < ¢, choose
and fix a path from k to ¢&: (k,k+1),(k + 1,k +2),...,(¢ —1,¢). Then, the
remainder of the proof of Corollary 1.4 is the same as those of Theorem 1.1, and
the proof of Corollary 1.5 is the same as the one of Theorem 1.3. We omit the
details here. O

Proof of Corollary 1.6
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Take ¢,, = n®, Then

ma 0 g (1 YO
2¢-1)  p, 41

7Tn+1¢n+l
(e (e )Y (o D ey
n by, n+1 '

By the Gauss’ test, we have ) qubz(q Y < 50 once

n—0o0 n

liminfn (aZH — 1> —2a(q—1)>1,

which is fulfilled for sufficient small ¢ — 1 > 0 by assumption. Next,
Z kT2 < (n 1) Z T < n 2 Z Th.
k>2n+1 k>2n+1 k>n+1

Hence
na

7204
_— E Tk E T
/ / (0%
by E>n+1 nIt T, k>n+1

By assumption, we have sup,, 61(n) < oo and

Tk
lim Sup Zk>n+1 }

1
7§su
n—0o0 ¢n\/n { V nﬂ.ﬂ

The required conclusion now follows from part (1) of Corollary 1.5. [

91 (n) =

) ™
lim sup e=———— < 0.
m— oo Zk>m+1 Tk

Proof of Theorem B
We have already proved that V(P f) < V(f) in the proof of Theorem 1.1.
a) Obviously,

D(f) = (frsr = 1) Qe prame > (llgg Qi,i+1> > (frsr = fi)*m

k>0 k>0
b) Let f € L?(r). Then,

S, {zmﬂ fk}

n=0
<2Z7Tn o = fillfarn = fil

n=0  0<j<k<n
o n k o~ k o
=23 2.2 =220 >
n=0 k=0 j=0 k=0 j=0 n=k
[e's) k
=23 | frsr — felowme Y |fivr — £l
k=0 7=0

9 1/2

0 o k
D i = fulPoimi Y | Do i = Sl
k=0 k=0 \j=0
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That is

Zﬂn{Z\ka fk} 4Z|fk:+1 frlPoimy.

On the other hand,

If = =(AI* = Z mim(fr = f)?

jk 0
2

k—1
Z Tk Z(fi-‘rl — i)
0<j<k i=j

2

0 k—1 k—1
Zm 5 Z(fz+l fi)
k=1 7=0 i=j

[e's) k 2
“Sm {z o fi!}
k=0 i=0
Combining the above two inequalities, it follows that

o0
1f = (NI <4D | ferr = ful*oime.
k=0
¢) By Schwarz’s inequality, we get

1/p ¢ o 1/q
If = (H)II? < {Z|fk:+1 [l Wk} {Z|fk+1—fk|202q77k}

k=0 k=0
< CD(f)/PV(f)1/

where
1/q

—1/p 2 00
C=4 <iri1f qm-+1> (sgp ak/k:> { E uik%mﬂ} . O
k=0

Proof of Theorem 1.7 _ _

Let V denote either Vi or Vs appeared in the theorem. Because the Q-process
has algebraic decay with respect to V, we have for some constants p, ¢ and C
that

Varz(f) < CD(N)YPV (NI, f e 2(D).
Next, by the assumptions of the theorem, we have L?(7) C L?(7) and moreover,
1/p

D(f)PV(f)la [% S miaig (fi = f)2| V()Y
Var,(f) B infeem D_; mi(fi — ¢)?
< infpze{muare/ (Frdne) }/P D)2V (f)1/4
- supy {7/ 71} Varz(f)
< infco{mrqre/ (Feue) /P C

9

supy {7k / 7k }
f e L*(#)n2(D). (3.4)
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The proof will be complete once we remove “L?(7)” appeared at the end of (3.4).
To do so, let f € 2(D) and set far = (—M) V f A M for constant M > 0. Then,
by [2; Lemma 6.47], we have fy € 2(D), || fm — fll = 0 and D(fa) — D(f)
as M — oo. Hence Var,(fy) —Varg(f) as M — oco. The assertion now follows
by replacing f with fy; € L?(7) N 2(D) in (3.4) and then letting M — oo, since
V(fm) <V(f). O

4. Two examples.
In this section, we examine two examples of birth-death processes.
Example 4.1. a; =b;, =", 1 <r < 2.

Example 4.2. a; =1, b; =1—c¢/i, i> 1.

It is easy to check that the process of Example 4.1 (resp., Example 4.2) is
positive recurrent iff » > 1 (resp., ¢ > 1). As was proved in [5], the first example
has L2-exponential convergence iff » > 2. However, the second example is never
L?-exponentially convergent for all c.

Proposition 4.3. With respect to Vj, Example 4.1 (resp., 4.2) has algebraic decay
for all r € (1,2) (resp., ¢ € (1,00)).

Proof. Simply take e = 1/2 and e = 0, respectively, for Examples 4.1 and 4.2
and then apply Corollary 1.6. [

For the remainder of this section, we study the region of algebraic convergence
with different V.

Proposition 4.4. With respect to V] defined by (1.9), Example 4.1 has algebraic
decay iff r > 5/3.

Proof. Clearly, we need only to prove the assertion for r € (1,2) since the
process has L?-exponential convergence for all r > 2.

(I) Set u, = (n+1)~° for some constant s > 0 to be determined later. We
should justify the power of the different results for this typical example.

(A) Use Corollary 1.5.

1) We prove that the additional condition of Corollary 1.5 is satisfied once
s<r—1.

r 1 1 __ 1.r—s8 _ 1 s

Let

) = (r — )1 [1 . xil)s] . (1 1 >S—1 (11

It is easy to prove that f/(z) > 0 if and only if r —s > 1. So, when s <r — 1,
condition (a) is satisfied with u,, = (n +1)7*.
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2) We prove that condition (a) of Corollary 1.5 is satisfied for all s < r/2.
Since s < 1, we have

Then,

So, when s < r/2, we get (a).
3) Because

O /T ki ~ KR = o2,
condition (b) follows for all s < 1+ r/2.

4) Because
S mt e a0,

if 2¢ < (r—1)/(1 —s) (s < 1), then we have

Z Tn$29 < 00.
n

Combining this with condition ¢ > 1, we get (r — 1)/(1 — s) > 2, that is s >
(3—r)/2.

Because of 1)—4), the process has algebraic decay whenever (3 —r)/2 < s <
r — 1, namely r > 5/3. Choosing s = r — 1, we obtain ¢ < (r —1)/[2(2 —r)]. It is
clear that when r — 2, ¢ is allowed to tend to co.

(B) Use Corollary 1.4.

1) It is proved in (A) 1) above that b,u,, — a,u,—1 is non-increasing whenever
s<r—1.

2) Note that

Gij = Ui +Uip1 - F Ui =i+ 1) 44T,
and hence

1 I dy I dx 1
. 11*3_ : 1175 — > b > e -175_'175.
ey = [ Ssegs [ e gt it

Set a=1—5>0. Then1>a>1—rbyl).
3) Consider condition

29 _ 2q
E Timj¢;; =2 E ;5 < 00.
1]

i<j
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Choose 7 = 0. We have

2 o
Zﬂj¢0?<oo<:>23 j*2 < 00
§>0 3>0
= r—2qa>1
< r>1+42a (since g > 1)

— a< r—-
« 5
Combining 2) with 3), we get r > 5/3. Then,

Yommdnd <Y mm[H) =D I my w1 =) m(i+1)%e

1<j i<j i Jj>1 j=1

The last sum is finite if and only if ¢ < (r — 1)/(2a).
4) Now, we consider condition sup, o4(e) < oco. Let e = (k,k + 1). Then

/ T
o5(e) =su _—
2(¢) igg. Tk, k4192
]Zk:-i-l ) 1)
2
~ sup E 7Tj/¢ij
i<k >kt
2
= E 7Tj/¢k,j
j=k+1

/°° dx
kil xr[xa _ ka]2
0 1 1
~— d
/k—l-l zrtest (wa - ka)

1 o dx
- T e Y L e

1 > dx
~N —— _|_ J
krt+o—l4+a—1 kil prtota—l

~ kfr72a+2

Because r +2a > r+4 —2a =4 — r > 2, the last term is bounded.
5) Finally, consider condition sup, o} (e) < oo.

/ Pik 5 Pik m
oi1(e) = sup ——— E 7/ ¢i; ~ sup Z 5
i<k—1 Tk+/4k,k+1 Skt i<k—1 Tk ik Pid

On the other hand,

; ; e — (¢ + 1)« 1
Dik Z ;—g < const. (k + ) (Z + ) Z -
ij

VT Skt ko2 §>k+1 Jrle e
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We now adopt the continuous approximation. Note that
sup f(k)/g(k) < sup f(k)/g' (k).

For x <k —1, we get

(k:-i—l)o‘—(:b—i-l)o‘/oo dy
ko2 k1 YT (Y — 2%)?

R o a1 [ dy (kD)= (x4 1)
e S W R e

Note that

(k+ 1= (x+1)* < 1
(k+1)r((k+1)> —22)2 = (k+1)7[(k+1)> — 2°]
< 1
(k+1Dr[(k+1)>—(k—1)7]
~ k,frfonrl
=k <0
and - 4
Oé(]{—i- 1)a1/ —y2 < kfrfa+2.
k1 YO (Y* — %)
When 7 < 2, we have
fr—at? _ -r/2—a+l
T < o0

and so sup, 0} (e) < oo. Because

sup(a}(¢) + oh(e)) < 00 = sup(o1(€) + o3 (e)) < oo,

€ €

by Corollary 1.4, the process has algebraic decay for r € (1, 5/3).
(C) Use Theorem B.
As shown in (A) 1), we may take u, = (n+ 1)"~!. In order for

)
2. 2q
E uyn~tm, < oo,

n=0

we need r > (2¢ + 3)/3 > 5/3. Namely, ¢ < (3r —3)/2. When r € (0,1), we get
q € (1, 3/2), which is obviously not good.

(IT) Finally, we prove that when r < 5/3, the process is not algebraic conver-
gent with respect to the functional V; and hence V4 defined by (1.9).

Assume that the process has algebraic decay when 1 < r < 5/3, and the
convergence power is ¢ — 1 > 0. Let

n—1

bn=> (k+1)7%,  s<r—1

k=0
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which comes from 1) of part (I). In order to have sup,, b, (¢ni1 — ¢n)? < 00, we
must take s < 7/2. Then, by Corollary 1.5, we have Tadk < oo for all k < 2q.
Because ¢ > 1, we have ) ﬂnqﬁfb < oo for all k< 2. In particular,

an(ﬁi ~ Zn_r'”(l_s) < 00
n n

implies that —r+2(1—s) < —1. That is s > (3 —7)/2. When r < 5/3, this gives
us s > 2/3 which is in contradiction with s <r —-1<2/3. O

Proposition 4.5. With respect to V' defined in Theorem C, Example 4.2 has alge-
braic decay iff ¢ > 3.

Proof. Choose ¢, = n and apply the Kummer’s test to > n%im,. Set u, =

n?ir, and v, = n. Then,

" .24 —9q — 1)n2et+1
“ — Unp41 = nz z - (n + 1) ~ (C q2 1)n
Upt1 (n+1)%4(1 —c¢/n) n2at

Un

=c—2¢+1

Where “~” comes from
(TL + 1)2q+1 ~ n2q+1 + (261 + 1)n2q 4o

So . n?ir, is finite whenever ¢ > 2¢ + 1. That is, the process is algebraic
convergent when ¢ > 3.

Now we prove the process is not algebraic convergent when ¢ < 3. Suppose
that the process has algebraic decay. Since supy, gr,k+1 < 1 < oo, by Theorem C,
for all @ < 2¢, we must have ), k*m, < oco. But ¢ > 1, the conclusion should
hold for a = 2, i.e., >, k27, < co. We prove that this is impossible when ¢ < 3.
Let z,, = n?m, and apply the Gauss’ test. We have

Ty n?

Top1  (n+1)2(1 = ¢/n)

c—=2  13(c=1)+Bc—1)/n+c/n?
n? (14+1/n)%(1 —c¢/n)

~ 14 (c—2)/n+ M/n?.

So, >, %y is finite if and only if c =2 > 1 <= ¢>3. O
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Abstract It is proved that the general formulas, obtained recently for the lower
bound of the first eigenvalue, can be further bounded by one or two constants
depending on the coefficients of the corresponding operators only. Moreover, the
ratio of the upper and the lower bounds is no more than four.

Keywords: First eigenvalue, elliptic operator, Riemannian manifolds, birth-
death process

Some general formulas of the first eigenvalue are presented in refs. [1-4] for
elliptic operators, Laplacian on Riemannian manifolds and Markov chains. The
formulas are expressed in terms of some class of functions. That is making varia-
tion with respect to test functions. Several explicit bounds are further presented
here, avoiding the use of test functions. It is surprising that the bounds not only
control all the essential estimates produced by the formulas but also deduce a sim-
ple criterion for the positiveness of the eigenvalue in one-dimensional situation.
Further improvement of the bounds will be presented in a subsequent paper.

1 Special case: lllustration of the results and the proofs

The main results and their proofs are illustrated in this section in a particular
situation.

Consider differential operator L = a(x)d?/dz? + b(z)d/dz on (0, D), where
a(z) is positive everywhere, with Dirichlet and Neumann boundary at 0 and D
(if D < o0) respectively. Assume that

D
/ dze®® Ja(zx) < oo, (1.1)
0

where C(z) = [" b/a. Consider the (generalized) eigenvalue of L:
Ao =inf {D(f) : f € C(0,D) N C[0, D], f(0) =0, ||f] =1},
where

D(f) = /0 a(z)f'(x)*n(dz),  w(de) = (a(z)2) '@ da,

Typeset by ApMS-TEX
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here and in what follows, Z denotes the normalizing constant, and || - || denotes
the L2?-norm with respect to m. The following variational formula was presented
by Theorem 2.2 in ref. [4]:

Ao = & = su inf [ x)" 1.2
02 = supint (7)) (12)

where Z = {f € C'(0,D)NC[0,D] : f(0) =0, f'|¢o,p) >0} and
efC(m)
f'(x)

Moreover, it was proved in ref. [4] that the equality in (1.2) holds under mild
assumption.

The test function f used in (1.2) is a mimic of the eigenfunction of A\g. Note that
there is no explicit solution of the eigenfunction. More seriously, the eigenvalues
and eigenfunctions are very sensitive. For instance, let D = oo, a(x) = 1 and
b(x) = —(z + c). Then, for the specific value of constant ¢: 0, 1, v/3, /3 + /6,
both the eigenvalue A\g and the order of its eigenfunction(polynomial) change from
1 to 4 successively. And for the other values of ¢ between the above ones, the
eigenfunctions are even not polynomial. Thus, it is hardly imaginable to get a
good estimate without using test functions. However, we do have the following
result.

Theorem 1.1 Let (1.1) hold and define

x D
Q(x) =/ e‘C(y)dy/ a(y) ey,
0 T

I(f)(x) =

/ i (Z)(ZC)(U) du,  z€(0,D). (1.3)

6= sup Q(x),
z€(0,D)

y =2 sup /le/(m),
z€(0,D) Jo

where v(*) is a probability measure on (0,z) with density e=¢®) /Z(®) (and Z(*) is
the normalizing constant). Then

8= N =& > (40)7, (1.4)

and moreover § < ¢’ < 24. In particular, when D = oo, we have \g > 0 iff § < oo.

When D = oo, in order to justify A\g > 0, it suffices to consider the limiting
behavior of Q(z) as * — oo. For this, there are some simpler sufficient condi-
tions. Let the corresponding process be non-explosive on [0, c0) (with reflecting

boundary at 0):
/ e_C(S)ds/ a(u)_lec(“)du = 0.
0 0

By using the 'Hospital’s rule, from (1.4), it follows that whenever the limit

K:= lim [ec/\/ﬂ(m)/ome_c (< 0)

T—00
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exists, then Ao > 0 iff & < co. Especially, if a(z) € C', lim [yae “](z) = o0
Tr—r00
and the limit & := lim [\/a/(a'/2 — b)](x) exists, then Ao > 0 iff &' < oc.
T—r 00
Furthermore, recall the Mean Value Theorem: if f(0) = ¢(0) = 0 or f(D) =
g(D) =0 but g'|(o,py # 0, then

sup f(x)/g(z) < sup f'(x)/g (x).

z€(0,D) z€(0,D)

Thus, if a € C*, then Ag > 0 once sup,-, [va/(a'/2 — b)](z) < co.

We point out that the result is meaningful for the three situations mentioned
in the abstract. This is due to the coupling method, which reduces the higher-
dimensional case to dimension one. To avoid the use of too much notations at
the same time, the results are not listed here but discussed case by case in the
subsequent sections.

When b(z) = 0, the estimate
671> X > (48) 7"

was obtained in ref. [5] and is also true for A; (see ref. [1]). The conclusion also
holds for birth-death processes (cf. ref. [3]). But in general §=! is not an upper
bound of A; (see Example 3.10).

Proof of Theorem 1.1 The original motivation comes from ref. [6], in which
the weighted Hardy’s inequality

| rervan <a [" peiaan. fec=, o=
was studied, where the optimal constant A obeys the following estimates:
B < A<4B, (1.5)

here v and A are non-negative Borel measures on [0, 00),

B =suwpole.cc) [y du,
0

z>0

and p, is the derivative of the absolutely continuous part of A with respect to the
Lebesgue measure. However, (1.4) is more precise than (1.5) and so a different
proof is needed. The methods of the proofs adopted here mainly come from refs.
[1]-{4).

(a) The second inequality in (1.4) is just (1.2), proved in ref. [4].

(b) To prove the last inequality in (1.4), we need the following result which is
an analog of Lemma 6.1 (2) in ref. [1].

Lemma 1.2 Let m,n be non-negative functions satisfying fOD m(x)dr < oo
and let

D
cim swp go) [ ml)dy < o
z€(0,D) T
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where ¢(z) = fox n(y)dy. Then for every v € (0,1), we have

./ e(y) m(y)dy < c(1 — ) ro(z)

for all z € (0, D).

Proof Let M(x) = me m(y)dy and v € (0,1). Then, by assumption,
M (z) < cp(x)~1. By using the integration by parts formula, we get

/ wwwmmm:—/ ©(y)7dM (y)
< [P M](x) + 7 / (67 M](y)dy

x

D
W®W1+w/ P2

€T

/A

D
_ cy _
= opla) ™ + =25 [l

o(x)T x € (0,D).

<

The first and the last inequalities cannot be replaced by equalities because one
may ignore a negative term in the case of D = co. [

Now, take m(z) = e“®) /a(z) and n(z) = e~“*). Because of (1.1) and § < oo,
the assumptions of Lemma 1.2 are satisfied. Then

D
[ e wdu < et - ) e

Next, take f(z) = ¢(x)7. Then

e—C(@) D eC
1@ =S [ Lt
e ¢ ' 0

o (@) 1= p(x) ™

<
T oyprlen v

_ 9
(1 =)

Optimizing the right-hand side with respect to 7, we obtain v = 1/2 and then
the required assertion follows.
(c) We now prove the first inequality in (1.4). Fix z € (0, D). Take

TNy
F) = faly) = / e CO)ds,  ye (0,D).
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Then f'(y) = e~ “®W if y < 2 and f'(y) = 0 if y € (z, D). Furthermore,
17 = [ st + fa)ale. D),
D() = [ e CWayz = o)z

where m[p,q] = [/ dr. Hence

> |I2/D(s
— Zf( / f(w)*(dy) + Zf(x)xlz, D)

 Zf() / f@)2d(x(y, D)) + Q(x)

0

=—Zf(@)  [f)?* (v, D)]|; + Q(z) + 2f(x) /O e CWQy)dy

— 9f(x)! /0 " CWQy)dy

= ' (@) .
2 /0 Qd (1.6)

Making supremum with respect to x, it follows that A\g < (56_1.

(d) The equalities in (1.6) from the second to the last show that

/Qdum—Zf /f r(dy) + Q) > Q(a).

Hence 6’ > 0. On the other hand, from the definitions, it follows immediately
that ¢’ < 20. Usually, we have § < ¢’ unless 6 = oco. [

2 Higher dimensional case: Euclidean space and compact manifolds
This section applies Theorem 1.1 to the higher-dimensional Euclidean space
and compact Riemannian manifolds. First, consider elliptic operator

d
Z )90, +Zb 8,  8; =08/0x;
in R, where a(z) := (a;j()) is positive definite, a;; € C?(R?),

d
= (ai;0;V + djai;), Ve C*(R?).

j=1

Assume additionally that the corresponding diffusion process is non-explosive,
having stationary distribution 7(dz) = Z~! exp[V (x)]dx, where

Z = /exp[V(:v)]dx < 00,
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and its Dirichlet form (D, (D)) is regular:

D(f):/(an,Vf)dw, 2(D) > C&°(R?).

Since L has trivial maximum eigenvalue 0 in the present situation, we are inter-
ested only in the first non-trivial one (i.e., the spectral gap):

A =inf {D(f) : f € 2(D),x(f) = 0,7(f*) =1},

where 7(f) = [ fdr.
The main steps of the study on A; by couplings are as follows. Take and fix a
distance d(z, y) in R?, it belongs to C?, out of the diagonal. Set D = sup,, , d(z,y).

For each coupling operator L and f € C2 [0, D), there always exist two functions
A and B in R? x R such that

Lfod(z,y) = A(z,y)f"(d(z,y)) + B(z,y) f (d(z,y)), = #y.

The key step of the method is finding a coupling operator L and a function
f € C?|0, D) satisfying f(0) = 0, f'lo,py > 0 and f” < 0 so that for some
constant & > 0,

Lfod(w,y) < —0fod(x,y), x#uy. (2.1)

We now choose a, 8 € C(0,D) such that a(r) < infy, )= A(z,y) and B(r) >
SUDg(z y)=r B(7,y). Then, (2.1) holds provided

a(r)f"(r) + B(r)f'(r) < =6f(r)

for r € (0, D). Thus, the higher-dimensional case is reduced to dimension one.

Replacing a(z) and b(x) used in the last section by «(r) and () respectively,
define the correspondent function C(r), operator I(f) and the class .# of test
functions. Then, the variational formula given by Theorem 4.1 in ref. [1] is as
follows:

A =& i=sup  inf I(f)(r)7t. (2.2)
fez r€(0,D)

Now, define 6 and 0" as in Theorem 1.1. From which, one deduces immediately
the following result.

Theorem 2.1 &~ > & > (46)7 L.

Comparing this theorem with Theorem 1.1, the difference is that here we have
upper bound only for &; rather than A;.

We now turn to manifolds. Let M be a compact, connected Riemannian man-
ifold, without or with convex boundary OM. Let L = A + VV, V € C%*(M).
When OM # (), we adopt Neumann boundary condition. Next, let Ricy; > —K
for some K € R. Denote by d, D and p respectively the dimension, diameter and
the Riemannian distance. Let K(V) = inf{r : Hessy — Ricys < r} and denote by
cut(z) the cut locus of x. Define

ax(r) =sup{{Vp(z,)(y), VV () +(Vp(-,y)(x), VV(z)): p(z,y) = 7, y ¢ cut(x)},
r € (0,D].



EXPLICIT BOUNDS OF THE FIRST EIGENVALUE 503

By convention, a;(0) = 0. Choose v € C[0, D] so that
v(r) = min {K(V)r, a1(r) + 2v/|K|(d — 1) az(r) },

where ag (7 —tanh[ VE/(d-1 } if K > 0and az(r) = —tan [% —K/(d—l)}
if K <0. Redefine

C(r)= 1 /07” v(s)ds, r € [0, D).

Then, the variational formula obtained by ref. [2] can be stated as follows.

r D -1
> 4& =4 sup inf f(r){/ e_c(s)ds/ [ecf] (u)du} , (2.3)
fez re(0,D) 0 s
where .7 = {f € C[0,D] : flo,py > 0}. Note that C(r) was used in ref. [2]

instead of e“(") used here. We now have the following result.
Theorem 2.2 Define § and ¢’ as in Theorem 1.1 but set a(x) =1 and b(x) =
y(x)/4. Then 671 = &' > & > (40)~".

Proof The proofis similar to the one of Theorem 1.1, but there are two places
needed to be modified. The first one is the proof (b). Let o(r) = [ e~ C0)ds.

By Lemma 1.2 (with n(s) = e=9®), m(s) = e“®) and ¢ = §), we have

D
/ $7eC <31 -9 lp(ryT v e (0,1).

Hence

r D 5 r
/ ec(s)ds/ ol < —— e G
0 s 1-

~(1—7) /dgp

mg@(r) , r € (0,D).

In particular, setting v = 1/2 and f(r) = o(r)?, we obtain & > (46)~1

To complete the proof, one needs to show that & is a lower bound of the
eigenvalue of operator L = d?/dr? + [y(r)/4]d/dr. Then the upper bound & <
8'~" follows from Theorem 1.1. The proof for the required assertion is similar to
the one of (1.2), but is left to a subsequent paper!. [

Example 2.3 Consider the case of zero curvature. Let V = 0. Then ¢ =
D?/4, §' = 3D?/8. The precise solution is 4D? /72, which can be deduced by
using the test function sin(rn/2D).

1Chen M F, Variational formulas and approximation theorems for the first eigenvalue in
dimension one, Science in China, Ser. A, 2000, in press
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Of course, the above idea is also meaningful for Dirichlet eigenvalue in higher-
dimensional situation.

3 The general relation between )\, and \; and one-dimensional case.
The main purpose of this section is to deal with A1, by comparing it with Ag.
We now study a general relation between Ay and A;.
Let (D, Z(D)) be a Dirichlet form on a general probabilistic space (E, &, ), it
determines a Markov transition probability p(¢, z,dy). Assume that p(t,z, E) =1
for all t > 0 and x € E. Define

M =mf{D(f): f € 2(D),n(f) = 0.7(f*) = | fII* = 1}.
For each A € & with ©(A) € (0,1), let
Ao(A) = inf{D(f) : f € (D), flac =0, f]| = 1}.

Then, we have the following result.
Theorem 3.1

A A
inf  A(4A) <A < inf  min { Mo(A) Ao(A) }
m(A)e(0,1/2] m(A)e(0,1)

2 inf Ao(A).
W(A)IEI%O,1/2] o(4)

N

In particular, Ay > 0 iff ian(A)e(OJ/Z] Ao(A) > 0.

The theorem also holds for general symmetric forms studied in ref. [7], and
improves Theorem 1.4 there.

Proof of Theorem 3.1 First, by spectral representation theorem,

D) =tim o [#ldo) [ptto.dy)lf) - @, Fe L)

(cf. [8], §6.7). Replacing J(dz,dy) by 5;7(dz)p(t, z,dy), in proof (b) of Theorem
1.2 in ref. [7], or in the last paragraph of part 3 in ref. [9], then setting ¢ | 0, it
follows that )\1 > infTr(A)E(O,l/Q] )\0(14)

Next, by Theorem 3.1 in ref. [7], we know that A\; < Ao(A)/7(A°) for all A:
m(A) € (0,1). Hence

NSt min {(X(4)/m(A%), do(A%) /m(A)}

min {Ao(A)/m(A), Xo(A%)/m(A) }

inf
7(A)€(0,1/2]

N

Ao(A)/m(A%)

< inf
m(A)e(0,1/2]

<2 Ao(4). O

inf
m(A)e(0,1/2]

The simplest case is that A consists of a single point, say A = {0} C E for
instance. Then the proof becomes rather easy. For simplicity, let A\g = Ag({0}°)
(but not {0}). Then, we have the following result.
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Proposition 3.2 X\ > ).
Proof  Simply noting that Var(f) = || f — 7(f)||* = infeer || f — ¢/|?, we have

A= inf D(/) > inf &: inf D(f)=X. O

f#const. || fll<ooVar(f) ~ fcomst. || fll<co || f — F(O)[|2 f(o)=0, IfI=1

In one-dimensional situation, because of the linear order, Theorem 3.1 takes a
much simpler form. For instance, the proof of Theorem 3.1 and the property of
linear order give us immediately that

A< inf {[Xo(p,o)m(e, @)™ A [Mole, @) m(pe) 7}

ce(p,q)

However, we have a much stronger result as follows.

Theorem 3.3 Let L = a(x)d?/dz? + b(x)d/dz be an elliptic operator on the
interval (p, q), where a(z) is positive everywhere. When p (resp., q) is finite, we adopt

Neumann boundary condition. Assume that the process is non-explosive and (1.1)
holds. Then,
sup {Xo(p,¢) Ado(e, @)} <A< inf {Ao(p,) V Ao(c,q)}.
ce(p,q) c€(p,q)

Note that when ¢ 1, we have A\g(p,c) | and Ao(c,q) T. Thus, once the two
curves Ag(p, ) and Ag(+,q) intersect, the two inequalities become equalities. The
conclusion holds once both a(z) and b(z) are continuous. Actually, denoting by
2o the unique point at which the eigenfunction of A\; vanishes, we have \; =
Xo(p, o) = Ao(xo, q) (the proof needs Theorem 1.1 in the subsequent paper?).

Theorem 3.4  Consider birth-death processes. Let b; > 0(i > 0), and a; >
0(¢ > 1) be the birth and death rates respectively. Define

[ bO"'bi—l

I
T = —, =1, pi=— = g i
4o 7 p—— “ i I

and

Zzﬂibi[fi+1—fi]2a 2(D) ={f € L*(r) : D(f) < oo}

Assume that p < oo and the process is non-explosive, i.e.

fe'e) k
Z (bropr) Z i = 00.
k=0 i=0

2See the footnote in the previous page.
Let ¢ be the medium of 7. Then the theorem gives us immediately that

Ao(p,e) A dole,q) < A1 < 2{)\0(1), c) A dole, q)}
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Reset A\o([0, k]) = AG(k), Ao([k,00)) = Ay (k) and adopt the convention A{(—1) =
00, here A\g(A) and A; are defined at the beginning of this section. Then we have

i;%{k{)(k —DANK+1)} <A < /igfl {XN(E=1)VAj(k+1)}. 3

Proof  Here, we prove Theorem 3.4 only, the proof of Theorem 3.3 is similar
and even simpler. Given f € Z(D) and k > 0, let f = f — fx. Then

D(f)=D(f) = Z Wibi[fiﬂ—fi]z‘i'zﬂibi[ﬁﬂ—fi]Q

i<k—1 izk
>Nk —1) Y mff + A (k1) Y mf]
i<k—1 i>k+1

> Mok = 1) AN (R + )] mif]

> No(k — 1) AN (k4 1)]Var(f)
= [My(k — 1) AXJ(k + 1)]Var(f).

Making supremum with respect to k and infimum with respect to f, the required
lower bound follows.

We now prove the upper estimate. Given € > 0, take fi, fo > 0 such that
Jilikoo) = 05 foljor) = 0, lf1ll = [If2ll = 1 and D(f1) < No(k — 1) + ¢, D(f2) <
Ay (kE+1)4e. Set f = —f1 +afa2, where « is the constant so that 7(f) = 0. Then

D(f) =Y _mbilfir1 — fil?

i>0
= D(f1) + & D(f2)
Mk —=1) +e+ A\ (k+1)+e)a?

<
< Aok = 1) VAG(k+1) + &) £

Letting ¢ — 0 and then making infimum with respect to £ > 1, we obtain the
required assertion. [

For birth-death processes, the following variational formulas were presented in
refs. [3] and [4].

o = sup inf I;(w) ™,
wWEH 120

A = sup inf [;(w) 1,
wWEMN 120

3Addition to the original proof: As mentioned above Theorem 3.3, there is a rough upper
bound. If 7y < 1/2, then 7[0,m — 1] < 1/2 and 7[m + 1,00) < 1/2 for some m > 1. Hence
by Theorem 3.1 we have A1 < 2[Aj(m — 1) A A{(m + 1)]. On the other hand, if 7, > 1/2,
then by Theorem 3.1 again, A1 < 2A{(1) = 2[A{(—1) A Aj(1)]. Therefore, we always have
A1 < 28upg50[Ag(k — 1) AAG (k + 1)]. This upper bound matches with the lower bound and so
by weighted Hardy inequality, one obtains an estimate up to a factor 8, which is the assertion
proved in [10] for the process on the whole line with different proof. Clearly, the assertion made
in the theorem is stronger since one gets sharp estimate whenever A\j(k—1) = A{(k+1) for some
k. In the extremal case that A\ (k+ 1) = 0, the original bound is still sharp since Aj(k—1) — 0
as k — oo by the ergodicity of the process.
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where

Ii(w) = [pibs(wipr —wi)] ™" Y pywy,
jzi+l
#o = {w : wy = 0,w; is increasing in i},

W1 = {w : w; is strictly increasing in 7 and m(w) > 0}.

Our new result is as follows.
Theorem 3.5 Let pu < o0, Q; = ngi_l(,ujbj)*l >j>i#j and

Qéz{Z(uy‘b) (2pbi) }Zug

Jj<i—1 j=i+1l

Next, let § = sup,,»o @, and 6’ = 2sup,,- Z?:_ol Q;-V](»n), where (%) is a probability
measure on {0,1,--- ,k — 1} with density y](k) = (u;b;)"1/Z®) (and Z*) is the
normalizing constant). Then &'~' > Xy > (46)~! and moreover § < & < 2.

Assume additionally that the process is non-explosive, then Ag/mp = A1 = Ag. In
particular, Ao (resp., A1) > 0 iff § < oc.

Proof  The lower bound of \; comes from Proposition 3.2 (or Theorem 3.4
with k£ = 0). The proof of Theorem 3.1 shows that

A< jnf {[Ao(k = D)7k, 00) '] A [AG (K + 1)m[0,k] 7]}

Then the upper bound follows by setting £ = 0. The proof for the estimates of
Ap is similar to the one of Theorem 1.1. First, prove the following result, which
is the discrete version of Lemma 1.2 and improves Lemma 2.2 (2) in ref. [3].
Lemma 3.6 Let (m;) and (n; # 0) are non-negative sequences satisfying
SUD,~0 Pn Z;’in m; =: ¢ < 0o, where ¢, = E?;Ol n;. Then for every v € (0,1),

we have } .-, plm; < c(l—7)" 17~ L

Proof Let M, = an m;. Fix N > 4. Then by summation by parts
formula and M,, < cp,,!, we get

N
> s = A+ 3l =y <o+ Sl ol |
]:’L

] =1

By using the elementary inequality (1 — fy)_l(x”’_l —1) 427 > 1(z>0),itis
easy to check that <p37;11 =] /pit1 < (1 =) [go;’ - <pj+1] Combining this
with the last estimate gives us the required assertion. [J

We now take v = 1/2, m; = p;, n; = (u;b;) " and ¢ = §. Then

Iz(\/@) zﬂl(\/m \/@ it i,ui(\/m - \/@) vV Pit+1
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since (1 [Dit1 — ,/goi),/goZH (@it1 — ©i)/2. Therefore \g > (40)7!
It remains is to show that Ay < ¢~ !. Fix k£ > 1 and take

(i—1)A(k—1)

fi= fi(k) = Z (ﬂ'jbj)_l.

=0

Then

AP = " mf2+ 2> m,

i<h—1 i>k
D(f)= > mbilfirr = fiP = D (mbi) ™" = fi.
i<h—1 i<h—1

By using the summation by parts formula again, we get

> MIP
D(f)

k-1 o0
Zﬂ'ifiz + kaWz‘
i=k
1 o0
TZ 41 f22) Z Ty

j=it+1
2kl

i 52

k—

Z o)

=0

/
Z

Making supremum with respect to k > 1 gives us Ao < ¢’~'. Similar to the
continuous case, from the above formula, it follows that

k—1 0o 0o
QZQI F) — kzﬂifi2+sz7ri>sz7ri:Qk
i—0 i—k i—k

Hence ¢’ > 6. The conclusion ¢’ < 24 is easy because Q) < Q;41 for all i > 0 and
S0)

—sup2ZQ’ (k) < <2supQ; < 2sup@; =26. O
S i>0 i>1

Because A; coincides with exponential convergence rate (cf. Theorem 9.21 in
ref. [8]), Theorem 3.5 gives us at the same time (and is indeed for the first time)
an explicit criterion for exponential ergodicity. By using comparison method (cf.
Theorem 4.58 in ref. [8]), this result can be further applied to a class of multidi-
mensional Markov chains. Finally, we return to the case of half-line discussed at
the beginning of the paper.
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Theorem 3.7  Consider the operator L = a(x)d?/dz? + b(z)d/dz on [0, ),
where a(x) is positive everywhere. Let the process be non-explosive (equivalently,
[ e C@ads [ a(u) e du = oo) and let (1.1) hold. Then

(45/(60))_1 g )\1 g (5’(60)_1,

where

= sup/ / e /a, 8"(c) = sup / C/
z€(0,c¢) z€(c,00)

and ¢ is the unique solution to the equation ¢§'(c) = 6”(c), ¢ € [0, 00]. In particular,
A1 > 0iff 0 < oo.
Proof  First, when ¢ 1, we have §’'(c) 1 and §”(c) J. Obviously,

lim §'(c) = 0, lim §"(c) = ¢

c—0 c—0
and moreover lim._,~ 6" (c) < 4. On the other hand, since the process is non-
explosive, when x 1 0o, we have p(z fo e~ 1 co. It follows that

c 1
/0)2/6_0/ e/a— 00 as c¢— oo.
1 0

Next, when ¢; < cg, we have

O</ e_C/ ec/a—/ e_C/ ec/ag[/ ec/a]/ e ¢ =0,
T 0 T 0 0 c

1
ifCQ—Cl—>0;

x oo x oo oo cy
O</ ec/ ec/a—/ ec/ e“/a < [/ ec/a]/ e ¢ =0,
¢y x Co z ¢y c

1
if62—01—>0.

Hence both ¢’(¢) and 6”(c) are continuous in c. Therefore, the equation ¢’(c) =
0”(c) has a unique solution. Then the first assertion follows from Theorem 3.3.
Clearly 0 < oo iff 0”(¢) < co. Hence we obtain the last assertion. [

In a similar way, one can deduce a criterion for the existence of spectral gap of
diffusion on the full-line (cf. sec. 3 in ref. [1]). One may also study the bounds
for the processes on finite intervals.

Example 3.8 Take b(x) = 0. Define § as in Theorem 1.1. Then, by Theorem
1.1 and Corollary 2.5 (5) in ref. [1], we know that 671 > Ay = A\g > (46)7!
particular, when a(z) = (1+2)2, we have § = 1 (but 6’ = 2) and A\; = \g = 1/4.%
Hence, our lower bound is exact.

Example 3.9 Take a(z) =1 and b(x) = —z. Then Example 2.10 in ref. [1]

gives us A\; = 2. It is easy to check that A\g = 1 (having eigenfunction g(x) = x)
and § ~ 0.4788 (but ¢’ ~ 0.9285). Hence 6= > A\; > \g > (46) 7!

4The eigenfunctions of Ag and A1 are vz+1 log(z+1) and v/z+1 (log(x+1) —2), respectively.
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Example 3.10 An extreme example is the space with two points {0, 1} only.
Then A\ = Ag/mg. Therefore the upper bound of A\; in Theorem 3.5 is exact but
51 = )Xo < A1. Thus, 67! is not an upper bound of \; in general.

Added in proof In the recent paper [10], the estimate 61 > \g > (46)~! for
birth-death processes is also obtained by using the discrete Hardy’s inequality.
Refer also to refs. [11-13] for related study and further references.
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Abstract Some complete variational formulas and approximation theorems
for the first eigenvalue of elleptic operators in dimension one or a class of Markov
chains are presented.

Keywords: First eigenvalue, variational formula, elliptic operator, birth-death
process

As a continuation of ref. [1], some complete variational formulas and approx-
imation theorems for the first eigenvalue in dimension one are presented. The
upper bound part of the formulas are dual of the variational formulas for the
lower bound introduced by refs. [2]-[5], but they are completely different to the
classical ones. As shown in the mentioned papers, the results obtained in the
paper can be immediately applied to higher-dimensional situation and also to
Riemannian manifolds. This will be also discussed in a subsequent paper.

1 Continuous case

Consider differential operator L = a(x)d?/dz? + b(x)d/dz on (0, D), where
a(x) is positive everywhere, with Dirichlet and Neumann boundary at 0 and D
(if D < o0) respectively. Assume that

D
/ dze®® Ja(zx) < oo, (1.1)

0

where C(z) = [" b/a. Two eigenvalues we are interested in are as follows:

Ao = inf{D(f) : f € C*(0,D)NC[0,D], f(0) =0, ||f|| =1},
A =inf{D(f): f € C*(0,D)NC[0,D], n(f) =0, ||f]| =1},

where
D(f) = /0 a(z)f'(x)*n(dz),  w(de) = (a(x)2) " e da,

Typeset by ApMS-TEX
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Z is the normalizing constant, 7(f) = [ fdr and |- || is the L?-norm with respect
to m. When D < 0o, A\p and A; are nothing but the ordinary eigenvalues of the
operator L, and the above formulas are called the classical variational formula of
Ao and A; respectively. In the study on \;, we always assume that the process is

non-explosive:
/ e_C(S)dS/ a(u)—lec(“)du = 00. (12)
0 0

To state the main results, we need some notations. First, there are two opera-
tors

efC(x)

D
fwmww/w%

D
mma@/wﬂdfwa>

(here I and I represent respectively single and double integrals.!). Next, define?

F'={f€C0,D]: f(0) =0, there exists zy € (0, D] so that
f=J(-Nxo) and fl(o,4,) > 0},
" ={feC0,D]: f(0) =0, flo.p) > 0},

"= inf sup II(f)(z)7 %, = su inf IT(f)(x)7 %,
= nt, s M@= s (7))

F' = {f €C[0,D]: f(0) =0, there exists zo € (0, D] so that
f = f( A LL’()), f S Cl(o,$0) and f/’(O,a:O) > 0},
F" ={feC0,D]nCY0,D): f(0) =0, f'|o.0) >0},

56: inf sup I(f)(a:)_l, 56/: sup inf I(f)(:v)_l.
fe#’ z€(0,D) feéf”me 0,D)

When D = oo, one should replace [0, D] by [0, 00) but we will not mention again
in what follows. Throughout the paper, the superscript single-prime or double-
prime denote respectively the lower and upper bounds. Note that & is the dual of

L[August 16, 2007: Remarks are added in this paper by footnotes. Some of them as well as
some improvements will be published in a subsequent paper.]

This becomes more clear in the expression fII(f) which is our mimic of the eigenfunction and
is used often subsequently. If we write II(f) as g/f, then the operator I(f) simply means that
q/f

2Note that .#’ is simply a modification of .Z by stopping the functions in %’ somewhere.
Hence the latter one is more essential than the former one. The quantities &), and &[], defined in
terms of the operator II, are used to estimate Ao from above and below, respectively. The single
prime and double prime are designed for the upper estimate and the lower one, respectively. We
have thus explained the meaning of the notations in the first four lines. Similarly, by using the
operator I instead of II, we define the notations with additional tilde in the last four lines.

Here and also above Theorem 1.3, when zg = oo, in the definition of .#’ and .Z’, and additional
condition f € L?(r) is required. Similar change (f € L?(7) if k = co) is needed for the discrete
case (above Theorems 2.1 and 2.3), but we will not mention again.
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&;, they use operator II(f); and 56 is the dual of {g, they use operator I(f). Since
different operators have different domains, they use different classes of functions.
The set %" is natural and the weaker condition used in the set %’ is more
convenient for applications. The variational formula for Ag is as follows.

Theorem 1.1  Let (1.1) hold. Then &), = &) > \o > & = €. If additionally,
a and b are continuous, then the two inequalities all become equalities.
The explicit estimates =1 > A\g > (49) 7!, where

= Sup / /
2€(0,D)

are presented in ref. [1]. The next result is further an approximation procedure.

Theorem 1.2  Let (1.1) hold. Set (z) = [, e “®dy.

(1) Define f1 = /@, fo = fa—1d(frn-1) and O = SUPue(o,py H(fn) (z). Then
/" is decreasing in n and

Xo > lim 677" >80 > (46) !

n— o0

(2) Fix 29 € (0, D). Define® *

(Io) QO( /\xo)7 f(wo) f($0)( /\xO)II(f( 0)( /\1.0))

and

5/ = sup inf IT f(aco) A
" x,€(0,D) z€(0,D) ( (- 0))( )-

3More explicitly, we have

£50) (4 )_/ 7C(y)dy/y e Axo)—

C

/ f(wo) (- Azo) (/\x)e—

a
c

D e
:/0 £ o na) +f“°f(wo>/ o na) .

Zo

In particular,
£ (2 A ) = /0  100) 0% 4 e ) / f%) + 1570 (20) o A ) /
By integration by parts formula, we also have another expression:
0@ = [T (A2 A0 o)

where ¥(x) = fD e /a.
4see Appendix.
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Then &/, is increasing in n and® 6

§Tl=8 " > lim 67 = A

n— o0

(2)" Replace the initial function in (2) by fi = /@, and define

fo= faall(faa) and 8, = it IT(fa)(),

then ¢§/, is increasing in n and

& =N, n=2
Here we adopt the convention 1/0 = occ.

Assertions (1) and (2)" can be restated as follows: the inverse of the supremum
(infimum) of function II(f,) is a lower (upper) bound of Ag.

Finally, in the definitions of ¢/, and 8,/ (n > 1), replacing II(f) by I(f) everywhere,
one obtains 4/, and 4", then

60 >6 (n>1) and 07 <8 |, 0 =6 _,(n>2).

In particular, the modified assertions (1)—(2)’ all hold, the only change is replacing
&' at the end of (2) by 6571

For Theorem 1.1, the only known result is Ao > £/ (cf. Theorem 2.2 in ref.
[5]). Thus, Theorem 1.1 completes the whole variational formula for Ag. In this
theorem, &) and &) are defined by using I(f) and II(f) respectively. The difference
is that for fixed f, I(f) is easier to compute but is not sharper than II(f). The
idea of iteration given in Theorem 1.2 comes from refs. [2] and sec. 2.3 in ref.
[6], the unified initial function comes from ref. [1]. Assertions (1) and (2)" are
completely symmetric and so we will ignore (2)" in what follows. Because II(f,,) is
bounded above, the lower bound is always non-trivial. However, the minimum of
some II(f,) can be zero and the function ¢ may not be integrable in general, this
leads to the modified form (2), providing a non-trivial upper bound. Theorem
1.2 is also an approximation result for the eigenfunction of A\g. Actually, each f,
serves as an approximation of the eigenfunction.

In the later part of this section, we deal with A; in the continuous situation
and the next section is devoted to handle with \g and A; in the discrete case.
There are two theorems in each case for each Ag or A;.

Proof of Theorem 1.1  Given h with h| p) > 0, then for every g: g(0) = 0,

5We remark that 8} here coincides with ¢’ introduced in [1; Theorem 1.1]. See the footnote
of Theorem 2.2 below.
6see Appendix.
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llgl| = 1, by Cauchy-Schwarz inequality, we have
D
1= / g(x)?m(dx)
0

:/OZ w(dx)[/om g/(u)dur

|t [ faen e [ e €l
_ /O ’ a(u)g’(u)zﬂ(du)h(Zu) L " () /O " he=C
<o s it S e

=:D(g) sup H(z). (1.3)
z€(0,D)

N

Now, let f € F" satisfy sup,¢ (o py H(f)(z) =: ¢ < oo. Take h(x) = sz fa=teC.
Then we have not only

T D C D C
/ e_C(y)dy/ feo < cf(z) < oo, / feo < 00
0 Y T a

a

for all z € (0, D), but also
D C y D C D C
H(z) :/ e(y)dy/ e “Wdy feo < c/ feo < 00.”
T a 0 u a x a

Since lim,_, p h(z) = 0, by (Cauchy’s differential) mean value theorem, we get

C T
sup H(z) < sup [— e/(m)] / he ™ = sup II(f)(x). (1.4)
2€(0,D) 2€(0,D) ah 0 2€(0,D)

Because g is arbitrary, by (1.3) and (1.4), it follows that \g > &{.
For each f € .#", without loss of generality, assume that

sup I(f)(x) < oc.
z€(0,D)

By the mean value theorem, sup,¢ o py I(f)(%) < sup,e(o,py 1(f)(x). But F">

F" s0

b= sup inf I z)~ ! > sup inf I ) 1= ¢
0 fe?”me(O,D) (f)( ) fejume(o:D) (f)( ) 0

"This integrability was missed in the original paper where instead of this, a truncating
argument was proposed.
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Conversely, for a given f € F" with sup,¢ o p) I (f)(z) =: ¢ < o0, let g = fII(f).
Then we have g € 7' and as in the last paragraph that

D _.C D C Y D
/ g€ :/ —(y )dy/ e_C(“)du/ fe / — < o0.

By using the mean value theorem again, we obtain

I@xm:3£ mzlc/ﬂ/ fam1e0

< sup (g9/f)(z
z€(0,D)

— sup I(f)(x).

z€(0,D)

Hence inf ¢ (o, py I (f)(x) ™ < infre(o,p) I(g)(z) ™ < ¢/ Making supremum with
respect to f € F#” it follows that & < &j. An alternative proof of the this
assertion is using the identity

( ¢ ') —fe/a, (1.5)

8 We have thus proved that & =

As for 56 = ¢, the proof is a dual of the above one, exchanging supremum and
infimum, making inverse order of the inequalities and redefining g = [fII(f)](- A
1‘0).

Let f € F' satisfy f = f(- A wo) and ¢ = sup,¢(o,p) I(f)(z)™! < oo and
let go = [fII(f)](- A zp). Then go is bounded and (1.5) holds on (0,z¢). By
integration by parts formula, we get

D 9 Zo '
| b€ = loogieCzo-) ~ [ an(est)
0 0
g D
:/ gofec/a—i‘go(l‘o)/ fe/a
0 x

D 0
[ it
OD
</ (93¢ /a) sup f/go
0

2€(0,D)
D
:c/ gae€ /a.
0

8since

I(g)() = / 3 ﬁ /(€ @) <sup [— ﬁ / <ecg’>'} (@) = sup £(@).
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Here we have used the fact that

sup f/go= sup f/go= sup II(f)(x)"".
z€(0,D) z€(0,20) z€(0,D)

Hence \g < and furthermore \g < &).°

Finally, we prove the last assertion. Let a and b are continuous and a > 0.
By existence theorem of solution to the Sturm-Liouville eigenvalue problem (if
D < o0) or to a system of linear differential equations (if D = o0), it follows
that there is a non-trivial solution to the equation Lf = —Xof, f(0) = 0 and
f'(D) = 0if D < 00.'% If \y > 0, then by Theorem 2.2 in ref. [5] and sec.
6 of ref. [2], one may assume that f’| p) > 0. From this, it is easy to check
that I(f)(x) = II(f)(x) = \;'. Examining the proofs for the lower and upper
bounds, one sees that the equalities should hold everywhere!!. If Ay = 0, take
D,, 1 oo and denote by \g(D,,) the corresponding Ag determined by L|( p,). By
using the proof of Lemma 5.1 in ref. [2], we obtain \g(D,,) } Ao. Thus, when
n is large enough, \o(D,,) < €. Now, let f,, be a solution to the eigen-equation
Lfn = _)‘O(Dn)fn (fn(()) =0, fr/z<Dn> - O) on (Oan)' Let fn = fn(Dn) on
(D,,,00). Then the above proof shows that

x Dn
M) = int fu) [ ey [ g
0 y

z€(0,Dy,)

< inf  II(f,
peinf | (fn)(x)

= _inf HI(£,)@)

It follows that

No=0< inf sup I(f)@)' < sup I(f)(x) " < Ao(Dn) < e
FeF" ve(0,D) x€(0,D)

Since € is arbitrary, the first inequality can be also replaced by equality. [

Proof of Theorem 1.2 Condition § < co implies that

/OD Ve Ja < \/E/OD (/ED ec/a>_1/260/a = 2V6Z < 0.

9When z¢ = oo, an additional condition that go € L?(7) is required here. This is the reason
why we made a change to %’ and Z'.

10The problem is easier here since we fix the constant Ao given by the classical variational
formula (i.e., the formula below (1.1)). Actually, only the continuity of a and C, but not b, is
required in the analytic proof, hence the measurability of b is enough for the assertion. This
is proved in the paper “Dual variational formulas for the first Dirichlet eigenvalue on half-line,
Sci. China (A) 2003, 46:6, 847-861”, Proposition 1.2, by Chen, M.F., Zhang, Y.H. and Zhao,
X.L.

HBecause of the truncating argument, for the equality in the upper estimate, one needs an
approximating procedure. This is not difficult and will be given in a subsequent paper.
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Hence /¢ € L*() [these two conditions are needed for the initial function /. In
practice, one can certainly choose some more convenient functions|. Furthermore,
as did in the second paragraph in the last proof and by using induction, it follows
that f, € L*(n) for all n. By Theorem 1.1, Ao > &/ > 6”~". Then by the mean
value theorem and the proof (b) of Theorem 1.1 in ref. [1], we get 0 < 40. On
the other hand, by definition of f,, and (1.5), we have

( — eCfT/z)l =a e f_1 > a" " freCd” -t (1.6)

n—1

That is, fne®/a <8/_i(— ecffl)/. Hence

x D ,
frt1(x) < 5;'1/0 ec(y)dy/ (- ecf,’l) (w)du < 6 fu(x). (1.7)

From this, one deduces that ¢!/ < §//_,. Similarly,
D D )
| tefra<si, [ (=R <8 R

and so 6 < 8”_,. By using the mean value theorem again, 6/ < 4.
We now consider the second part of the theorem. First, consider (2). By
identity

D T D
FI(F)) () = / fo(- Ax)eCfa = / foeC a+ o) / fe€ fa,

we get
D

0 (¢ A o) > (e A o) plo) / /a

To

and so

(z0) (zo) D -1

sup l(x )(ac A xg) = sup l(x )(x) < [g@(zo)/ 60/4 .
z€(0,D) fy 0 z€(0,z,) f2 0 z,

This implies that ¢f > & [and 8, > & at the same time|. Here, the reason one

needs the local procedure “stopping at x¢” is the possibility of ¢ ¢ L!(7r) which

then implies that D(p) = oo. Next, consider (2)’. In this case, the speed of

approximating to the eigenvalue is slower than the previous one. In particular,

the upper bound obtained by the first iteration is always trivial. Because, when
x — 0, we have

D D
7V [ 5 a=2v/p [ VpeC /a0

and so 6] = 0. On the other hand, when x — 0,

D D D
[£3¢] (96)1/ fzeC/GZ/ fzecal// fre€a™t — ZE}?% > 0.
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Thus, when D < oo, we have §5, > 0. However, when D = oo, it is still possible
that d5, = 0 [Noting that the case of D = oo can be approximated arbitrarily by
finite D, and it seems that d;, can not be all vanished].

We now prove the monotonicity of d,’s. Applying the mean value theorem
twice, we obtain

sup [ (wo)/ (xol)](x/\xo): sup [ (xo)/ (wo)]( )

n+1
z€(0,D) z€(0,z,)
< sup [f(mo)//f(wo)’] ( )
z€(0,z)

sup /' 160 (. A ) ///’fww )
z€(0,z)

sup [ (wo)/f(wo)] (.Z' A (L'O)
z€(0,D)

N

This implies that 8, " < 6,7 < /"%, The inequality &, > &, > Ao comes from
Theorem 1.1. Ignoring xo, we obtain the monotonicity mentioned in (2)’. O

Note that II(fn—1) = fu/fa_1 = 6"_, implies Ao = 6”'. Otherwise, it
contradicts the minimal property of A\g. On the other hand, if H (fn—1) # 0_4,
then inequality (1.6) holds in some interval and so the inequality in (1.7) holds on
whole (0, D). Hence, one often has §]/ < 6//_;. But in the case that the supremum
is achieved at D = oo, one may still have equality here. See Examples 1.5 and
1.6. Several numerical examples (Example 1.5, for instance) show that one should
have §], — 3!/ < 0],_, — 0//_, whenever II(f,—_1) is not a constant. Therefore, one
would have

lim &, = lim &/ = \;"
n— oo n— oo

(has not proved yet). Let us make one more remark on this point. Because
infinite D can be approximated arbitrarily by finite ones, we may assume that
D < oco. Then, the spectrum of L is discrete and so A is the ordinary eigenvalue
of L. Let ¢ := lim,, J, and Ao > 6~!. Without changing 0", at each step of
iteration, one may replace f, by f,/fn(D). Thus, whenever {f,},>1 has a limit
point, it should be non-degenerated. Then, by taking the limit to show that the
equation fII(f) = —Jf does have a non-degenerated solution. This shows that
J is also an eigenvalue and it contradicts the minimal property of Ag. Therefore
Ao =6 ! = lim, (57’{_1. Applying Theorem 1.1 again, we get lim,, o 0/, = )\51.

We now study A;. Let f = f — m(f) and set

F' ={feC[0,D]: f(0) =0, there exists z¢ € (0, D) so that
f=f(-Nwo), f€CH0,30) and f'l(0.5,) > 0},
" ={f€Cl0,D]nC*(0,D): f(0) =0, f'0,p) >0},

& = inf sup I(f L
1= jnf, s (f)(x)~

= su inf I(f
= s inf 1))
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Theorem 1.3  Assume that (1.1) and (1.2) hold. Then & > Ay > & If
additionally a and b are continuous, then the inequalities all become equalities.

Proof  First, if f'|(g4,) > 0, then me fe€/a >0 for all € (0,z¢). Other-
wise, f(z) <0 and

D T T
O:/o fec/ag/o fec/a<f(m)/0 e“/a <0,

which is a contradiction. Next, let f € .Z’ and ¢ := sup,¢ o py I(f)(x) ™" < oc.
Set o = SuP,e(0,2,) I(f)(x)~!. Then

/OD Jrhe = /0% [I(f)(:c)l /wD fec/a] df(z)
< co /09:0 [/xD fec/a}df(:n)
—aiten) [ Fesateo [ PeCa
D
- CO/O P26
< C/OD ffeat,

Here the positivity of fxD fe€/a is used in the inequalities. This implies that

M < inf  sup I(f)(z)7t.
! fe€F" ze(0,D) (=)

The lower bound is just Theorem 2.1 (2) given in ref. [2]. O

The main difference between Theorems 1.3 and 1.1 is that one can only use
operator I(f) but not II(f). This is not a technical but an essential difference
between \; and A\g. The eigenfunction of )y always keeps its sign but the one
of A1 must change its sign and hence one can not use division by the eigenfunc-
tion. Based on this, the above proofs for the monotonicity of ¢!/ and ¢/, are no
longer suitable for 1]/ and 7], even though the assertion seems still to be true (cf.
Example 1.7). The starting point of the next result is as follows: Because f,’s
are good approximation of the eigenfunction of Ao and \g and \; are zero or not
simultaneously, one expects that f,, — w(f,) (the eigenfunction of \; should have
mean zero, refer to Lemmas 2.2 and 2.3 in ref. [7]) should be also a reasonable
approximation to the eigenfunction of A;.

Theorem 1.4 Let (1.1) and (1.2) hold. Set ¢(z) = fom e “Wdy and f =
f=m(f) _ B _

(1) Define f1 = /9, fo = fa—1I(fn-1) and 1y, = sup,¢(o,py L(fn)(z). Then
A\ > 77//71 > (45)—1_12

n

125ee Appendix.
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(2) Fix z¢ € (0, D) and define!3

(%) = (- A m),

<m0> = ) (A wo) I (FE) (- A 20)),

/ (o)
nn = sup lnf I NT xX).
2,€(0,D) z€(0,D) ( ( O))( )

Then n;_l > A1(n > 2). By convention, 1/0 = oo
Proof By Theorem 1.3, Proposition 3.2 in ref. [1] and Theorem 1.1, we have

M Az oVl = A AT > (40) 7!

Note that when x — 0,

(7)) ( / 7o Camt /[ (2) - 0

and hence 7} = 0.! The remainder assertions can be deduced from Theorem
1.3. O

Example 1.5 Consider interval [0, 1], b(z)=0 and a(z)=1. Then (4,7, 05) ~
(0.25,0.375,0.4005). But 46 and 8", - - , 8" are 1, 0.4275, 0.4074, 0.4056, 0.405322,
0.405289 successively. The precise solution is 4/72 ~ 0.405285 which can be
obtained by using the test function sin(x7/2). Even though this function is rather
different to the initial one fi(x) = /z, it is very close to the resulting function
f3(x)/f3(1) in two iterations. This suggests us to use a simpler function instead
of f,, to simplify the computation and fast the convergence speed. In particular,
one may use some approximating function of fo/f2(D) instead of f; to avoid the
computation on multi-integrals. Moreover, the identity

f ( ) fn III(fn 1)]( )

is also helpful to decrease the computations. This example shows that 57’1_1 and
5;1’_1 all approximate to Aq.

n>1 is
usually not contained in %’ and may have the integrability problem. It is more natural to use

13 There is a similar question as in part (2) of Theorem 1.2 since the sequence {f,(fco)}

W) = (A (7)) ¢ Awo), 2

instead of the original one.
This remark is also meaningful in the discrete case (part (2) of Theorem 2.4).
14see Appendix.
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Example 1.6 Take b(x) = 0. From ref. [1], we know that 671 > \; > Ao >
(46)71. In particular, when a(z) = (1 + x)?, we have

§=1, A\ =X =1/4.

Hence the lower bound is sharp for this example.'®

Example 1.7 This is a continuation of Example 1.5 but considering A;.
Applying the procedure given in Theorem 1.4 (1), in the first 4 steps of the
iterations, the (maximum, minimum) of I(f,) are the following:

(0.1406,0), (0.1078,0.0525), (0.103166,0.09573), (0.101961,0.100295).

The precise solution is
At =712~ 0.101321

which corresponds to the eigenfunction g: g(x) = cos(rx) with 7(g) = 0. Noticing
that min, I(f,) with fi = /¢ (corresponding to part (2)" of Theorem 1.1) is
usually less powerful than 7];;1,16 it follows that 77;171 and 7]/ ~! all approximate
to )\1.17

2 Discrete case
Consider birth-death processes. Let b; > 0(: > 0) and a; > 0(¢ > 1) be the
birth and death rates respectively. Define

Hi bo - -bi—1
T = —» po=1, p = ———.
H ay---a;

Throughout this section, assume that 4 = >, u; < oo. The process is non-
explosive iff
k

> (k)™ i = o0, (2.1)

k=0 =0

The corresponding Dirichlet form is

D() =3 mibilfies — f. 2(D) = {f € *(m) : D(f) < o0},

15We have 71 = n} = 2 (in both cases, z, = 0o, £1 and €2 play no role), n} = 4. Hence the
first lower estimate is exact and furthermore nY /i1 = n} /n} = 2.

161f we use the procedure given in Theorem 1.4 (2) with fixed xo = 1, then the first four
upper bonds are 0, 0.08333, 0.1, 0.10119 which are clearly better than the ones just mentioned.
Using the procedure of Theorem 1.4 (2), the computation becomes more complicated since it
contains a maximization with respect to x,. However the result is the same since the maximum
achieves at z, = 1 for this example.

17see Appendix.
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Let
1 1
M= S =2 Y LY wh
pibi(fivr = fi) £, fi 52 b Sty
F'={f:fo=0, there exists k : 1 < k < co such that f; = firr
and f > 0 on (0, k|},
_{f fO—O fz>OV7f }

' inf 1. - fII;
go fleny/ fgl]? Z(f) ) g[) fSl};// ir>ll (f)

T = {f: fo=0, there exists k : 1 < k < oo such that f; = firx
and f is strictly increasing in [0, k]},
7" = = {f: fo=0, f is strictly increasing},

& = inf supLi(f)~", & = sup inf I(f)~"
feZF i>0 fej” 120

Theorem 2.1 & =&) = o =&J =&l

Proof Let gsatisfy go = 0 and ||g|| = 1. Next, let (h;) be a positive sequence.
Then

1= Zi:gfﬂi = ;Wi(gi - 90)° =;7U< > (g —gj)>2

j<i—1
(gj+1 — 95)*m;b; ha,
< i —
DS -~ P
A Jj<i—1 J k<i—1

_Zﬂ-] g]+1 Z s Z kak

z>]+1 k<i—1
<D<g>supi DI
~ T
70 Iy i+l k<io1 D
=: D(g)sup H;.
j=0

Let f € F" satisfy sup;>; II;(f) < co. Instead of the mean value theorem, we
adopt some elementary proportion property. Take h; = > i1 Mg fj. Then

Tjt1 1 Iy,
sup H; < sup { d ] = sup —— =supll;(f).
>0 >0 hjt1 — h; ; Ty >0 fiv1 ; prbe >t i(f)

Combining these two facts, we obtain Ag > /.

Let fe F" satisfy sup,>; II;(f) < oo. Set

gi= > 1 >k fre

j<i—1 K% k>j+1
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Then

1 .
Gi+1 — i = — Z 1 fies 20 (2:2)
P kit

and furthermore g € T
1> 1. Or,

. Hence Qg(i) = b;(gix1 — 9i) + ai(gi—1 — gi) = —f; for

Tibi(Giv1 — i) — Ti—1bi—1(gi — gi—1) = —mi fi, t > 1. (2.3)

The right-hand side is controlled from above by —wigi(supi>1 1I;( f))_l. Sum-
ming up in ¢ from k + 1 to oo gives

> mig; < mibi(geen — ge)sup I(f), k=0, (2.4)
2kt =1

Hence supj,~q Ix(g) < supysq [y (f). This implies that

inf sup I (g) < sup I (f)
geEF" k20 k=1

and furthermore
inf sup ly(g) < inf supllx(f)
gEF " k>0 feF" k21
since f is arbitrary. The inverse inequality follows immediately from the propor-
tional property. This proves that & = &/. Dually, & = &).
Let f € .F' satisty f; = fiar and set g = [fII(f)](- A k). Then by (2.2) we have

D(g) = Z mibi(git1 — 9i)°

0<i<k—1
= Z (gi+1— 93) Z 7 fi
0<i<k—1 jitl
= Zﬂ'jfj Z (9i+1 — i)
izl iS(k—DAG-1)
= Zﬂ'ifigk/\i
i1
< \Ig\lzsugﬂi(f)‘l-
1z

This gives Ao < &). It was proved in ref. [5] that Ao > &/ and moreover the
equality must hold. Dually, we have A\g = &).

Theorem 2.2 Let ¢; = ngi_l(ﬂjbj)fl-

(1) Define f1 = /@, fn = fa1I(fn-1) and &, = sup;>; II;(fn). Then &, is
decreasing in n and

Xo > lim &7 >80 > (46)7 Y,

n— oo

where § = sup, >, ngi_l(ujbj)_l Z]}i L.
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(2) For fixed k > 1 define

I = 8 Ak I (FP (A R)),

and then define 6], = supj~, infi>1 II; ék)(/\k)) Then &/, is increasing in n and!®

sl =8 " > lim 6,7 = A
n—oo
In definitions of &;, and &;,(n > 1), replacing II(f) by I(f) everywhere, one obtains
o' and 6. Then 6" < 6”,6!, > &/ (n > 1) and 6" < 6" 1,8/, > 6 _(n>2). In

particular, the modified assertions (1) and (2) still hold, the only change is replacing
&, at the end of (2) by 6571

Proof  Recall that fu1(i) = >, 1 (1b5) " Yops iy e fu(k). Applying
(2.4) to g = f, and f = f,_1, we get

Fart@) <0n_y Y [falG+1) = ful)] = 0nsfuld),  i>1.

Jj<i—1
This proves that 6 < 6”_,. In the same way, we obtain 6 < 8”_,.
Next, by (2.2) and the proportional property, it follows that
k) 1, k) 7,
sup [/, ] (i nk) = sup [£9/£51] ()
i>1 1<i<k
<sw Y wfGAR /Y wiuaw
ISisk ;5 jZitl
k .
<sup > i fa ( JAk/ > PG k)
izl 55t j>it1
—1
[ =sup I; (f{F) }
i>1

<swp 1,20/ 1) A k).

181t is proved in the paper “Computable bounds for the decay parameter of a birth-death
process” by D. Sirl, H. Zhang, and P. Pollett [J. Appl. Prob. 44(2): 476-491, 2007] that 6 here
coincides with ¢’ introduced in [1; Theorem 3.5]. The proof goes as follows. First show that

Z HmPmak

‘Pz/\kj 1 Mgy T =

1

achieves its minimum at ¢ = k. Then, by exchanging the order of the summation, it follows that

the minimum is equal to
1 & 9
— Z HmPm k-
L2 —

Finally, the proof of [1; Theorem 3.5] gives us the required assertion.
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This implies that &, ~' < 8~1 < 6/ ', The proofs for the remainder assertions
are similar to the ones of Theorem 1.2. [

We now study A;. Write f = f — 7(f) and define

F' = {f: fo=0, there exists k : 1 < k < oo so that f; = firx
and f is strictly increasing in [0, k|},
"={f:fo=0, fis strictly increasing},

"= inf sup;(f)"!, "= sup inf I;(f)?
& reF 1‘21([)) i(f) 1 fe&lfi)// 50 (f)

Theorem 2.3  Assume that (2.1) holds. Then & = A1 =
Proof Let f €.%’, then fo =0, f; = firr, and

Z?ijj = —Wofo. (25)
j=1

Write ¢o = supg;cr_1 Li(f) " and ¢ = sup;5o Li(f) ™! Then
k—1
= Zm’bi[fiﬂ — fi]?

COZ[ > Wyfg] [fis1 = fil

=0 ~j>i+1
G-1)AGk-1) )
—Cozﬂgfy > i — fil
=0

= COZ”J‘JFJ[JFJAk — fo]

—CQZTI'J 2 (by (2.5))

< cVar(f).

Hence A1 < ¢ and furthermore \; < &]. It was proved in ref. [4], Theorem 1.1
that A; = £} and moreover the equality A\; = & holds. O
Now, the next result follows directly from Theorem 2.3.

Theorem 2.4  Assume that (2.1) holds. Write ¢; = ZKZ- (b)) 7L

(1) Define f1 = /o, fn = fr 1II(fn 1) and n) = Sup; > 1 (fn) Then A\ >
77// 1 (45)—1'19

19Here is the explicit expression of 7}':

1

nibi (@it — V@) L;l“j“@‘ i( 2 “j> (;“Wﬂ

jzit+l

ny = sup



VARIATIONAL FORMULAS AND APPROXIMATION THEOREMS 527

(2) Fix £ > 1 and define

fék) = fr(zk—)l( A k) II g (fr(Lk—)l( A k))u

n, = sup inf I; (f,(lk)( Ak)).
k>1120

Then 7, ”" > A1(n > 2). By convention, 1/0 = 00.20
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Appendix: Some footnotes.

Footnote 4. One may argue about the sequence { ﬁgﬂc‘))}n>1 since it is usually

not contained in .#’. However, the modified sequence:
(mo) QO( A 330)7 (Io) [f(wO)II(f(IO))] ( A CUO); n>2
is clearly contained in .#’. Moreover,

§ = sup inf IT(f0( Axo))(z
zoe(OD)l‘G(OD)( (A 20)(@)

— sup inf I(f(-Awo))(2)
z,€(0,D) T€(0,20)

F(xg)
= sup inf II 0
z,€(0,D) z€(0,zq) ( )< )

Fxq)
= sup inf I 0
z,€(0,D) z€(0,D) ( )( )

Here in the last step we have used the convention 1/0 = co. Hence these two
sequences produce the same result.
This comment is also meaningful in the discrete case (part (2) of Theorem 2.2).

Footnote 6. The last footnote suggests us to use directly 5-1:

6, = sup Hf(I)H (n>=1) (A.1)
" se.p) D( i) -
as an upper bound of Ay, where f(m) [f(m) II(f(m) )] (+Az). The computation of
8, is easier than &/, since the minimizing procedure with respect to = € (0,z,) is
avoided. For Example 1.5, we have 0; = §7 = 0.375, 8} &~ 0.400509, d ~ 0.404762,
53 ~ 0.404762, 63 ~ 0.405279. It seems that in general one has &, > &/, for all
> 1 but we are unable to prove it. What we have is §,, > (5 for all n > 1, where
5; is defined in the last paragraph of Theorem 1.2. This is a consequence of the
second assertion of Lemma A.2 below. Furthermore, the first one ¢; = ¢’ can be
easily improved by 67

5 = [
1 — Sup sup ——,
z€(0,D) 0<e<a D(fl(z,e))

FOw= [T = (2a-a7)ar

3

(A.2)

where

For instance, for Example 1.5, we have §7 = 0.375, 07 ~ 0.4045 > ¢5; for Example
1.6 with Dirichlet condition at 0, we have )\0_1 =4, 01 = 2, and 67 = 2.5; and
for the standard O.U.-process on (0,00) with Dirichlet condition at 0, we have
Xo =1, 01 = 0.7973, and 0] ~ 0.97.
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This remark is also meaningful in the discrete case (part (2) of Theorem 2.2),
but we will not write down again.
Footnote 12. Very often, we have 77;1’_1 > (46)~!. Here is the explicit formula
of ny:

D C D _c pD c
pe 1 e pe
n =2 sup \/90(96)[/ \F—/ / \F]
z€(0,D) T a zZ z a4 Jo a

One can improve 1y by modifying f; as follows. When D < oo, define
fir% (@) = \// Y1726,
0

2 1
’}/1(,2):%/\1, ’)’2(2): ((ZUO—Z)+)/\1, €1,62 20, e1 +e2 < D.
€1 €2

where

When D = oo, one simply set e5 = 0, ignoring the factor 7. Then, it is obvious
that n] > n1.:
= inf sup I(five2). A3
n €1,€220,e14+e2<D a:e(OPD) (fl ) (4-3)
For instance, for Example 1.7, we have n{ ~ 0.1406 but 7. ~ 0.1072 (with
g1 = 0.5461, g5 = 0.207), and the exact value is 0.101321. For the standard
0O.U.-process on (0, 00) with reflecting boundary at 0, 7} ~ 0.7 but 1. ~ 0.5785
(with eq = 1.445435), and the exact value is 1/2.

Footnote 14. (a) This is the reason to start at n} in the theorem. However, the

(%g)
1

test function f = ¢(- A o) already provides us a meaningful upper estimate:

A1 <7y, where

o [El
= su PPERN
z,€(0,D) D(fl 0 )

am oo} e

o) = [0 v [ e

To see the expression of 7; given above, write Hfl(z") H2 = Hfl(%) H2 — W(fl(%))

Then the first term on the right-hand side comes from Hfl(wO)HQ/D (fl(%)) and
the computation given in the proof (c) of [1; Theorem 1.1]. The second term is
simply an interchange of the order of the integrals

D ToAY C xq D C
TR E Sty
0 0 a 0 z @

and

2
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(see also (A.10) below).
The above discussion suggests that in practice, one may use the sequence

e 1EOE
= %21(?13) D(f(%))

WV
—

(A.5)

instead of 7/, for the upper estimate of A1, where f(%) [f(xO)II(f(zO))] (- Axo).
Actually, since “inf” is rather sensitive, it is not surprising that 7, > 7], for all
n > 1, as a consequence of the next result.

Lemma A.1. For every f € .7/, we have

171 F

D) >r61§5fp)]( )(@).
Similarly, )

/1]

D)~ Lo I(f)(x).

Proof. Let v = inf,c(o, py I(f)(z). Then we have

—/ fe€la > ~f'(x)ef®, x> 0.
0

Since f’ is positive on an interval (0,z,) (here we assume that f is stopped at
xy), we can multiply f” in the both sides to obtain

—f x)/ fe€la > ~f'(x)%eC®), x € (0,x).
0
By making an integration, we get

/f dx/ FeCla> /f“

By using the integration by parts formula and noting that fOD fe€/a =0, and f
is a constant on (x, D), it follows that the left-hand side is equal to

_/OIO [/Orfec/a}df— —f(az:o)/gc0 fec/a+/x0 f?e/a

oo [ e [ e

/ P2e/a.

Collecting the last two results together, we obtain the required assertion.
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For the second assertion, we start at

D
/ fe€la =y f (x)ef®), x> 0.
€T

/O% ' (z)de /wD £e€/a > 7/0% £2C.

Applying the integration by parts formula to the left-hand side, we obtain the
required assertion. [

Then

The effectiveness of {7, } is shown in the footnotes of Examples 1.6 and 1.7
below.
(b) An alternative modification to use 7] is simply replace the original

TNAT
fa) = [ ey, w0
0

with N
xT IO
£ (@) = / y(@o — y)eCWdy, x>0
0

Then the resulting new sequence {7, },>1 provide us rather effective upper esti-
mates. Certainly, by using this test function, one gets a new 71, defined by (A.5).
The new one is often better than the original one (as checked by Example 1.7
and the standard Gaussian case) but may be worse, for instance, the new bound
for Example 1.6 is 3/2 but the original 7; is 2. The idea of this modification is
to make the derivative of the test f’ to be zero at 0 and x,, which is the main
property of the eigenfunction on the interval (0, z) with reflecting boundary. This
is the reason why the factor y(x, — y) appeared in the last formula. Based on
this, a further improvement goes as follows. Define

1
’)/1(2):;/\1, ’yg(z): <€($O—Z)+>/\1, 81,5220,€1+€2§$0
1 2

and redefine our first test function as
(10751@2) _ #A%o -C
1 (z) = Y172 .
0

When ¢; = 0, the factor v; (j = 1,2) is ignored. Then the resulting new 7} works
very well, even though the computation becomes little more complicated, but is
often easier than computing the original 7).

We now define

7(370751762) 2
’[71< = Sup Sup H‘fl H .
:cOG(O,D) €1,6220,e1+ea<z D(f1(1307€1762))
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Clearly, we have 71 < nj. In practice, we suggest to use 771‘_1 or more simply 7; !
as an upper bound of A;.
(c) Finally, we make some remarks about the computation of n, and 7,,.
First, we compute inf, ¢ q) ! ( f) more explicitly for general f with f(0) =0

and stopping at z: f(y) = f(y A z). To do so, set ¥ (y f e“/a and use the
integration by parts formula

q q
/ hec/a:—[hw]\g—i—/ h'1.
P p
Then

/fec/a——‘ /fw

Yy
— ) ) + 7 () (W (y) — 9(0)) +/0 fo, y<a

Next,
n(f) = [ / fe€ Ja+ fa) } / fo. (AT
Thus
e~ CW) Dfec/a
__ Jo fe€/a
eCW f'(y)

:M[[fw](yH/jfwﬂb(o)/jf’w]’ ys (A.8)

In particular, if we take

then

inf I(f)(y)= inf [[¢¢](y)+/y“’e_cw_W/Oxe_c¢];

y€(0,z) y€(0,2)

and if we take

then

| o C ) [
L TN = e ey {[W](y”/y o= o ¢]‘



VARIATIONAL FORMULAS AND APPROXIMATION THEOREMS 533

Next, we discuss sup,¢ (g, p) HfH2/D(f), again for f with f(0) = 0 and stopping
at x. First, by using (A.7). we have

F=f-u( /fw,

and

x D
0|7 = / P a+ fa)? / e/

— F(0)2(0) +2/0 i
— 2/0 F1 + m(f)*0(0)

x*/ 1 T ) 2
= ffw+¢(0)</0 f¢>

Next, we have

Therefore

VI an [ aro- ([ )]/ [ e
= e |2 [apee (L) | e

In particular, for f = (- A z), we obtain

ne s sla ot du ([ ) o

Footnote 17. As we have seen in Example 1.5 that § = 1/4, hence (46)~1

2= A £ 6-L But 7, = 64/729 ~ 0.08779, it ~ 0.101127 (with , = 1,
g1 = £9 & 0.345492, due to the symmetry of the boundaries), n} = 9/64 ~ 0.1406,
N1+ ~ 0.1072, and so

" 9 64 6561 ny .
Lzl = — _— ) 1 .6, ]- 4 771
m 64/ 729 4096 771 ny

~ 1.06.

Furthermore, we have 73 ~ 0.10119, 73 ~ 0.10132. The last one is almost sharp.

Here are additional examples on the half line we have computed so far. For
all of them, we have n{ /71 < 2. For instance, for the second example below, we
have 71 =~ 0.37, nf ~ 0.48 (with z, = 2.895, e1 = 0.675, e; = 1.85), n{ ~ 0.7,
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and 71, ~ 0.5789. Hence n1./n] ~ 1.206. In the table below, P,(x) means a
polynomial in x with degree n.

a(z) b(x) A Egenfunction
1 -1 1/4 e2(x/2 - 1)
1 —x 2 Py(z)=2*—1
1 —(z++3) 4 Py(z)

1 —(z+V3+6) 5 Ps(z)
1 —(z+V/5+10) 6 Ps(z)
1 —43 unknown unknown

Cleaurly7 it should be rather hard to get a good and general upper estimate for the
ratios 0y /71, n{ /05, or ni. /N5, except the obvious fact that

s < 771 < 711
un U m
Footnote 20. Similar to the footnote given in the proof of Theorem 1.4, we may

redefine f\") = [fT(Lk_)IH(fik_)l)](- A k) for n > 2. Then we also have the upper
estimate 7, ! for \;, where

1221

sup n>=1, (A.12.)
k>1 D(f(k))

M =

In particular,

n =sup1{2k [Z > m] } (A.13)

k21 Pk L2 =0 Habi i>j+1

where the first term on the right-hand comes from the proof of [1; Theorem 3.5]

and )
R D AP

j<i—1 Mj j=i+1

Finally, we mention that the discrete analog of Lemma A.l is meaningful in
the present context.

Up to now, we have not worked on the convergence of all the approximating
sequences. The reason is that the computation of these sequences is generally not
practical. Fortunately, we need only a few of the steps of the iteration in practice,
or even easier just modify the initial test function based on the first few of the
iterated functions or on some rough knowledge of the eigenfunction, as illustrated
by the use of f(gC €) fl(sl’eg) and fl(xo’el’EZ). These modifications are meaningful
for general s1tuat10n, in the next paper one can see much more examples of the
design of the test functions for a particular model.
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Abstract  For compact, connected Riemannian manifolds with Ricci curvature
bounded below by a constant, what is the linear approximation of the first eigenvalue
of Laplacian? The answer is presented with computer assisted proof and the result is
optimal in certain sense.

Keywords: First eigenvalue, Riemannian manifolds, linear approximation

1 Main result

Let M be a compact, connected Riemannian manifold, without or with convex
boundary OM. When OM # (), we adopt Neumann boundary condition. Next,
let Ricps > K for some K € R. Denote by d and D respectively the dimension
and diameter of M. We are interested in the estimates of the first non-trivial
eigenvalue of Laplacian. On this topic, there is a great deal of publications (see
refs. [1-3] and references within). One of the problems is to find out a linear
estimate, formally independent of the dimension d (cf. Problem 1 in ref. [4]):

M > 7%/D?+ 0K (6 €R). (1.1)

Typeset by ApMS-TEX
535
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The linear estimate has been improved step by step as follows:

N

™

Zhung & Yang (1984)0!. L it K > 0.
2 K .
Yang (1999)1]. et HK=0
w2 T 2 .
Chen &Wang(1997)0!. Tz + max {4d, 1- F}K, if K >0
(1—2/7 ~ 0.36338)
2
Cai (1991)!7). % + K, iK<O0.
Chen & Wang (1997)5 ™ (T 1k K <o
en ang ( )l D2 + 5 , K<
(7/2 — 1 ~ 0.5708)
2
Zhao (1999)18]. % +052K, K <0

The first estimate is optimal at K = 0. It was also proved in ref. [8] that
A1 = m2/D? + K/2 whenever —572/(3D?) < K < 0. The main result of the
paper is as follows.

Theorem 1.1 (computer assisted).! In general, we have \; > 72/D?+ K/2
for all K. Especially, we have

M =>n?/D*+(3-m/AK, ifK >
M > 7% /D? + (n? )4 - 2)K, if K < —4/D% (1.3)
M = 7%/D? + (12 /8ag — K, if K

where g = 0.85403 is the unique solution to the equation

1
eo‘:2a/ eV’ a €0,3).
0

More explicitly, 3 — 72 /4 ~ 0.532599, 72/4 — 2 ~ 0.467401 and 72 /8y — 1 ~
0.444563. Actually, the result can be further refined by using more exact solutions,

L[Sep. 23, 2007] Actually, this paper (especially, Lemma 2.5) proves the following result. Let
a = D?K/8. Define

oo 1 m

H(z)= > i [[i2@k-1)a—-2], x>0

m=0 k=1

and let Ao be the first root of H on (0,00). Then the optimal linear approximation of A1 is as

follows.
A > 4/\0/D2. (Lemma 2.1)

Certainly, this result is not explicit and the aim of Theorem 1.1 is to present some explicit
estimates.
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given in the next section, to an ordinary differential equation. For instance, with
a partially numerical proof, we will show in the last section that

M > 7%/D? + K/2+ (5 —n%/2)D?*K?/8,  if |[K| <4/D? (1.5)

with equality holds at K = 0 or |K| = 4/D?. Tt is explained in the next section
that the above result is optimal in certain sense. This may yield some confusion
since to our knowledge, there is still no concrete geometric example with negative
curvature for which A; is precisely known, and moreover, one is looking for the
dimension-free estimate here. On the other hand, in order to determine the precise
constant, one has to handle several double or triple integrals, they are rather
technical and may have no special value and so are left to computer. Hence, the
result is computer assisted. Of course, the method used here can be also applied
to improving the other corollaries given in [3].

2 The ideas of the proof

The proof consists of four steps. First, apply the variational formula for the
lower bound of A1, given in ref. [3], to reduce the higher-dimensional case to
dimension one. Next, simplify further the one-dimensional problem in terms of the
dimension-free consideration. Thirdly, find out some particular solutions to the
Sturm-Liouville eigenvalue problem, this provides us a possibility to determine
the constants given in (1.2)—(1.5). Finally, apply an approximation procedure,
introduced in ref. [9], to proving that the linear approximation holds. Actually,
one purpose of the present study is to justify the power of the approximation
procedure. In the last two steps, a duality between +a (Ja| < 1/2) (see Lemma
2.6 below) plays a critical role. The first three steps are completed in this section
and the last step will be completed in the next section.

The variational formula given in ref. [3] is as follows:

-1

A >4sup inf f(r){/ore_c(s)ds/sD [ecf](u)du} , (2.1)

fez r€(0,D)
where
c) = [ s
| —2y/K(d—1) tan [5y/K/(d—1)] if K >0,
)= 2/—K(d—1) tanh [5\/=K/(d—1)]  if K <0,

F ={f€C[0,D]: flo,p) > 0}

Here .# is the set of test functions. The estimate given in (2.1) is essentially a
comparison theorem for eigenvalues (cf. refs. [3] and [10]). Actually, if we denote
by )\(()1) the first mixed eigenvalue of the operator L; = 4d?/dr? +~(r)d/dr (with
boundary conditions f(0) =0, f/(D) = 0), then

A= )\(()1) > the right-hand side of (2.1).
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In details, if there exist f : f(0) = 0, f'(D) = 0, f'|(0,py > 0 and constant ¢ > 0
such that

Af" +4f +ef <0, (2.2)

then Ay > ¢ (actually, whenever )\((]1) > (, the eigenfunction of )\(()1) must satisfy the
conditions as those of f just listed above). In fact, the last assertion is equivalent

to )\(()1) > the right-hand side of (2.1).

Before moving on, let us mention an equivalent result. Since v is odd: y(—r) =
—~(r), the first mixed eigenvalue of L; on (0, D) coincides with the first Neumann
eigenvalue of Ly on (—D, D). Hence, the last eigenvalue lower bounds A\;. This is
the main result presented in, Theorem 2 and its Remark of ref. [11] and Theorem
14 of ref. [12].

As pointed in ref. [4], when d 1 oo, v(r) 1 —Kr. Thus, it suffices to consider
the mixed eigenvalue of the operator

d2 d
Lo =45 _KrS
2 dr? "ar

because every solution to the differential inequality
4f" — Krf' +ef <0 (2.3)

with the same boundary conditions must satisfy (2.2). Conversely, if (2.2) holds
for all d, then so does (2.3). On the other hand, by making a change of the
variable, one reduces D to be 1. In details, if we denote by A\g = Ag(«) the first
mixed eigenvalue of operator

d? d
L=— — 21—
A2
on the interval (0,1) (with boundary conditions f(0) = 0 and f’(1) = 0), where
a = D?K/8, then we have the following result.

Lemma 2.1. \; > 4)\/D?.

From now on, fix the notations «, L and Ao = Ag(«) just used above. It is well
known that there is no explicit solution of Ay for general a. Fortunately, we do
have some particular solutions. The first one below is well known.

Lemma 2.2. When a = 0, we have eigenvalue \g = 72/4 with eigenfunction
g(x) = sin(mx/2).
Indeed, we have infinitely many particular solutions.

Lemma 2.3. For each integer n > 2, let «,, be the minimal positive root of the

polynomial
n

(—da)k—t
Z (n—k)!1(2k —2)1

k=1
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then we have eigenvalue A\g(a,,) = 2(2n — 1)a, with eigenfunction

n

1
. _ _4a, k—1,2k=1
gn(2) ;(n—k)!(zk—l)!( an)" @
Here are the first four particular solutions.
n an Ao(a)
2 1/2 3
3 (3—6)/2 ~0.275255 5(3—V6) ~ 2.75255
T
4 5(5 — /10 cos f — /30 sin ) ~ 0.190164 lday = 2.66229

1
0= garctan\/3/2

7 B 1 14 21— B?
5 | =——=— —-/—— 4+ ————~0.145304 18ais ~ 2.61546
B V2

1
B := \/7+ V70 cos (3 arctan \/3/7>

When n > 6, one has to use numerical computation. Note that «,, is strictly
decreasing as n increases. This result corresponds to the positive curvature. It is
interesting that a “dual” of the result gives us particular solutions to the case of
negative curvature.

Lemma 2.4. Letn > 2 and «, be the same as above. Then, corresponding

to @ = —ay,, we have eigenvalue A\o(—a,,) = 4(n — 1), with eigenfunction
2 & 1
n — QR —4 n k—1 2k71.
gn(@) =€ kzl(n—l—k)!(%—l)!( o)t
Additionally, corresponding to o = —ayg (given in Theorem 1.1), we have \o(—ayp) =

209 with eigenfunction

g(x) = gm0’ /gC eV’
0

Having the lemmas in mind, it is easy to understand the meaning of Theorem
1.1. The general estimate means that the curve Ay = Ag(«) has the tangent line
Ma) = 72/4 + a from below. The estimate (1.2) means that the curve Ag(a)
on [1/2,00) is above the straight line connecting the two points (0,72/4) and
(1/2,3). Similarly, the curve on (—oo, —ap] is above the straight line connecting
(0,72/4) and (—ayp, 2ap). These facts explain the meaning of the term “optimal”.
It should be clear now that one may further refine Theorem 1.1 by using the other
particular solutions given by Lemmas 2.3 and 2.4. For instance, the last straight
line may be replaced by the tangent line to the curve Ag(«) at —ayp.
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To prove the lemmas, we need some preparations. The first one below is a
characterization of the eigenfunctions.

Lemma 2.5. The eigenfunction g of \g(«) can be expressed as

g(w) = Y o [ 202k = Da— Ao(a)]. (2.4)

Moreover,

the sign of equality holding iff z = 1:

Z H (2k — 1)ar — Ao(a)] = 0. (2.6)

m:O T k=1

Proof. Let o € R. Consider the differential equation f” — 2axf’ + Af =0
on (0, 1) with boundary conditions f(0) = 0 and f/(1) = 0. Without loss of gener-
ality, one may assume that the eigenfunction g of A\g also satisfies g’|(9 1) > 0. Let
[ be a solution to the equation with power series expansion f(z) = >~ ja,z".
Then, the boundary condition f(0) = 0 gives us

2an — A\

——a,, n>1.
(n+2)(n+1) "

ag = 0, az, =0, (pqo =

Without loss of generality, let a; = 1. Set 8,, = a2pm_1, m = 1. Then, we have

20(2m — 1) — A

m = ms 2 1.
bt = = om 1) ” "
By induction, we obtain
8 LTk - oA >1 (2.7)
m - - m z
@m-1) 1 “

and then

00
_ Z /8 .,L.2m71
= m

m=1

The series always converges absolutely since = € [0,1] and |Sp+1/8m| ~ m
The same conclusion holds for

-1

Z 2m —1 Bmx 27
m=1
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as well as for f”(z). Now, the boundary condition f/(1) =0 gives us

i (2771 - 1)Bm =0.
m=1

Next, when A = Ag(«), we have f'(z) > 0, the sign of equality holds iff at
the boundary x = 1. From this, one deduces (2.5) and (2.6) by simple computa-
tions. [

The next result describes the “duality” mentioned before.

Lemma 2.6. Let || < 1/2. Then Ao(a) = Ao(— ) + 2a and its eigenfunc-

27n 1

tion has the expression g(z) = e Y°°_ Gmy ey =202k + Da — Ao(—a)).
Moreover,
S om  m
T
Y T T2k - Da— do(—a)] >0, 2.8
ot (2m)' kl_Il[ ( )a 0( Oé)] ( )

the sign of equality holds iff z = 1:

Z

m= 0 k=1

m

2(2k — 1) — Mo(—a)] = 0. (2.9)

Proof. Let f(z) = e_o‘””gg(:z). Then the equation
g’ —2axg +Xg=0

becomes
"+ 20z f + (AN +2a)f =0.

This provides us the duality between o and —a. However, the condition ¢’|¢ 1) >
0 becomes f' > —2axf on (0,1), and

9'(1) =0+ f'(1) = —2af(1).
From the first paragraph of the proof of Lemma 2.5, it follows that

o] m—1
1
_ 2m—1 _ _ _ _ _
Replacing A by X + 2a, we get
1 m—
= ———————— 2(2 o — 22k — o —
B = @m T H k+1a—N] = 2m_]“H k—1)a— ).
k=1 k=
Now,
f(x) = E Cr ™2, Cm = (2m — 1) 8.
m=1
f'> 2azf < c; > E (—Cmy1 — 20Bp)x>™. (2.10)

m=1
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Note that ¢;41 + 208, = ﬁ [T, [—2(2k — 1)a — N'] and ¢; = 1. By (2.10),
27n

the inequality f’ > —2azf holds iff 1 > — "> | Gt [T =22k — 1)a — N,

that is,
Z x H 202k — 1) — N > 0. (2.11)

m 0 k=

Thus, f'(1) = —2af(1) iff

2m

—_

e

Mg

—2(2k — 1)a — N =0. (2.12)

H’:]S

3
Il
(=)

By Lemma 2.5, the last two conditions (2.11) and (2.12) mean that )\’ is the first
eigenvalue of the operator L = d?/dz? + 2axrd/dx with eigenfunction

Z G =T H 2(2k — 1)or — N

m:l

and so X' = A\g(—a). Returning to the original A\(= A’ + 2«) and g, we claim that
Ao(@) = Ag(—a) + 2a and its eigenfunction g = e‘”Qf has the expression given in
the lemma. [0

Proof of Lemma 2.3. Let n > 2 be an integer and set A = 2(2n — 1)«
with @ > 0 to be determined later. Then we have 8y = 0 for all £k > n + 1.
Furthermore, it is easy to check that

=T _(Z)Q;,j!_ i(—4e) 1<k<n (2.13)
Thus,
f@)= -1y k)lt% (et
k=1
and f'(1) =0 iff
n (_4a>k—l B
2 n—miEk—2 (2.14)

From this, one finds the minimal root «,,, which then gives us the eigenfunction
=f/(n—=1L O

Proof of Lemma 2.4. Let o, (n > 2) be given as in Lemma 2.3. Then

m—1

H [2(2k + 1)y, — Ao(an)]

k=1
_ { (—4a,)™ 1 (n—-2)!/(n—1-m)!, iftm<n—1

0, otherwise.
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Hence

2m—1

_anxQ s X o B B
e mz:(zm_l,kll 2(2k = 1), — Ao(own)]

m12m1

n—1
X
_ —anpx? _ |
et (n mZ::l n—l— N(2m — 1)

By Lemma 2.6, we have \o(—a,,) = Ao(a,) — 20, = 4(n — 1)a, with the required
eigenfunction. We have thus proved the main part of the lemma.

The proof of the last assertion is much easier. Again, one needs to show that
9(0) =0, ¢'|(0,1) > 0and g’'(1) =0. O

3 Proof of Theorem 1.1 (computer assisted)
By Lemma 2.1, it suffices to show that

Ao =7m2/4+a, for all « (3.1)
Ao =>7m2/4+(6—-7%/2a, ifa>1/2 (3.2)
Ao =72 /4 4 (12)2 — 4)a, if o < —1/2 (3.3)
o = 72 /4+ (7% /4ag — 2)a, if o < —ayp . (3.4)

By Lemma 2.2, the four inequalities all become equalities at & = 0. By Lemmas
2.3 and 2.4, the equality in (3.2)—(3.4) also holds at & = 1/2, —1/2 and —ay
respectively. We need to show that the inequalities hold for all other o. The idea
is using an approximation procedure proposed in ref. [9].

Let

C(z) = —ax?,
= {feClo,D]: f(0)=0, fl(,1) > 0},

T 1
H(f)(a) = f@) [ e OWay [ geC.
0 Y
Clearly, II(f) € % for every f > 0. Define

p(z) = / e Wy,
0

flz\/(z7 fn+1:ntI(fn)a n>17

Oon = Elg]f)ﬂ(fn)() ,

8, = sup II(fy)(z)""
z€(0,1)

It is proved in ref. [9] that d,, | and 0, T as n T, 5;;1 > A\ = 6, ! for all n. Thus,
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by (3.1)—(3.4), it suffices to show that there exists some n > 1 such that

sup II(fn)(x) < [r?/4+a] ™, if o) <1/2 (3.5)
z€(0,1)
sup II(fn)(x) < [r?/4+ (6 —72/2)a] 1, ifa>1/2 (3.6)
z€(0,1)
sup I1(f)(@) < [72/4+ (/2 — 4)a] 7,
z€(0,1)
if —ap <a<-1/2 (3.7)
sup II(fn)(x) < [r?/4 + (7°/4ag— 2)a] 7,
z€(0,1)
if —05071'2/(7'['2— 80[()) <a< —Qp. (38)

The difficulty comes from the fact that one has to compute one- or two-
more multiple of integrals in each iteration. Thus, it becomes impractical for
more than three iterations, unless the integrands are simple (polynomials, for in-
stance). Because the iteration is not only an approximation for the eigenvalue but
also for eigenfunction, it is natural to use certain modification of the explicitly
known eigenfunctions as initial function instead of the original one: f; = /.
Correspondingly, divide the interval real line into five parts: [1/2,00), (0,1/2),
(—1/2,0), (—ap, —1/2) and (—agm? /(7% — 8ay), — ).

(a) First, we consider the case that o > 1/2. This is a little far from the linear
approximation and so it is easier to handle. Take fi(z) = x — 23/3, which is the
eigenfunction of A\g when o = 1/2. Define

T 1
Im(z) = / eay2dy/ u2mlemau gy, m > 1.
0 y

Then
Tms1 (@) = —oe (@) + =gl T (g (3.9)
(A 2(2m + 1)« mt,
where ¢(z) = [ e*¥", and so
m—1
e “p(x) (m —1)!
Im(x) = —
_ 1 — lk+1
2 pors (m—1-k)la
—1
17 — 1)1 p2(m—k)-1
+ (m — Lo . (3.10)
2 = (m—1—k)la*+12(m — k) — 1]
Hence
x 2 1 2
fa(z) = eV dy/ fi(w)e " du
0 Y
= Jl(x) — Jg(l‘)/3
1-2a _ 3a—1 1 5
_ a o -1 _ L. 11
R R R T (3.11)
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Then we claim that II(f1) = fa/f1 satisfies (3.6) on the interval [0.725, c0). That
is, the curve [f2/f1](z) should be located below the straight line y(x) = [72/4 +
a7t It is just at this place, we use mathematical software to plot the functions
(All the checks in the paper are done by using Mathematica 3.0 on PC 266). We
remark that it is often true that once the required conclusion holds at some .,
which is in the interior of the considered interval, then it should also hold for
all @ > . on the interval. We will no longer repeat this fact in what follows.
The reason we use fo/f1 < C rather than the equivalent inequality fo < Cfy,
which is easier in computation, is that the inverse of the supremum (infimum) of
f2/ f1 represents a lower (upper) bound of Ag. Hence, the oscillation osc(f2/f1)
describes the difference of fy and the eigenfunction (the smaller oscillation is the
closer one). In other words, if osc(f2/f1) is not very smaller, then there is still a
room for an improvement in the next iteration.
To cover the interval (1/2,0.725), we use one more iteration. Because

T 1
frns1(z) = / e_c(y)dy/ fn(u)ec(“)du
0 Y
1
= / Fr(w)e€@o(z A u)du
0
T 1
= / fn(u)ec(“)go(u)du + gp(w)/ fn(u)ec(“)du, (3.12)
0 x
combining this with (3.9)-(3.11), we get

x 1
falz) = / e dy / fa(w)eo du
Yy

3a—1 1
= oz T g
1 _ 2 xT 1
2ae_a [/ ¢(u)26_a“2du + go(:z‘)/ @(u)e‘o‘“2du]
6 0 T
_1—2ae_a (x)+9a—4$_ 1 23
T 003 ¢ 7 360% © 10802

+ L- 2ae_a [/m o(u)2e " du + p(z) /1 ‘P(“)e_aﬁdu} ‘

2
6 0 z

Only double integrals are met here. The computations made above decrease the
multiplicity of integrals, which are critical in using mathematical software. Then,
we need only to check by computer that II(f2) = f3/f2 satisfies (3.6) on the
interval (0.5,0.725). Certainly, it is helpful to simplify the expression first before
going to plot it.

(b) Next, consider @ < —agp. This is also an easier case. Take fi(z) =
e [ e=¥" Then, by (3.12),

fole) = [ hwptie ™ dut o) [ fiwe =
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:/ dugp(u)/ —ay” dy + ¢(z / du/ —oy® dy
0 0

—/;Wﬂo()[w()—w()( — e} /2],

where p(z) = [e ov* and t(z = [y ay®  Then II(f,) = f2/f1 covers the
interval (— a07r2/(7r — 8ayp), —1. 55) To cover the other part of the interval, one
has to use the next iteration (cf. (3.12)):

f3(z) = /0 Ig&(u) fo(we du + o(x) / fo(uw)e ™ du. (3.13)

Here, a triple integral is used. In plotting the functions, one has to be careful
about the computation errors. For instance, at the point —ag, the ratio f3/fo
should be the constant 2ag in the interval [0,1], but the result picture can be
different.

(c) Now, consider o € [—ag, —1/2). Recall that C(z) = —ax?. It is natural to
take f1(z) = ze®®" . Then

) = /Or frpe® + o() /; fre€
= /OI uap(u)du—i—tp(x)/ml udu

However, II( f1) satisfies (3.7) only at one point & = —1/2. So, we have to go to
the next iteration.

f3($):/ fape® + o(x /f2€

:2[1+21a] [/gp ¢ + o(x )/;WC} _;[/:W(u)du+@(x)/:udu}
|

1 ! () x 2
=21 i 2 C / c __ r\v) ax”
2[ +2a] [/0 wret o) | et =T Tea2®

Again, only double integrals are met here. Then, check that II(fy) = f3/fe
satisfies (3.7) by using computer.

(d) We now go to the harder part of the proof: |a| < 1/2. First, we mention
that the conclusion holds in virtue of ref. [8] and Lemma 2.6. Here, we propose
several different ways to check it.
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Let o € [0,1/2] for a moment. As we did before, it is natural to take f1 = g,
defined by Lemma 2.3 as the test function. When n = 3, the first iteration fa/f1
covers [0.23,0.5]. The computations are rather easy in terms of (3.9) and (3.10).
When n =4, f3/f1 covers [0.166,0.23] and so on. Alternatively, one may take

2m—1

=D H [2(2k — 1) — V]
P

HME

for large enough M, where N = 72/4 + a + (10 — 72?)a?, and check that fo/f;
(recall (3.10) again) covers an interval containing «. This method is based on
(2.4) and (1.5) (see also (3.17) below). However, we have a more simpler test
function described below.

Let o € [-1/2,0], which is easier to handle than [0,1/2] learnt from practice.
To begin with, we explain how to choose a new test function. When a = 0, the
eigenfunction is g(x) = sin(7wz/2). Inserting this into the differential inequality

g’ —2arg +e9<0 (3.14)

gives \g 2 €max = w2 /4 + 2a. Unfortunately, unless av = 0, epax i less than the
estimate required by (3.1). One may use g as the initial function instead of /¢,
then the region of « for which (3.5) holds can be enlarged step by step by the
iterations. But there is a more effective method. That is, optimizing g first, so
that (3.14) produces a better lower bound and then go to the iterations. In the
present situation, we take fi(x) = e sin(Bx), B € (0,7/2]. It is a modification
of the eigenfunction regarding —ax (—a < 1) as a constant. Then, f{(z) has
minimum f](1). Moreover, f{(1) > 0 iff Scot3 > —2a. Note that when
increases from 0 to 7/2, Bcot 3 decreases from 1 to 0. Use § as a parameter
and let —a = Bcot $/2. Inserting this f; into (3.14), one deduces the estimate
Emax = 3%+ B cot B+ (Bcot B)? which is better than the one deduced by using g.
In conclusion, we take

filz) = e’ sin(fBx), = —fBcot 3/2, B e (0,7/2].

o) = [ ey [ in lsm (Bu)d

ﬁ/ cos (By) — cos B3]

cos f3

-3 / e cos(8y) ~ 5 ().

Only single integral is used now. Then, use computer to check that II(f1) = f2/f1
satisfies (3.5) on the interval g € (0,1.195]. By using (3.13), the next iteration
covers the interval [1.195,1.51]. Thus, in two steps of iterations, we cover 0.96
part of the interval [0, 7/2]. The only remainder part is (1.51,7/2]. For this, one
has to go to the third iteration. Here, we mention that it is possible to reduce
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the multiplicity of the integrals Recall that C(z) = —az?, p(z) = [ e ¢ and
= [, €. Define £(z) = [ €“p. Then

R R
[ 50 = [ o= ) - Gue) - [ v

Thus, by (3.12), we have

uss(0) = [€6ul(a) = [ 82+ (@) | u)0) = () 0) - /:wf;l,
fia () = <>l<fnw><> (o)) - /:wf,zl. (3.15)

The required assertion II(f,) < 6 now becomes

lf(w)—5lfn(m)+<ﬂ(w)[(fnw)(1>—(fnw)(rv)— / wfnl < [(en @

When n > 2, the multiplicity of the integrals in (3.16) is the same as that of f,, but
is smaller than the one of f,, 1. At the present, we have n =3, § = (72/4+ )71,

fo(x) = " [cos(Bx) — cos B]/B,
5 1
fia) = e [<f2w><1> - @) - [ wfgl,

fa(@) = [€f2)(x / efy+ ple [fzwxl)—(fzw(x)— /;M]

by (3.15). Next, denote by F'(x) the difference the right- and left-hand sides of
(3.16) for fixed . To show that F'(x) > 0 on [0, 1], it is not necessary to plot ' on
the whole interval. Because, by using numerical integration at a few points of x,
it is easy to see that the function F' first increases and then decreases. Thus, since
F(0) = 0, it suffices to show that F'(1) > 0 which becomes much easier in view of
(3.16). This iteration extends the available interval to [0, 1.564] (the corresponding
a-interval is [0.0053,0.5]) which covers 0.996 part of the whole interval [0, 7/2].
We are satisfactory to stop at this step in view of the limitation of the accuracy of
the computations. Another different way to check the conclusion will be discussed
in the last part of the proof.

Before moving on, let us make some remarks about the test functions used
above. Note that the restriction § > 0 is used in (d) and so —a < 1/2. When
B =0, fi is degenerated. However, if one replaces fi(x) by e’ sin(fx) /B, then
filzx) — ze=®/2 as B — 0. The limit is just the eigenfunction at o = —1/2.
Since the change by a constant does not change II(f,), the above proof is still
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valid without any change, but now the available region of 8 can be extended to
the left-end point o = —1/2 on the interval.
In case (b), one may use a more general initial function

fi(@) = e’ / A (8 < —a).

0

Then f| > 0 iff e > —2a fol ¢#Y’. When —a 1 1/2, one has 8 | 0. Hence we

also have fi(z) — ze~®"/2. This explains the relation between the three explicit
eigenfunctions at « = 0, « = —1/2 and o = —ay.
In the proof (c), one may also use

fi(@) = e’ /0 e (8 < —a).

Similar to (d), regard 5 (8 > 0) as a parameter and let o = —6’6/2 fol Py’
Then, one step of iteration covers the region (—ag, —0.605), but unfortunately
not (—0.605, —0.5). Now, one may go to the next iteration. However, this con-
cerns triple integrals and so is less convenient than the one used in proof (c).

(e) Finally, we prove (1.5). First, by using Mathematica, it is easy to write a
program in a few of lines to compute «,, and then \g(«,,) defined in Lemma 2.3,
and check that

Ao(an) =2(2n — Day, = 72/4+ ay, + (10 — 1) (3.17)

for all n(> 2) up to a large number, depending on the limitation of a computer.
In other words, (1.5) holds at each point o« = a, > 0, and the sign of equality
holds at & = 0 and o = a3 = 1/2. The same conclusion holds if «,, is replaced by
—a,, because of Lemma 2.6.

Next, since the differences between the eigenvalues A\g(«) and the quadratic
function y(a) = 72/4 + a + (10 — 72)a? along the sequence {+a,,} are all rather
small, at most ~ 107°, and the curve A\g(«) is regular, it should be believable that
the curve \g(«) is located above the curve y(«). One may check this by using the
standard power series solution to the eigenvalue problem, since we are now in the
smaller region: |a| < 1/2. To do so, define {3,,,} as in (2.5). For each o € [0,1/2],

find the minimal root of u

> (@2m—1)pn
m=1
for large enough M (say, 33) (Again, one needs a program here). Then the root
can be regarded as an approximation of the eigenvalue \g(«).
Finally, since the straight line z(a) = 72/4 + o tangents to the curve y(«a), the
straight line z(«) should also be located below the curve A\g(a)) on the interval
[—1/2,1/2].

We have thus completed the proof of the theorem.
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ABSTRACT. The aim of the paper is to establish two dual variational formulas for
the first Dirichlet eigenvalue of second order elliptic operators on half-line. Some
explicit bounds of the eigenvalue depending only on the coefficients of the operators
are presented. Moreover, the corresponding problems in the discrete case and the
higher-order eigenvalues in the continuous case are also studied.

The Sturm-Liouville eigenvalue problem consists a classical topic in analytics,
in which the first Dirichlet eigenvalue problem on finite intervals is the most
essential and typical one. There is a great deal of publications on this problem (cf.
ref. [1; Chapter 5] and references therein). As a complement of the classical theory
and a continuation of refs. [2] and [3], the variational formulas and explicit bounds
for the eigenvalue are presented in the paper, and the higher-order eigenvalues
are studied at the end of the paper. Our investigation is split into two parts: the
continuous case and the discrete one.

1. Continuous case.

Consider the differential operator L = a(z)d?/dz? + b(z)d/dz on a finite in-
terval or half-line (p, ¢)(—o0 < p < ¢ < +00), where a(z) is positive everywhere
(limz— 400 a(z) > 0 if ¢ = +00), with Dirichlet boundary at p and q. We adopt
the convention f(400) = lim, 4 f(z) when ¢ = +00. Throughout the paper,
assume that

q eC(:t) q
/ ——dx < o0 and / e “@dz < oo, (1.0)
C) v

Key words and phrases. First Dirichlet eigenvalue, variational formula, elliptic operator,
birth-death process.
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where C(z) = f; b/a. From probabilistic point of view, under the first condition
in (1.0), the second condition is equivalent to that the process is transient. Other-
wise, the process is positive recurrent. Then, the situation can be reduced to the
one dealt in ref. [2] since the infinity boundary plays no role. See Remark 1.7 for
more detailed analytic remark on (1.0). If ¢ < co and a is continuous, then these
two conditions are trivial. The classical variational formula for the first Dirichlet
eigenvalue of L is as follows:

Xo =inf{D(f): f € C'(p,q) N Clp,q], f(p) = f(q) = 0,7(f?) =1},
where

D(f) = / qa(w)f’(x)zﬂ(dx), m(dz) = (a(z)Z) '@ dz,

here and in what follows, Z denotes the normalizing constant (i.e. the first inte-
gration in (1.0)) and 7(g) = f;g(m)ﬂ(dx).

The main idea of the study goes as follows. Due to the uniqueness of the
extreme points for the eigenfunction g of Ao (see Proposition 1.3), the interval
(p,q) can be divided into two sub-intervals according to the extreme point of g,
which means that the study on A\g can be reduced to the mixed eigenvalue problem
dealt in refs. [2] and [3] on sub-intervals. In detail, given xg € (p, q), consider the
differential operator L on (p,zo) with Dirichlet and Neumann boundary at p
and x( respectively, and the operator L on (xg,q) with Neumann and Dirichlet
boundary on xy and g respectively. Corresponding 7 and D, define 71,7 and
Dy, D5 on [p,xo] and [xo, q] respectively:

_ (dz N [p, o)) _ m(afTpay) o
7T1<dx) - ﬂ[p, xO] Dl(f) - ﬂ_[p’ xO] ) f eC (pa 0)7
7) — m(dx N [wo, q]) _ 7T(CLJMI[%,CA) 1y
772(d ) - W[anQ] ) DQ(f) - W[anQ] ) f el ( 07Q)7

where 7[s, t] = fst dm. Recall the definition of the mixed eigenvalues:

Xolp, zo] = inf{D1(f) : f € C'(p,z0) N Clp, xo), f(p) = 0,1 (f) =1},
AO[mOaQ] = 1nf{D2(f) : f € Cl(x07Q) mC[anQ]vf(Q) = 07772(]02) = 1}

To state the main results, we need some notations. First, we need two operators
(double integrals) which are defined on C|[p, z¢] and on Clzg, q] respectively:

(7)) = 7 / "dye W / e al(w)du, = € (o),
_ L ow [V
a(0)@) = g5 [ dve [ altuan, € fon.0).
Next, define
ﬁ[p,xo] = {f € Cl(p,ajg) N C[p,xo] : f(p) =0, f/|(p,xo) > 0}7
o) = e B o, @
Upowol= suwp  inf T (f)(@)7

fEF [p,xo] z€(p,zo)
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Flwo,q] = {f € C1(20,0) (1 Cleo,dl : (a) = 0, |ty < O,
olzo,q) =  inf sup  H(f)(z)"Y,

fe€ZF[20.4d] ze(20,q)

0lzo,ql = sup inf  TIo(f)(z)~"
feF[xo,q) ©E€(T0:9)

As explained in ref. [3], & is used for upper bounds and & is for lower bounds.
The difference is that some sets larger than .%# are adopted in ref. [3] to guaran-
tee the integrability but at the present situation, under (1.0), the set .# is large
enough. The upper and lower bounds are dual mutually in the following vari-
ational formulas, i.e. the one can be deduced from the another by exchanging
“sup” with “inf” in the definition of &) and & and (1.1) below.

Theorem 1.1. The variational formulas for Ay are as follows.

inf (5(/) [pa :UO] \% g(l)[x()’ Q]) > inf ()‘O[p7 I’()] \% )‘0[3307 Q]) = /\07

z0€(p,q) z0€(p,q)
Ao = sup  (Ao[p, o] A Xo[zo,q)) = sup  (&[p, zo] A &G [0, q]). (1.1)
z0€(p,q) z0€(p,q)

Moreover, the inequalities in (1.1) all become equalities once a and b are continuous
on [p,q|. Furthermore, if the interval [p, ¢ is finite and a is continuous, then the last
assertion holds for all Lebesgue measurable function b.

Proof. The proof consists of four steps.
(i) Lower bounds. Let f € Cl(p,q) N C[p,q] with f(p) = f(g) = 0 and let
xo € (p,q). Then, we have

D(f) = /%[af’g]( Jr(da) + /q[af'2]<x>w<dx>
)‘Opv'fBO/ f(x)*n(dz) + Ao[zo, q /f dx)

> (Xo[p, zo] A Ao[wo, q))m(f?).

So we get Ao 2 SUPg e (p.q) ()\0 [p, zo] A Ao[zo, q}) that is just the third inequality
n (1.1). The fourth inequality follows from [3; Theorem 1.1] immediately.

(ii) Upper bounds. Let ¢ > 0. By definition, there exists an f € C*(p,z0) N
Clp, xo] with f(p) = 0 and 7,(f2) = 1 such that Dy(f) < Xo[p, zo] +e. If
necessary, by modifying f properly on a sufficiently small neighborhood of z,
one may construct an f € Cl(p,x¢) N Clp,xo] with f(p) = 0 and m(f?) = 1
satisfying f’(z9) = 0 and D;(f) < Xo[p,xo] + €. Similarly, there exists a g €
C(z0,q) N Clxg, q] satisfying g(q) = 0, ¢'(x9) = 0 and m(g?) = 1 such that
Ds(g) < Xo[zo,q] + €. Furthermore, we can assume that f(zg) # 0. Otherwise,
modify f as follows. Since f € Clp,xo], f takes its maximum and minimum at
some point 7 and x5 respectively on [p, zg]. Without loss of generality, assume
that |f(xz1)| = |f(z2)|. Then f(z1) # 0 (otherwise, f = 0 which contradicts with
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1 (f2) =1). Let f = Jipzy + f(21) Iz, 2] Then f € Clp,x0) NC[p,z0] and

m(f?) = m(f* I ey) + fz1)?milz, 20] = m(f7) =1,

Dy(f) = /””1 af?dm; < Di(f).

Set f = (f2)~1/2f. Now it follows that

fp)=0, flz0)=0, m(f) =1 fl(z)#0

and
Di(f) = m(f) 7' Di(f) < Di(f) < Aolp, wo] + <.

Hence, we can replace f by f when f (zg) = 0.
Let h = cf Iy 2] + 91 (20,9, Where ¢ = g(x0)/ f(20). Then h € C(p,q)NCp,ql,
h(p) = h(q) = 0 and

zo q
7r(ah/2) = 02/ af’2d7r—i—/ ag'?dr
p T

¢ D1(f)w[p, wo] + Da(g)7[xo, q]
< (Xolp, zo] + €)mlp, xo] + (Mo[z0, q] + ) 7|0, ]
< (Xolp, xo] V Ao[mo, q] + €) (Pxlp, mo] + [wo, q]),
7(h*) = (I jpa) + (9" L(0,01)
= Ami(f)7[p, xo] + m2(g”) [0, ]

= c2n[p, xo) + [0, ql.

Hence, it follows that A\g < Ag[p, zo] V Ao[xo,q| + €. Since € is arbitrary, we get
Ao < Xo[p, zo] V Ao[zo, ¢], which implies the second inequality in (1.1). The first
inequality in (1.1) follows from [3; Theorem 1.1] directly.

(iii) To prove the equalities in (1.1) for continuous a and b on [p, ¢], we need
the following Proposition 1.3 that is the main credit of Theorem 1.1. Note that
(6.1) and Lemma 6.3 in ref. [4] still hold. For convenience, we copy them as (1.2)
and Lemma 1.2 below.

(F'eC) = (af" + bf)eC Ja = (L) Ja. (12)
Lemma 1.2. Let Lf = —\f for some f € C?[p,q] and A\ > 0. If there exist «

and § with p < a < § < g such that f =0 on [«, 5], then f =0 on [p,q].

Proposition 1.3. Let f > 0 be a non-constant solution to the equation Lf =
—Xof with f € C?[p,q] and f(p) = f(q) = 0, then \g > 0 and there exists an unique
extreme point of f on (p,q).

Proof. (i) First, assume that A\g = 0. Then we have

m(af'?) = —/q fLfdr = 0.
P
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Furthermore, from a > 0, it follows that f’ = 0. By this and the fact that
f(p) = f(q) =0, we have f = 0 which means f is a constant solution. This is a
contradiction with the assumptions. Hence, we must have \g > 0.

(ii) Next, it is obvious that there exist extreme points of f. We will prove
that there exists an unique extreme point of f on (p,q). Assume that z; and
x9 both are extreme points of f on (p,q) with 21 < z9. From this, a conclusion
contradicted with the minimum of Ay will be deduced.

(a) At first, we claim that f # constant on [p,z1]. Otherwise, we have f =
~Xg'Lf =0 on [p, 1] which implies that f = 0 by Lemma 1.2.

(b) Next, we prove that f(z1) # 0. To this end, let

g = fI[chﬂ + f(xl)I(wl,Q]'

If f(z1) = 0, combining it with f/(z1) = 0 and a > 0, from the equation, we
derive that f”(z1) = 0; furthermore, g € C?[p, q| satisfies Lg = —X\og and g = 0
on [x1,q|. By Lemma 1.2, we have ¢ = 0 and in particular f = 0 on [p,x1]. This
implies that f = 0 by Lemma 1.2 again.

(c) Similarly, we can prove that f # constant on [x2, q] and f(z2) # 0. Finally,
let

h = Cfl[p,:cﬂ + f(x2>l(x1,ﬂc2] + fI(anq}’

where ¢ = f(x2)/f(x1). Then h # constant and h € C'(p,q) N Clp,q] with
h(p) = h(q) = 0. From (1.2), it follows that

T q
m(ah'?) —02/ af'2d7r+/ af’?dn
p

T2

— 2 /x fodﬂ—/: fLfdm

= o (@ (L)) + (L))
W(h2) = CZW(JQI[p,wl]) + f(xQ)zﬂ'[xth] + W(fZI(wmQ})'

Therefore,

< Tlan) _ Mo (A7 (P o) + (2 es.q) ) .
S w0 T En(fPlpe) + f@)Prlen wa] + 7 (Pl )

This is a contradiction. [

We now return the proof of the theorem. Let a, b be continuous and a > 0.
By the existence theorem of solution to the Sturm-Liouville eigenvalue problem,
it follows that there is a non-trivial solution f to the equation Lf = —)\gf with
f(p) = f(q) = 0. From Proposition 1.3, it follows that A\g > 0 and there exists
an unique extreme point of f on (p,q). Let zy denote the unique extreme point.
Then, fi1 = fljp 2, € Z[p,wo] and fo = fl5, g € F|x0,q]. Noting that f'(z0) =
0 and (1.2), we have

_/% MofeC/a=(fe)5 = —(f'e9) ().
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Hence, I, (f1)(x) = A\ ' (z € (p,x0)) and Ha(fa)(x) = Ay ' (z € (0,q)). From
ref. [3; Theorem 1.1], it follows that

&olps wo] = Aolp, zo] = &)[p, 0]

In a similar way, we get

f(/)[xo,(ﬂ = Xo[zo,q] = 56/[900,@1]'

Collecting up these facts together, we see that all four inequalities in (1.1) become
equalities.
(iv) To prove the last assertion, we need the following proposition.

Proposition 1.4. Let a be positive, continuous and b be Lebesgue measurable
on the finite interval [p, ¢]. Denote by g the first eigenvalue determined by a and b.
Then there exist two sequences {a, } and {b,} of continuous functions such that b,,
converges to b pointwise, a,, and C,, converge respectively to a and C' as n — oo,

uniformly on [p,q|, and the corresponding first eigenvalue )\((]n) converges to \g as
n — 0.

Proof. By assumptions, there exist two positive constants § and N such that
0 < a < N. We now adopt the smooth approximation. For convenience, we
extend a and C to the full line R: C(x) = C(zVpAq) and a(z) = a(z V p A q).
For simplicity, omit the superscript “~”. As usual, let

n(z) = { Aexp [~ ((¢=p)*/4~ (&= (0 +)/2) ], ifle—(+0)/2 <1,
0, if |z —(p+q)/2| > 1,

where A is the normalizing constant: [g n(x)da = 1. First, set n.(z) = e~ 'n(x/e),
C. =Cxne and a. = a*n. (Le. C-(x) = [ C(y)n(x — y)dy and so on). Then,
we have C¢, a. € C*°(R) and

C.—-C, a.—a and 6<a. <N (1.3)
as € | 0, uniformly on compact sets. By (1.3), there exists a sequence e(n) — 0

such that
Ce(n) - C and Qe(n) — A (1.4)

as n — oo, uniformly on [p, ¢]. Next, let b, = a.C.. Then we have a., b. € C*(R)

and . .
ZE—/ eCs/agé/ e% /5 < 0.
p p

From (1.3), it follows that

q £2.Cc(n q r2.C
/ e N eog(n)mc(x)/ fre”
p p

Qe (n) 0 p<a<q a
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Hence, we have L?(7) C L*(m(,)). Similarly, we have L?(r) D L?(m.(,,)). Hence,
L*(mr) = L*(7e(n)). Note that

9 £26C(n)
lnf e 5(")(Z) C(I)a \ f f /a’E('ﬂ) g Sup e 8(”)(I) C(x) a( )
Py aa(n) i} f2eC /a p<a<q e ()
and
j'q f/QQCE(")
inf ecs(n)(m)_c(m) < - < sup ecs(n)(x)_c(m).
PLTLY fq f/2€c PLELq
P
By these facts, (1.3) and (1.4), it follows that
2
f; fQGCE(n)/aE(n) L f; f/ eC'E(n) 1
f; f2ec/a f; f/2ec

as n — oo, uniformly with respect to f. Hence,

D5(”)(f)/D(f) . ZE_(;) f; flzeCE(n) / 71 f; f’QeC o
e (f2) ) 7(f2) 2o [ £2e% 0 facy [ 270 [ [2eC)a

as n — oo, uniformly with respect to f. Having this in mind and noting that

{ac(n)}s {be(n)} are continuous functions, it is easy to prove that lim, . )\((]n) =

Ao. O

It is the position to prove the last assertion of the theorem. Let a be positive,
continuous and b be Lebesgue measurable on the finite interval [p, q]. By Propo-
sition 1.4, there exist two sequences of continuous functions {a,} and {b,} such

that a,, — a, b, — b and the corresponding first eigenvalue )\én) — g as n — oo.

Define Hgn)( f), €™ and €™ correspondingly. By the continuity of a, and by,
the equalities in the corresponding (1.1) hold, i.e.

inf (&4 [p, wo] V & w0, q) = AT = sup (€0 [p, wo] A LM o, q).
IOE(IMJ) :E()E(p,q)
(1.5)

Using (1.3), (1.4) and

C(z)—Ch () an ()

inf e inf eC@—Cnlx)
z€(p,q) a(z) ze(p,)
_ (@)
IL;(f)(z)~1
< sup C@-Ca@) @) 0@ -cu@)
z€(p,q) a(®) ze(p.q)

we obtain
" (f)(x) !

L@ o T
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as n — oo, uniformly with respect to z, f and xg. From these facts and the
following inequalities

(n) 1 ) e
LRIl ) DR

: 1 ()a)!
rePlnen) actpon) TH(N@)T ~ ool erior sepy Ta(F@) 1
e 20U z@:)_l _ & [z0,4] g

: (f)
inf < < sup sup —,
fE€EF[wo,q] zE€(x0,q) HQ(f) x)_l 56[-7;07 Q] fEF[x0,q] zE(x0,q) H2<f)(x)_1

it follows that
5,(’”) [p7 .%'0] and é‘/(n) [.’IJO, ]
go[pv .’Eo] §O[x07q]

as n — 0o, uniformly with respect to zy. Note that

i (fé(")[p, o] A g™ [xo, q ]) < infe(p.q) (66 [P, o] V €™ [0, q])
fO[p7 $0]

zo€(p,q) &[0, g infacoe(p,q) (56[]7, wo] V 50[51507(1])
/(n) /(n)
g sup <£O, prﬂfo] V; g(], [x07Q])
z0€(p,q) 60 [pv xO] 60 {‘rOa Q]

Collecting these facts together, we obtain

inf (& [p, zo] V &™ [0, q]) — inf (€[, zo] V & z0. q])

zo€(p,q) z0€(p,9)

as n — o0o. In a similar way, one shows that

sup (&0, zo) A &Y™ [0, q)) = sup (& [p, zo] A &) [0, 4)).
z0€(p,9) z0€(p,q)

Now, the last assertion follows immediately from (1.5) and the fact that )\(()n) —

Ao. O

By examining the proof above, it is not difficult to see that the variational
formulas with single integrals and explicit bounds in ref. [2], and the iteration
method in ref. [3] can all be applied to the present situation. Here we discuss only
the explicit bounds of \g. Define

Qu(x) = / Ty [ fal(u)an

51(c) = sup Qi(x), 51(c) =2 sup / Q1dv'?,

z€(p,c) z€(p,c)

Q2(z) = /: e~ CWay /j[ec/a](u)du,

da(c) = sup Qa(x), 55(c) =2 sup / dil/é ),

z€(c,q) z€(c,q)
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where me) and Véx) are probability measures on (p,z) and (x,q) with density

e~ CW /Z®) respectively (Z(*) is the normalizing constant). Let

)=y [(ecway amd pw = [ ecway
p T

Replacing ¢ with ¢ in II;(f)(z) and I3(f)(z) defined at the beginning of this
section and define

0/(c)= sup Ti(fi)(x) and  &y(c)= sup Tla(f2)().

zE€(p,c) z€(c,q)

Corollary 1.5. The explicit bounds of Ay are given as follows.

(s 51 AnE) > ( s 80 A%E) =

c€(p,q) c€(p,q)
-1 -1
o >( inf 5;’(c)v5g(c)) > (4 inf (51(0)\/(52(c)> . (1.6)
c€(p,q) c€(p,q)
Furthermore, )
51(00)_1 > )\0 > (451(60))_ s (17)

where ¢ is the unique solution of the equation d;(c) = d2(c) on (p,q).

Proof. From refs. [2; Theorem 1.1] and [3; Theorem 1.2], it follows that
01(e) ™" = Xolp, e = 6Y() ™" > (4d(e)) ™

and
51(c) < 01(c) < 261(c).

Similarly, we have
5(c) ™ = Xole, q] = 05(c) ™ = (46a(c))
and
da(c) < d5(c) < 282(c).

Then (1.6) follows from Theorem 1.1 immediately.

To prove the last assertion, note that 0 (c) and d2(c) are strictly increasing and
strictly decreasing in ¢ respectively. Obviously, lim._,, §1(c) = 0, lim._,4 d2(c) = 0,
d1(c) > 0 and d2(c) > 0 for all ¢ € (p,q). Moreover, when ¢; < c2, we have

x c2 x C1 C2 C2
O</ e_c/ ec/a/ e_c/ ec/ag/ e_c/ e“/a — 0,
p T P T P c1

as co —c1 — 0

q x a @ q ca
O</ ec/ ec/a—/ ec/ ec/ag/ ec/ e“/a — 0,
x c1 x C2 C1 Cc1

as co —c; — 0.
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So d1(c) and d2(c) are both continuous in c¢. Hence, there exists uniquely a solution
to the equation d1(c) = d2(c). Combining these with (1.6) and the monotonicity
of 61(c) and dz(c), we obtain (1.7). O

Remark 1.6. P. Gurka's explicit bounds of )\ are presented in ref [5; Page 93]':
287 > X\ > (4B)7, (1.8)
where

B= sup ~(c¢,d) and
p<c<d<q

(e d) = ( /p CeCwdy \ /d qec(y)dy> / "y, (19)

We now shows that the bounds in Corollary 1.5 are indeed sharper than those
n (1.8). For this, it suffices to prove that B/2 < d1(¢o) < B.

First, since d1(z) and d2(x) are strictly increasing and strictly decreasing in x
respectively, we see that

’Y(C, d) < 51(d) VAN (52(6) < 51((1) A 62(60) = 51(00) if ¢cg<ec<d<y,

(e, d) < 01(d) A d2(c) < 1(co) A d2(c) = d1(co) if p<ec<d< e,

o< ([ N[ ) ([ v [ )
([ [fempy(fee [en)

(51 CO)\/(SQ Co)—(sl(CQ) ifp<c<co<d<q.

and

Collecting these facts together, we obtain B/2 < d1(cp).
Secondly, to prove the upper bound, we adopt the reductio ad absurdum proof.
Suppose that d1(co) > B. If prg e ¢ < fg) e~ ¢, then there exists zo € (p, co) such

that fpmo e ¢ f;g e“ /a > B. However, this contradicts with

xo Co
B > ~y(xg,c) 2 / e—c/ e
p Zo

If f;o e ¢ > fc(f) e~ ¢, due to the assumption that da(c) = d1(co) > B, then there
exists 21 € (co, q) such that f;l e ¢ fczol e® /a > B which contradicts with

q c x1
B > ~v(cp, 1) = / e~ /
X1 (64}

IThere is a citation error in (1.8) and (1.10) below: Ag should be replaced by v/Ag. Hence
(1.8) reads as 4B~ > Mg > (16B)~ 1. The corresponding change is needed in Example 1.9.
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Hence, we always have d1(co) < B. O

Remark 1.7. The estimates (1.8) presented in ref. [5] do not require condition
(1.0) and work for general intervals (p,q) C R. From analytic point of view, if the
first condition in (1.0) is satisfied but the second one fails, noting that p > —o0, then

we have N -
B= sup /ec(y)dy/ [e€ /a)(u)du,

z€(p,00) Jp x

which coincides with the constant ¢ introduced in ref. [2; Theorem 1.1]. So this
belongs to the cases dealt in ref. [2]. We can deal with the case of p = —oo similarly:
given zo € (p,q) and redefine the function C' as C(x) = f;o b/a. Let

+oo
My = :|:/ e_C(y)dy.
o

If one of M, and M_ is finite, M_ < oo for example, then this can be similarly
included into ref. [2] as the case of p > —oo; if both are infinite, then by (1.8), it
follows that B = oo which is just the trivial case of Ay = 0.

If the first condition in (1.0) is not satisfied, we discuss only the situation that
p = —oo and ¢ = 400 since other situations can be dealt with analogically. If
M and M_ both are infinite, then it is the trivial case by (1.8). If one of them is
infinite, then it can be included into refs. [2] and [5] (Let M_ < oo and M} = oo
for instance. Using (1.8) and imitating the discussion above, we can reduce it to the
single boundary case. At the same time, if froj eC/a < 00, then it was discussed
above. Otherwise, by ref. [5; Theorem 1.14], it follows that Ao = 0). If both are
infinite, then either it is in the trivial case or we get B < oo which is the only case
not handled in the paper.

Remark 1.8. In fact, ref. [5; Theorem 8.2] presents the more exact bounds than
those in (1.8)%:
V2B7t > N > 4V2(V5 +1)7%2B (= (3.33B) 1), (1.10)

where B is the same as in (1.9). It is regretted that we do not know how to com-
pare (1.10) with (1.7) directly®. Instead, we present the following example as an
illustration.

2As mentioned in the last footnote, the formula (1.10) becomes
2B >N > w ®B ! ~0.09B7!,

where w is the golden ratio (v/5 + 1)/2 and so w® = 3 + 5w. Based on a splitting technique as
used here, a better result was given in [5; Theorem 8.8]:

2B > X\ > B/4

for some constant B < 0o. The comparison with this result should be clear.
3Having the correction, it is clear that (1.7) improves (1.10).
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Example 1.9. Let a(x) =1 and b(x) = 0 on [0,1]. This is the simplest case.
By (1.8), (1.10), (1.7) and (1.6), we obtain respectively the bounds: 2 < Ao < 16,4
2.4023 < Ao < 11.3137,5 4 < Ao < 16 and 16//5 (~ 9.3569) < Ao < 32/3 (~
10.6667). Given xo = 1/2, set the test function fi(z) = x if x € [0,1/2], fi(x) =
1 —zif x € [1/2,1], then we have 8 < A\g < 12 by Theorem 1.1. Next, let

frn—1 (@)1 (fr-1)(2) if z €1[0,1/2],
fr(@) = frno1(2)a(fr—1)(x) if . €[1/2,1].
Then as n = 2, 3,4, we obtain respectively the estimates: 9.6 < A\g < 10, 9.8361 <
Ao < 9.9188 and 9.8657 < Mg < 9.8710. Here the choosing of test functions is just

the iteration method stated in ref. [4]. The exact value is \g = 72 ~ 9.8696 with
eigenfunction f(z) = sin(7x).

fule) = {

Example 1.10. Let a(z) = z/2 and b(z) = —x on [0,1]. This is non-trivial
because of the variable coefficients. Given xzy = 1/2, let the test function

el -2)(n—-1+2z) if x €10,1/2],
f<w)_{:r(1—x)(n—a:) if o € [1/2,1].

By Theorem 1.1, it follows that

4n — 4 6ne — 3e
< 0 X .
2n—4+e 3ne—e—3

In particular, when n = 2,10, 50, 100, we get respectively the bounds: 1.4715 < Ay <
2.3099, 1.9233 < Ao < 2.0433, 1.9855 < Ao < 2.0082 and 1.9928 < Ay < 2.0041.
Here the test functions consist an approximation of the eigenfunction. The exact
value of \g equals 2 and the corresponding eigenfunction f(x) is z — 2.

2. Discrete case.

Consider the birth-death processes on £ = {0,1,2,--- ,N} (3 < N < 00) (The
case of N = 2 is trivial since it is easy to get \g = a1 +b1). Let b; > 0(0 <i < N)
and a; > 0(0 < i < N) be the birth and death rates respectively. For convenience,
let ag = 0 and by = 0. Define g = 1,

ai .- a;

W= Zﬁio w; and m; = p;/p. We adopt the convention foo = limy,— 1o fi-
Assume that®

N
1
< 00 and Z b < 00. (2.0)
i=0 1V

4Correction: 1/2 < Ao < 32.

5Correction: 0.72 < Ag < 16.

6Under hypothesis (2.0), it is essentially in the case with finite state space. Otherwise,
the @Q-processes are not unique. For infinite state space, since we are interested in the double
Dirichlet boundaries, it follows naturally that 4 = co. Then, much work is required as shown
in a subsequent paper.



VARIATIONAL FORMULAS FOR THE FIRST DIRICHLET EIGENVALUE 563
The operator (2 is defined by
Qf Q) = bi(fir1 — fi) + ai(fiz1 = fi)
The corresponding Dirichlet form is

N-1 N

D(f) = Z mibilfiy1 — fi]* = me(fo)(i)-

i=0 =0

Consider the principal eigenvalue of €:

)\0 = 1nf{D(f) : fO = fN = Oaw(fQ) = 1})
where 7(f?) = Zi]\;() 7 f2. Enlightened by the continuous case, it is hopeful to
reduce the study of A\g to the mixed eigenvalue problem on sub-intervals, but
in the discrete case, the corresponding eigenfunction g of Ag has some different
modality (cf. Proposition 2.4), and then the final variational formulas are a little
different from those in the continuous case. To state the results, we need some
notations. First, define

i—1 k—1
—Q 1 1 1 .
I, )(f):2< > usfs+ukfk>, 0<i<k,
Ji iz b \ 5 ¢

@) 1L 1 c—1
=1 <§:%ﬁ+ Wn) F<i<N
fi jmir1 H9% N\ S0 ¢

where ¢ > 1 is a new parameter added just for the discrete case. Next, define

F0,k]={f:0=fo< fr < - < fi}
y[k7N]:{f:fk>fk+l>"'>fN:0}ﬂ

okl = inf  max IV(F)Y, g0,k = sup min I

feZF[0,k] 0<i<k fez[0,k] 0<is<k
. 72 ey -1 co=(2)
k, N| = f 11, k. N| = 11, .
<[k, V] feg}k,N] krgnz‘a<XN o (7 nlk, N fezl[ng] kgl<nN i ()

where ¢ and 7 are used to estimate the upper and lower bounds respectively.

Theorem 2.1. The variational formulas of Ay are as follows.

inf inf (C[0, K]V C[k, N]) = Ao = 0,k An[k,N]). (2.1
(L 1 (€0 RV Kl NT) = 2o = sup sup (0[O, K] Anfk, N (21)

Before proving the theorem in detail, we present two lemmas and make some
explanations for the ideas of the proof.

Lemma 2.2. Let Qg(i) = —Ag; (0 < i < N) for some g and A > 0. If there exist
m and n with 0 < m < n < N such that g = 0 on [m,n], then g =0 on [0, N].
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Proof. Following the proof of ref. [2; Theorem 3.4], we obtain

J
-A Z Tsgs =
s=1

j
msQ2g(s)

V)
~

I
]~

[ﬂ-sas(gs—l - gs) + ﬂsbs(gs—i-l - gs)]

V)
.

[_Wsas(gs - 95—1) + 7Ts+1as+1(gs+l - gs)]

©
Il
<.

3

j+105+1(g5+1 — 95) — miai(gi — gi-1),
0<i<j<N. (2.2)

Let i = n in (2.2), since g,,—1 = g, = 0, by induction, we have g; =0 (n < j < N).
Next, set j = m in (2.2), because of g,,+1 = gm = 0, by induction, it follows that
9i =0(0 < i< m). Hence, we have g =0. O

Lemma 2.3. Let g be a non-constant solution to the equation Qg(i) = —\og;
(0 < i < N) with g9 = gy = 0, then Ay > 0 and there is no zero-point of g on
(0, N). Moreover, g is strictly positive or strictly negative on (0, V).

Proof. (i) Assume that A\g = 0. Then we have

N-1 N
D(g) = Z mibilgiv1 — 9> = — Zm(gQg)(i) =0.
i=0 i=0

Hence, it follows that g = 0. This is a contradiction by the assumptions.

(ii) Assume that g; = 0 for some i: 0 < i < N. By Lemma 2.2, we know that
gi—1 7# 0 and g;41 # 0. If g,_1 and g;41 are positive or negative simultaneously,
without loss of generality, assume that g;_1 > ¢g;11 > 0 and let

9 = 9l + giv11jj=q)-
Otherwise, without loss of generality, assume that g;_1 > —g;11 > 0 and set
9= 9lj0,i—1] + (=gi+1)Ij=i) + (=9) jit1,n7-

Then it always holds that g, = gy = 0, 7(g?) > 7(¢?) and D(g) < D(g). Hence,
we get

This is a contradiction.

(iii) Assume that g is not strictly positive on (0, N). By Lemma 2.2, we know
that g; # 0. Without loss of generality, assume that g; > 0 and let m = max{i :
gi > 0}. By (ii), we have gn,11 < 0. Set § = gljo,m] + (—g)jms1,n]- Then we
get Go = gy = 0, m(g%) = 7(g?) and D(g) < D(g). This induces a contradiction,
similarly in (ii). O
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The following result represents a character of the eigenfunction g of the princi-
pal eigenvalue \g: there maybe exist just two maximal points of g, so it is different
from the continuous case.

Proposition 2.4. Let g > 0 be a non-constant solution to the equation Qg(i) =
—X0gi (0 < i < N) with go = gy = 0, then one of the following two statements for
g must hold:

(1) there exists a k € (0, N — 1) suchthat 0 = go < 1 < -+ < gk = Gr+1 >
o> gn-1> gy =0

(2) there existsa k € (0, N)suchthat 0 =go < g1 < - <gx > -+ >gn-1 >
gn = 0.

Proof. Suppose that k and n (> k + 1) are two maximal points of g on (0, V),
ie. gr—1 < gk = gk+1 and gn—1 < gn > gn+1. By Lemma 2.3, we have g, > 0.
Let

9= 9ljo,k—1) + 9rlk,n) + 91N
where ¢ = gi/g,. Then we get g, = gy = 0 and

k—1 n N
@) =) mgl Ry T+ > mg,
1=0 i=k

1=n—+1
N k—1
= m(@@) (i) = Xo Y _ mig? + megrar(gr — ge-1)
i=0 i=0
N
+ c27rngnbn (gn - gn—l—l) + )‘OC2 Z 7Ti91‘2-
i=n—+1
Note that
Mogr = —Qg(k) = ar(gr — gr—1)

and

Aogn = —Qg(n) = bn(gn — gnr1)-

Hence, it follows that

n
Trgkak (G = Gh—1) + CTngnbn(gn = gnt1) < Nomrgii + Mo Tngs < Aogi Y i
i=k

Therefore, we obtain
N /-
_ Z mi(g82g) (i)

Ao < —
—~  7(3%)

< Ao.

This is a contradiction. So either £ + 1 = n which is just the first statement, or
k = n which implies that there exists uniquely an extreme (maximal) point k& and
so the second statement holds. Hence, the required assertion follows. [
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We now study the principal eigenvalue Ag of €. If imitating the continuous
case completely, we can obtain the variational formulas similar to (1.1) in which
the inequalities become equalities only for those eigenfunctions for which part (1)
of Proposition 2.4 holds. To deal with the case of part (2) of Proposition 2.4, our
idea goes as follows. First, insert a point behind k and enlarge the state space
to E=1{0,1,--- ,N,N + 1} (if N = oo, then E = E and so there is no change).
Next, construct a new birth-death chain (@;,b;) on E such that its eigenfunction
g satisfies g; = ¢; (0 < i < k)and g, = gi-1(k+1 < i < N + 1) (note that
G = Jry1) and the eigenvalue Ao = Xo. In other words, by enlarging the state
space, the second case in Proposition 2.4 can be reduced to the first one. Here, it
is not difficult to show that

a _ Aoge g beloge —geer)
ar  ar(gk — gr—1) ak(gk — gr—1)

by the fact that

—Qg(k) = Mg = Xogr = —Qg(k).

This is just the derivation of the constant c. Based on the consideration above,
construct the new birth-death chain as follows. Given k € [1, N), let

a;, 1<i<k—1; b;, 0<i<k—-1;
B cag, 1= k; _ c—1, 1= k;
a; = . bz: .
1, 1=k+1; cbp/(c—1), i=k+1;
a1, kF+2<i<N+1, b1, E+2<i<N,

where ¢ > 1. Then, we get

1 -1
T, =T (()<z<k:—1), T = —Tk, fk+12677rk’ T =T;—1 (k‘+2<i<N+1)-
C C

Of course, There are same relations between 7i; and p;. By (2.0), we have

N
1 1 c
— Ti;bs ; pibi (e —1)ug

The final result (Theorem 2.1) unifies the two cases of eigenfunctions. We now
start the detail proof.

Proof of Theorem 2.1. (i) Given k € [1, N), ¢ > 1 and two positive sequences
{63} and {ri} ;1. For every h satisfying ho = hy = 0 and w(h?) = 1, define
honE: h; =h;(0<i<k)and h; = h;_1 (k+1 <4< N+1). Then we have
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i=1 7=0 s=0 i=k+1 j=t s=1
k—1 k i—1
— T (T 21 _ és
=D Tbj(hjr1 — hy) 7. Z T2, =3
j=0 Ji=j4+1 s=0 Ts0s
N 1 J N r
+ E , 750 (hj+1 — hy) iy Z szfg
j=k+1 I i=k+1 s—i "sUs

- j N+1
- ]_ . ES ) ( ]. J _ Ts—1 >:|
< D(h max — T = sup — T —
( )|:O<j<k—1 (ﬁj Z z_: b \/k+1<j<N Tj i;—l Szi;rl TsQs
=: D(h [ max L; su E}.
(h) 0<j<k—1 7 \/k+1<§)<N !

Let f € #[0,k|, g € #[k,N] and set {; = Zf:jH m;fi and r; = Zg:kH :9i—1-

Instead of Mean Value Theorem, we adopt the proportion property and get

— 1 — /4 _
max Lj; < max —Z é, = max Hgl)(f),

0<j<k—1 1<i<k f; = Tigbs  0<i<k
N+1
— 1 Ts_1 —(2
sup R; < sup E —— = sup HE )(9)-
E+1<G<N k+1<i<N Gi—1 s—it1 HsQs E<i<N

Collecting these facts together, it follows that Ao > 1[0, k] A n[k, N]. Therefore,

we have

Ao = sup sup (1[0, k] Anlk, N]). (2.4)
1ISk<N e>1

(ii) Given k € [I,N), ¢ > 1, let f € F|[0,k], g € F[k,N] and set a =
—1 —(2 —(1 ,
AT (1)) (I (9)). Define hg = hy = 0, hy = FIL(f) (1 < i < k) and
h; = ozgiﬁl(.z) (9) (k <i< N —1). Then we obtain
k—1 N
D(h) = Zﬂ'ibi(hi-i-l — h)? + Z mia;(hi_1 — hyi)?
=0 i=k+1
1 k—1 1
= ' (hi—l-l_hi)( Z 7Tsfs+c7fkfk>
1=0 s=1+1
N

i—1
c—1
+a Z (hi—l_hi>< Z Tsgs + c Wka)

i=k—+1 s=k+1
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s—1
—Zﬂ-sfsz i+1 — hi) + kakhk:-FOé Z TsYs Z i—1— hi)
1=0 s=k+1 i=s+1
c—l
+ OéTf‘kgkhk
k—1 N-—1 1
= mofohs + kakhk+a > magsh +7047rkgkhk
s=1 s=k+1

2 mih k —(1) -1
< (Smot+ ) s 0

N-—1
c—1 —(2), \_
sh? + h Il 1
+(§:w cmk) sup T, (9)

s=k+1 kSi<N

2 T -1 72 —1>
w(h?)( max, T (/) Vs T(9)7").

Hence, we have \yg < ¢[0, k] V [k, N]. Therefore, we have

Ao < inf inf (¢[0,k] V ¢[k, N]). (2.5)

1<k<N c>1

(iii) No matter the eigenfunction g belongs to the case (1) or (2) of Proposition
2.4, we always set f1 = gl € Z[0,k] and fo = gl Ny € F [k, N]. By (2.2), it
follows that

Ao Z psgs = 11305 (gj+1 — g5) — pwar(ge — ge—1) (0 < j <i—1)
s=j+1

and

Mo D tsgs = piai(gi-1 — 95) — pbr(grar — gr) (i +1 < j < N)
s=k+1

If g belongs to the case (2) of Proposition 2.4, set ¢ = A\ogr/(ar(gx — gr—-1)),
then TV (f1) = AgL (0 < i < k), T (fa) = Ag' (k < i < N). Hence, the
equalities in (2.4) and (2.5) hold.

If g belongs to the case (1) of Proposition 2.4, then we have

(1) 1 1 11
11, =— —(1-= -y — 0<i<k
() Ao ( C>ngkgz‘ZMjbj7 T
j=0
N
_ 1 1 1 1
T2 (f) =< +(1-= gk > ., k<i<N.
Ao ¢ 9i ;57 Pi%
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By these equalities, it is easy to get that

inf ( max H( )(f1) \/ sup ﬁz('2)(f2)_1> = Ao,

e>1 \0<isk k<i<N
(1) (2) )_
sup (min 17 () 7 A inf T2 (1)) = .

So the right-hand side of (2.4) > Ao and the right-hand side of (2.5) < Ag. Hence,
the formulas in (2.1) hold.
We have thus proved the required assertion. [

We now study the explicit bounds of Ag. In the proof of Theorem 2.1, we
construct a new birth-death chain (@;,b;) on E = {0,1,--- , N, N+1}. The mixed
eigenvalues on [0, k] and [k+1, N +1] are denoted by )\(()C) [0, k] and )\(()C) [k+1, N+1]
respectively. It is easy to see that

1 i—1 k

1) =+ = S af.  0<i<k

i iz mb 5

Let f, = fi_1 (k+1<i< N +1). Then we easily know that

(2) 1 o =
IL7(f) = 5— — > Af. k<i<N
Firn ;5o 1% 5

Hence, from ref. [3; Theorem 2.1], it follows that ([0, k] = )\((]c) [0, k] = 1|0, k] and
C[k,N] = )\((]C) [k +1,N + 1] = n[k, N]. So (2.1) can be rewritten as

inf inf (AS[0, K]VAS [k+1, N+1))=Xo=sup sup (A0, {]ANS [k+1, N+1]).
1<k<N c>1 ( [0, K]VAg [ ]) 0 lngN c>I1)( o 10, KJAAG [ ])
(2.6)

Let

8 (k,c) = max

8 (S ﬂk)<=fg?z<kz >u)

j= 'U’JJ]z

§"(k,c) = sup i (Zk: i + )
j=k+1

k+1<z<N s Hiag
N+1 1 i B
= swp > > ).
k1SN 57 nia I i T

Then, by ref. [2; Theorem 3.4], it follows that

8 (k)™ = AP0, K] > (46" (k,e))

and
5" (ky )™t 2 Ak + 1, N +1] > (46" (k,¢)) ™
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From (2.6), the following corollary follows immediately.

Corollary 2.5.
inf inf ('(k,¢) A 6" (k,¢) " = Xo > 4(6' (ky c) vV 8" (k, )))
(L b (k) 0" (R, ) > 20 > sup sup (40 (K, ) v 0" (R, )

Three examples are illustrated as follows.

Example 2.6. Let N =3, a; = 1(i = 1,2,3) and b; = 1(: = 0,1,2). Then
wi =1(:=0,1,2,3). Given k =1, we have

(=1,

=(2), . 2 fo

1 (f)_2_g+ﬁv
() =1+ (1—1>£

Set fi1 = fo. We get ﬁ?)(f) =3—-2/cand ﬁ(22)(f) =2—1/c. By (2.1) plus some
computation, one gets the exact estimate A\g = 1. In fact, the eigenfunction g here
satisfies g1 = g2. By Corollary 2.5, we have 1 > )y > 1/4.

Example 2.7. Let N =3, a1 =ay =1, a3=3and b, =1+ 1(i =0,1,2).
Then pg=p1 =1 and pus = uz = 2. Given k =1, we have

1) =
() = 501-1/0)+ 7=
()= 5+ (- Yo,
Set f, = 2f,. We have
o (f) = g - % T2 () = g - %

Let ¢ = 2. The exact estimate \y = 2 is provided by (2.1). The eigenfunction g here
satisfies g1 = 2g2 (so g1 # g2). Corollary 2.5 gives us 7/3 > Ao > 7/12.

Example 2.8. Let N =3, a1 = (2—¢?)/(1+¢),aa =a3 =1, by =b; =1 and
by = 2, where ¢ € [0, v/2). Then po =1 and
= pe = p3/2=(1+¢)/(2 &%)

Here the eigenfunction g satisfies g; = (1 + ¢)g2 and Ao = 2 — . Given k = 1, for
each f, we have

— 1

) = 5oy

— 3

() = 30 -1/ + 32
h

() = 5+ (1= 1/ 7%
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In particular, let fi = (14 ¢)f2. We see that

mP ()= 20170+ 2(11+6) and T (F) = 3+ (1 1/0) "~

If e =0, then by (2.1), it follows that

2 <inf2
su < < inf 2c,
A —3/c SOSE

i.e. we get the exact estimate Ao = 2 (by letting ¢ — 1). At the same time, by
Corollary 2.5, we have 2 > \g > 1/2. If ¢ > 0, set c = (2 —¢)(1 +¢)/(2 — £2), then
we get the exact estimate Ay = 2 — ¢ by (2.1) plus some computation. If ¢ = 1, from
Corollary 2.5, it follows that 7/6 > \g > 7/24.

3. Higher-order eigenvalues in continuous case.
Consider the higher-order Dirichlet eigenvalues of the differential operator L
on the finite interval (p, q):

An =inf{D(f): f € C*(p,q) N Clp,q], f(p) = f(q) =0,
7(f?) =1, 7(fg;) =0,i=0,1,--- ,n— 1},

where g; is the corresponding eigenfunction of A\; on (p, q), i.e. Lg; = —\;g;. The
idea is that since there exist exactly number n of zero-points of the corresponding
eigenfunction g,, of A, on (p, q) (cf. ref. [5; Theorem 19 of Chapter 5]), we divided
the interval (p, ¢) into n+ 1 sub-intervals according to the zero-points of g,,. Then
reduce the study of A\, to the first Dirichlet eigenvalue problem in sub-intervals.
In detail, given n points on (p,q), denoted by =1, -+ ,z,, with z; < -+ < x,.
Let o = p and z,4+1 = ¢. Consider the differential operator L on (z;,2;+1)
with Dirichlet boundary. Denote by Ag(z;, z;+1) the first Dirichlet eigenvalue on
(T, Tit1).

Theorem 3.1. Let a and b are continuous on the finite interval [p, ¢] and a > 0.
Then

inf max A\o(Zi, Tit1) = A = sup min Ao(z;, Tit1)
p<r1<-<xn<qg 0N P<LL < < Ty <q o<isn

Proof. Applying ref. [5; Theorem 19 of Chapter 5] to the functions p(z) = e©(®),
q(z) = 0 and p(x) = p(z)/a(z), we know that there exist number n of zero-
points on (p,q) of the eigenfunction g, corresponding to A,. Denoted them by
xh, -+ ,x,. Let 5 = p and 27, = ¢. Then there must exist 7 and j such that
Ty < oy < Ty < wigr and @) < xy < wypn < 2y, e (v a)) © (T, Tiv)
and (zj,zj1+1) C (2,7%,1). On the one hand, by the monotonicity of the first
Dirichlet eigenvalue with respect to intervals, we have \o(x, z;, 1) = Xo(2i, Tit1)
and Ao(z;,7;41) = Ao(z}, 2, 1). On the other hand, note that we have Lg, =
—Angn, but there is no zero-point of g, on every sub-interval (z7,,z,,)(k =
0,---,n). This implies that g, is just the eigenfunction corresponding to the first
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Dirichlet eigenvalue on the sub-interval and \,, = Ao(z7},, 7}, ;). Hence, we obtain
Xo(zj,xj41) = A = Ao(@i, ©iy1). Furthermore, since 21 < --- < z,, are arbitrary,
we get

inf max Ao(x;, Tit1) = Ap = sup min Ag(xz;, x;11).
peardihc, <q (B, 20(@i ir1) 2 An T p<wi<<an<q O<i<n (@3, 2i41)
In particular, if z; = z} (i = 1,2,--- ,n), then the inequalities above all become

equalities and so the required assertion holds. [J

The next explicit bounds of A, follow from Theorem 3.1 and Corollary 1.5
immediately.

Corollary 3.2. Let

Si(c) = su /m —Clu)g /Cec(u)d d
i = p € Y U an

z€(zi,c) Jxy

Tit1 z C(u)
8/(c) = sup / e_c(y)dy/z du.

we(e,mit)

Then under the assumptions of Theorem 3.1, the following conclusion holds

. / . —1 > > . / ) —1
peordonncg RN T Z 2 o8, ()
where ¢; is the unique solution to the equation 0}(c) = 9/ (c) on (z;,xiy1) (1 =

0,1,---,n).
Example 3.3. Let a(z) =1 and b(z) =0. Set z; =i/(n+1) (i=1,2,--- ,n).
Then
x; + Ti+1 2141 ’ 1
= d 6(c)=——""—5
2 sty M %) = 150y
By Corollary 3.2, it follows that 4(n + 1)2 < A, < 16(n + 1)2. The exact value is
An = (n+1)272 ~ 9.8696(n + 1)2 and the corresponding eigenfunction is f(z) =
sin ((n+ 1)mz).

ci = 1=0,1,--- ,n.
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Appendix [unpublished]. We show a result about an approximating procedure.

Proposition. Fix ¢ > 0. Let C' be bounded on the interval [0,¢]. Given § # 0,
then for every absolutely continuous function g with g(0) = 0 and g(g) = 4, we have

: 12 C>152 inf C
/0 gz € P [méI[}),a] (.T):|

If moreover g is increasing, then

/ g*e® < ed?exp [ sup C(:c)]
0 z€[0,¢e]

In particular, if 6 = d(¢) 4 0 as ¢ — 0, then

g
. 2
lim [ ¢“e’ = .
e—=0J0

Proof. Represent g by

g(a:)zé/oxh//osh, x < e

Then g’ = 6h / fog h. By the Cauchy-Schwarz inequality, we have

£ 2 e 2 € e
(/ h) = (/ e_c/QheC/2> </ e_c/ h2eC .
0 0 0 0

€ 52 € h2 C 2
/ g’2ec = fo 62 > 55 G 2 152 exp { inf C(:L‘)}
0 (fos h) fo e € z€[0,e]

In the case that g is increasing, we can assume that h > 0. Then

€ € . € 2 €
/ 9260252/ (/ h// h) eC<52/ ecéscszexp[ sup C’(m)} O
0 0 0 0 0 z€[0,€]

Corollary. If ¢ = 0 but 6 = d(¢) /4 0, then lim_ fog g% = .
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Ergodic Convergence
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— Eigenvalues, Inequalities
and Ergodic Theory
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Abstract

This paper consists of four parts. In the first part, we explain what eigenvalues we
are interested in and show the difficulties of the study on the first (non-trivial) eigen-
value through examples. In the second part, we present some (dual) variational
formulas and explicit bounds for the first eigenvalue of Laplacian on Riemannian
manifolds or Jacobi matrices (Markov chains). Here, a probabilistic approach—the
coupling methods is adopted. In the third part, we introduce recent lower bounds
of several basic inequalities; these are based on a generalization of Cheeger’s ap-
proach which comes from Riemannian geometry. In the last part, a diagram of nine
different types of ergodicity and a table of explicit criteria for them are presented.
These criteria are motivated by the weighted Hardy inequality which comes from
Harmonic analysis.
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Part I. Introduction

We will start by explaining what eigenvalues we are interested in.

1.1 Definition. Consider a birth-death process with a state space

and an intensity matrix Q = (¢;;): qrr—1 = ar > 0(1 <k < n), ¢prt1 = by >
000<k<n—1), qrr = —(ar+0bg), and ¢;; = 0 for other i # j. Since the sum of
each row equals 0, we have Q1 = 0 = 0- 1. This means that the Q-matrix has an
eigenvalue 0 with an eigenvector 1. Next, consider the finite case of n < co. Then,
the eigenvalues of —(@) are discrete: 0 = \g < A < - -+
the first (non-trivial) eigenvalue \; = A\; — A\ (also called spectral gap of Q). In

E={0,1,2,--- ,n} (n < c0)

*Department of Mathematics, Beijing Normal University, Beijing 100875, The People’s

Republic of China. E-mail: mfchen@bnu.edu.cn
Home page: http://www.bnu.edu.cn/”chenmf/main_eng.htm

< A,. We are interested in
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the infinite case (n = 00), A\; can be 0. Certainly, one can consider a self-adjoint
elliptic operator in R?, the Laplacian A on manifolds, or an infinite-dimensional
operator as in the study of interacting particle systems.

1.2 Difficulties. To get a concrete feeling about the difficulties of this topic, let
us first look at the following examples with a finite state space. When E = {0,1},
it is trivial that Ay = a1 + bg. The result is nice because when either a; or bg
increases, so does A\;. When E = {0, 1,2}, we have four parameters by, b1, a1, as
and

)\1:2_1[a1+a2+b0+b1—\/(al—a2+bo—b1)2+4a1b1]

When E = {0,1,2,3}, we have six parameters: by, b1, bs,a1,a2,as. In this case,
the expression for A; is too lengthy to write. The roles of the parameters are
inter-related in a complicated manner. Clearly, it is impossible to compute Aq
explicitly when the size of the matrix is greater than five.

Next, consider the infinite state space £ = {0,1,2,---}. Denote the eigen-
function of A\; by g and the degree of g by D(g) when g is polynomial. Three
examples of the perturbation of A\; and D(g) are listed in Table 1.1.

bi(i > 0) a;(i > 1) M| D(g)

i+c(c>0) 2 1 1
i+1 2 + 3 2 2
i+1 2+ (4+V2) 3 3

Table 1.1 Three examples of the perturbation of \; and D(g)

The first line is the well known linear model for which A1 = 1, independent of
the constant ¢ > 0, and g is linear. Keeping the same birth rate, b; = i + 1,
changes the death rate a; from 2i to 2i 4+ 3 (resp. 2i+4+ \@), which leads to the
change of A\; from one to two (resp. three). More surprisingly, the eigenfunction
g is changed from linear to quadratic (resp. triple). For the other values of a;
between 2i, 20 + 3 and 2i + 4 + /2, \; is unknown since ¢ is non-polynomial. As
seen from these examples, the first eigenvalue is very sensitive. Hence, in general,
it is very hard to estimate A;.

In the next section, we find that this topic is studied extensively in Riemann-
ian geometry.

II. New variational formula for the first
eigenvalue

2.1 Story of estimating \; in geometry. At first, we recall the study of Ay
in geometry.

Consider Laplacian A on a compact Riemannian manifold (M, g), where g
is the Riemannian metric. The spectrum of A is discrete:

<A <A< A =0
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(may be repeated). Estimating these eigenvalues \j (especially ;) is very impor-
tant in modern geometry. As far as we know, five books, excluding those books on
general spectral theory, have been devoted to this topic: Chavel (1984), Bérard
(1986), Schoen and Yau (1988), Li (1993) and Ma (1993). For a manifold M,
denote its dimension, diameter and the lower bound of Ricci curvature by d, D,
and K (Ricciys > Kg), respectively. We are interested in estimating A in terms
of these three geometric quantities. It is relatively easy to obtain an upper bound
by applying a test function f € C1(M) to the classical variational formula:

A1 1nf{/ IVfl|*de: feCH (M /fd:z_o /f2 x—l} (2.0)

where “dz” is the Riemannian volume element. To obtain the lower bound,
however, is much harder. In Table 2.1, we list eight of the strongest lower bounds
that have been derived in the past, using various sophisticated methods.

Author(s) Lower bound
A. Lichnerowicz (1958) % K, K>0. (2.1)
P. H. Bérard, G. Besson d{ 0"/2 si—1tdt }2/d K=d—1>0. (22)
& S. Gallot (1985) J D/2 osd-1tdt )
2
P. Li & S. T. Yau (1980) 271)2, K >0. (2.3)
J. Q. Zhong & w2
H. C. Yang (1984) D K20 (24)
1
P. Li & S. T. Yau (1980 K <O0. 2.5
( ) D?(d—1)exp[1+V1+ 16(12] (
2
K. R. Cai (1991) o K K< (2.6)
H. C. Yang (1989) & w2
F. Jiag(1(991) ) ;¢ T ifd25 K<O (2.7)
H. C. Yang (1989) & ™
F. Jiag(1(991) ) ppe¢ v 2sdsd K<O (28)

Table 1.2 Ten lower bounds of \;
In Table 2.1, the two parameters o and o are defined as a = D+/|K|(d —1)/2
and o = D+/|K|((d — 1) V 2)/2. Among these estimates, five ((2.1), (2.2), (2.4),
(2.6) and (2.7)) are sharp. The first two are sharp for the unit sphere in two
or higher dimensions but fail for the unit circle; the fourth, the sixth, and the
seventh are all sharp for the unit circle. As seen from this table, the picture is
now very complete, due to the efforts of many geometers in the past 40 years. Our
original starting point is to learn from the geometers and to study their methods,
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especially the recent new developments. In the next section, we will show that
one can go in the opposite direction, i.e., studying the first eigenvalue by using
probabilistic methods. Exceeding our expectations, we find a general formula for
the lower bound.

2.2 New variational formula. Before stating our new variational formula, we
introduce two notations:

C(r) = cosh?™! [;/d_—Kl]’ r € (0, D). F={feC[0,D]: f>0on (0,D)}.

Here, we have used all the three quantities: the dimension d, the diameter D, and
the lower bound K of Ricci curvature.

Theorem 2.1[General formula] (Chen & Wang (1997a)).

Ay > sup inf — - 4f(£) =:&;. (2.9)
ferre.D) [FC(s)~tds [ C(u) f(u)du

The new variational formula has its essential value in estimating the lower bound.
It is a dual of the classical variational formula in the sense that “inf” in (2.0)
is replaced by “sup” in (2.9). The classical formula can be traced to Lord S.
J. W. Rayleigh (1877) and E. Fischer (1905). Noticing that these two formulas
(2.0) and (2.9) look very different, which explains that why such a formula (2.9)
has never appeared before. This formula can produce many new lower bounds.
For instance, the one corresponding to the trivial function f = 1 is non-trivial
in geometry. Applying the general formula to the test functions sin(ar) and
cosh' ~%(ar) sin(Br) with o = 27 1\/|K[/(d — 1) and 8 = 7/(2D), we obtain the

following:
Corollary 2.2 (Chen & Wang (1997a)).

K D [ K !
A1>d{1—cosd[ H . d>1, K>0

d—1 (2.10)

2 2D2K D | -K
)\12%\/1—74(30%1_‘1 [2 dJ’ d>1, K <0.
T - (2.11)

Applying this formula to some very complicated test functions, we can prove
the following result:

Corollary 2.3 (Chen, Scacciatelli and Yao (2002)).
M >7?/D?+K/2, KEeR. (2.12)

The corollaries improve all the estimates (2.1)—(2.8). Especially, (2.10)
improves (2.1) and (2.2), (2.11) improves (2.7) and (2.8), and (2.12) improves
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(2.3) and (2.6). Moreover, the linear approximation in (2.12) is optimal in the
sense that the coefficient 1/2 of K is exact.

A test function is indeed a mimic of the eigenfunction, so it should be chosen
appropriately in order to obtain good estimates. A question arises naturally: does
there exist a single representative test function such that we can avoid the task
of choosing a different test function each time? The answer is seemingly negative
since we have already seen that the eigenvalue and the eigenfunction are both very
sensitive. Surprisingly, the answer is affirmative. The representative test function,

though very tricky to find, has a rather simple form: f(r) =4/ fo —1ds. This

is motivated from the study of the weighted Hardy 1nequahty, a powerful tool in
harmonic analysis (cf. Muckenhoupt (1972), Opic and Kufner (1990)).

Corollary 2.4 (Chen (2000)). For the lower bound &; of A given in Theorem 2.1,
we have 4671 > & > 671, where

= s ([ cwras) ([ ews)

C(s) = cosh? [; d__Kl] (2.13)

Theorem 2.1 and its corollaries are also valid for manifolds with a convex
boundary endowed with the Neumann boundary condition. In this case, the
estimates (2.1)—(2.8) are conjectured by the geometers to be correct. However,
only the Lichnerowicz’s estimate (2.1) was proven by J. F. Escobar in 1990. The
others in (2.2)—(2.8) and furthermore in (2.10)—(2.13) are all new in geometry.

On the one hand, the proof of this theorem is quite straightforward, based
on the coupling introduced by Kendall (1986) and Cranston (1991). On the other
hand, the derivation of this general formula requires much effort. The key point is
to find a way to mimic the eigenfunctions. For more details, refer to Chen (1997).

Applying similar proof techniques to general Markov processes, we also
obtain variational formulas for non-compact manifolds, elliptic operators in R?
(Chen and Wang (1997b)), and Markov chains (Chen (1996)). It is more difficult
to derive the variational formulas for the elliptic operators and Markov chains due
to the presence of infinite parameters in these cases. In contrast, there are only
three parameters (d , D, and K) in the geometric case. In fact, formula (2.9) is a
particular example of our general formula (which is complete in dimensional one)
for elliptic operators.

To conclude this part, we return to the matrix case introduced at the begin-
ning of the paper.

2.3 Birth-death processes. Let b; > 0(¢ > 0) and a; > 0(z > 1) be the birth
and death rates, respectively. Define

po =1, Mi:% (121).
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Assume that the process is non-explosive:

o (brpr) Z?:o i = 00 and moreover p= ;i <oo. (2.14)

The corresponding Dirichlet form is

D) = Yo mbilfir = Fi)' 2(D)={f € *(m) : D(f) < oc}.

Here and in what follows, only the diagonal elements D(f) are written, but the
non-diagonal elements can be computed from the diagonal ones by using the
quadrilateral role. We then have the classical formula

M= A{D(f):7(f) =0,7(f*) = 1}.

Define
F'={f: fo=0,there exists k : 1 < k < oo so that f; = fiak
and f is strictly increasing in [0, k]},
F"={f: fo=0, f is strictly increasing},
and

1
MO G0 2,

Let f = f — n(f). Then we have the following results:
Theorem 2.5 (Chen (1996, 2000, 2001))1. Under (2.14), we have

(1) Dual variational formula.

inf supZ;(f)"'=X = sup inf I;(f)~ L
e S (f) 1= sup inf (f)

(2) Explicit estimate. pud~t > A1 > (40)7!, where
§=sup > (b)) D ny.
21 jcio i>i
(3) Approximation procedure. There exist explicit sequences 7/, and 7./ such that

W, =z > (40)7h

Here the word “dual” means that the upper and lower bounds are interchangeable
if one exchanges “sup” and “inf”. With slight modifications, this result is also
valid for finite matrices, refer to Chen (1999).

IDue to the limitation of the space, the most of the author’s papers during 1993-2001 are
not listed in References, the readers are urged to refer to [11].
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Ill. Basic inequalities and new forms of Cheeger’s
constants

3.1 Basic inequalities. We now go to a more general setup. Let (E,&,7) be a
probability space satisfying {(z,z) : z € E} € £ x £. Denote by LP(r) the usual
real LP-space with norm || - ||,. Write || - || = - |2

For a given Dirichlet form (D,D(D)), the classical variational formula for
the first eigenvalue A\; can be rewritten in the form of (3.1) below with an op-
timal constant C' = )\fl. From this point of view, it is natural to study other
inequalities. Two additional basic inequalities appear in (3.2) and (3.3) below.

Poincaré inequality : Var(f) < CD(f), f e L*(m), (3.1)
2

Logarithmic Sobolev inequality:/fQIOg Hji”deéCD(f), feL*(m), (3.2)

Nash inequality : Var(f) < C’D(f)l/prHf/q, f e L?(n), (3.3)

where Var(f) = n(f?) —n(f)?, 7(f) = [ fdm, p € (1,00) and 1/p+1/q = 1. The
last two inequalities are due to Gross (1976) and Nath (1958), respectively.

Our main object is a symmetric (not necessarily Dirichlet) form (D, D(D))
on L?(r), corresponding to an integral operator (or symmetric kernel) on (E, £):

D()=5 [  ICedpli) - f@)P DD)={f € 1) : D(J) < o0}

" (3.4)
where J is a non-negative, symmetric measure having no charge on the diagonal
set {(z,z) : x € E}. A typical example is the reversible jump process with a g-pair
(¢(x), q(z,dy)) and a reversible measure 7. Then J(dz,dy) = w(dz)q(x, dy).

For the remainder of this part, we restrict our discussions to the symmetric
form of (3.4).

3.2 Status of the research. An important topic in this research area is to
study under what conditions on the symmetric measure J do the above inequal-
ities hold. In contrast with the probabilistic method used in Part (II), here we
adopt a generalization of Cheeger’s method (1970), which comes from Riemannian
geometry. Naturally, we define

Ay = nf{D(f) : 7(f) = 0, [[f]l = 1}.

For bounded jump processes, the fundamental known result is the following:
Theorem 3.1 (Lawler & Sokal (1988)).

where



Ergodic Convergence Rates of Markov Processes 581

fA m(dx)q(x, A°)
m(A)e0.1) 7(A) Am(AC) and M= igng)-

In the past years, the theorem has been collected into six books: Chen (1992),
Sinclair (1993), Chung (1997), Saloff-Coste (1997), Colin de Verdiere (1998), Al-
dous, D. G. & Fill, J. A. (1994-). From the titles of the books, one can see a wide
range of the applications. However, this result fails for the unbounded operator.

k=

Thus, it has been a challenging open problem in the past ten years to handle the
unbounded case.

As for the logarithmic Sobolev inequality, there have been a large number
of publications in the past twenty years for differential operators. (For a survey,
see Bakry (1992) or Gross (1993)). Still, there are very limited results for integral
operators.

3.3 New results. Since the symmetric measure can be unbounded, we choose
a symmetric, non-negative function r(x,y) such that

N - J(dx,dy) JW(dz, E)
J )(dx,dy) = I{T(z,y)a>0}W W
For convenience, we use the convention J(® = J. Corresponding to the three

(> 0) satisfies < 1, m-as.

inequalities above, we introduce the following new forms of Cheeger’s constants.

Inequality Constant k(@
. J(@ (A x A°)
inf ———=
m(A)e(0,1) m(A) A m(A°)
(@) (A x A°
Log. Sobolev | lim  inf JOA X A%)
r=0m(A)€(0,r] w(A)y/logle + m(A)~1]
() c
Log. Sobolev | lim inf JO(A X A°) + dn(4)
6—=00m(A)>0 (A)\/1 —logm(A)

J@ (A x A°)
Nash inf
as r(A)e.1) [w(A) A 7(A°)|Ra=8)/(2a=2)

(Chen and Wang(1998))

Poincaré

(Wang (2001a))

(Chen (2000Db))

(Chen (1999D))

Table 3.1 New forms of Cheeger’s constants
Our main result can be easily stated as follows.
Theorem 3.2. k(1/2) > 0 = the corresponding inequality holds.
In other words, we use J1/2) and J to handle the unbounded J. The first
two kernels come from the use of Schwarz inequality. This result is proven in four

papers quoted in Table (3.1). In these papers, some estimates which are sharp or
qualitatively sharp for the upper or lower bounds are also presented.

IV. New picture of ergodic theory and explicit
criteria

4.1 Importance of the inequalities. Let (P;);>0 be the semigroup determined
by a Dirichlet form (D, D(D)). Then, various applications of the inequalities are
based on the following results:
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Theorem 4.1 (Liggett (1989), Gross (1976) and Chen (1999)).

(1) Poincaré inequality
= |Pf = 7(f)|]2 = Var(P.f) < Var(f) exp[~2)1].
(2) Logarithmic Sobolev inequality = exponential convergence in entropy:
Ent(P;f) < Ent(f) exp[—20t],

where

Ent(f) =7 (flog f) — (f)log [ f]lx-
(3) Nash inequality <= Var(P,f) < C||f]l1/t'71.

In the context of diffusions, one can replace "=—" by ”<=>" in part (2). There-
fore, the above inequalities describe some type of L?-ergodicity for the semigroup
(P:)t>0. These inequalities have become powerful tools in the study on infinite-
dimensional mathematics (phase transitions, for instance) and the effectiveness of
random algorithms.

4.2 Three traditional types of ergodicity. The following three types of ergo-
dicity are well known for Markov processes.

Ordinary ergodicity : lim ||pi(z,-) — 7||var =0

t—o0
Ezponential ergodicity : lpe(, ) — 7l|var < C(x)e” " for some a >0
Strong ergodicity : lim sup ||p¢(z, ) — 7||var =0

t—oo 4

— lim e’ sup ||pe(z, ) — 7||var = 0 for some > 0
t—00 T

where p;(z, dy) is the transition function of the Markov process and || - ||var is the
total variation norm. They obey the following implications:

Strong ergodicity = Exponential ergodicity = Ordinary ergodicity.
It is natural to ask the following question. does there exist any relation between

the above inequalities and the three traditional types of ergodicity?

4.3 New picture of ergodic theory.

Theorem 4.2 (Chen (1999), ...). For reversible Markov processes with densities, we
have the diagram shown in Figure 4.1. In Figure 4.1, L?-algebraic ergodicity means
that

Var(P,f) < CV(f)t' 79 (t > 0)

holds for some V' having the properties (cf. Liggett (1991)): V is homogeneous of
degree two (in the sense that

V(cef +d) = EV(f)
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for any constants ¢ and d) and V (f) < oo for all functions f with finite support.

Nash inequality

v N
Logarithmic Sobolev inequality L'-exponential convergence
Y )
Exponential convergence in entropy Strong ergodicity
4 4
Poincaré inequality — Exponential ergodicity
.
L2-algebraic ergodicity
)

Ordinary ergodicity

Figure 4.1 Diagram of nine types of ergodicity
In Figure 4.1, L?-algebraic ergodicity means that

Var(P,f) < CV(f)t'™7 (t > 0)

holds for some V' having the properties (cf. Liggett (1991)): V is homogeneous
of degree two (in the sense that V(cf + d) = c*V(f) for any constants ¢ and d),
V(f) < oo for all functions f with finite support. The L!-exponential convergence
means that

1Pf = 7Nl S CIf = 7( e

for some constants € > 0 and C' (> 1) and for all £ > 0.

The diagram is complete in the following sense: each single-side implica-
tion can not be replaced by double-sides one. Moreover, strong ergodicity and
logarithmic Sobolev inequality (resp. exponential convergence in entropy) are
not comparable. With exception of the equivalences, all the implications in the
diagram are suitable for more general Markov processes. Clearly, the diagram
extends the ergodic theory of Markov processes.

The diagram was presented in Chen (1999), originally for Markov chains
only. Recently, the equivalence of L!'-exponential convergence and strong ergo-
dicity was mainly proven by Y. H. Mao. A counter-example of diffusion was
constructed by Wang (2001b) to show that strong ergodicity does not imply ex-
ponential convergence in entropy. For other references and a detailed proof of the
diagram, refer to Chen (1999).

4.4 Explicit criteria for several types of ergodicity. As an application of
the diagram in Figure 4.1, we obtain a criterion for the exponential ergodicity of
birth-death processes, as listed in Table 4.2. To achieve this, we use the equiv-
alence of exponential ergodicity and Poincaré inequality, as well as the explicit
criterion for Poincaré inequality given in part (3) of Theorem 2.5. This solves a
long standing open problem in the study of Markov chains (c¢f. Anderson (1991),
§6.6 and Chen (1992), §4.4).
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Next, it is natural to look for some criteria for other types of ergodicity. To
do so, we consider only the one-dimensional case. Here we focus on the birth-death
processes since the one-dimensional diffusion processes are in parallel. The crite-
rion for strong ergodicity was obtained recently by Zhang, Lin and Hou (2000),
and extended by Zhang (2001), using a different approach, to a larger class of
Markov chains. The criteria for logarithmic Sobolev, Nash inequalities, and the
discrete spectrum (no continuous spectrum and all eigenvalues have finite mul-
tiplicity) were obtained by Bobkov and Gotze (1999) and Mao (2000, 2002a,b),
respectively, based on the weighted Hardy inequality (see also Miclo (1999), Wang
(2000), Gong and Wang (2002)). It is understood now the results can also be de-
duced from generalizations of the variational formulas discussed in this paper
(cf. Chen (2001b)). Finally, we summarize these results in Theorem 4.3 and
Table 4.2. The table is arranged in such an order that the property in the latter
line is stronger than the property in the former line. The only exception is that
even though the strong ergodicity is often stronger than the logarithmic Sobolev
inequality, they are not comparable in general, as mentioned in Part II.
Theorem 4.3 (Chen (2001a)). For birth-death processes with birth rates b;(i > 0)
and death rates a;(i > 1), ten criteria are listed in Table 4.2. Recall the sequence (1;)
defined in Part Il and set pli, k] = >, ;) pj. The notion “(x) & ---" appeared in
Table 4.2 means that one requires the uniqueness condition in the first line plus the

condition "

Property Criterion
1
Uniqueness —u|0,n] =00 (x
; o] ()
Recurrence Z L _ o0
nbn,
n=>0
Ergodicity (%) & ul0,00) < 00

Exponential ergodicity 1
L2-exp. convergence () & il;ﬁ)u[n, oo)j<n_1 ib; <
1
Discrete spectrum (%) & lim pln,oc0) Z =0
n— oo

b
o<jan—1 Hi%

1
Log. Sobolev inequality | () & sup u[n, oo) log[u[n, 0™ ] Z —<
1 b

N
=
<
g)@

j\n_l

Strong ergodicity 1 _ 1
L'-exp. convergence (x) & Z it OO)_Z'unZ b‘<OO

n>0M"b" n>1 janat'
1
Nash inequality (%) & sup pn, oo)(q*Q)/(qfl) Z <0
n=1 j<n—1 ,u]‘bj

Table 4.2  Ten criteria for birth-death processes
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Added in Proof. We remark that in the original paper, for the Nash inequality
there is an extra condition which is removed by the following paper:
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ABSTRACT. Motivated from the study on the logarithmic Sobolev, Nash and other
functional inequalities, the variational formulas for Poincaré inequalities are ex-
tended to a large class of Banach (Orlicz) spaces of functions on the line. Explicit
criteria for the inequalities to hold and explicit estimates for the optimal constants
in the inequalities are presented. As a typical application, the logarithmic Sobolev
constant is carefully examined.

1. Introduction. In this section, we explain the background of the study and
prove one of the main results in the paper to illustrate the ideas.
Let
L = a(x)d?/dz? + b(z)d/dx

be an elliptic operator on an interval (0, D) (D < oo) with Dirichlet boundary at
0 and Neumann boundary at D when D < oo, where a and b are Borel measurable
functions and a is positive everywhere. Set C(z) = [, b/a, where the Lebesgue
measure dz is often omitted. Throughout the paper, assume that

D
Z::/ e“/a < .
0
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Hence, dy := a~'e“dz is a finite measure, which is crucial in the paper. It is well
known that the first Dirichlet eigenvalue Ay of L is equal to the reciprocal of the
optimal constant A in Poincaré inequality

D D
| Paw<a e pecion) fo)-o, (L1)
0 0

where Cg4 is the set of all continuous functions, differentiable almost everywhere
and having compact supports. When D = oo, one should replace [0, D] by [0, D)
but we will not mention again in what follows. The starting point of the paper is
the following variational (or min-max) formulas proved in [1; Theorem 1.1] (see
also [2] and [3]).

A< inf x:(%pmj(f)( z) (1.2)
A> sup inf I(f)(z) (1.3)

fez’ z€(0,D)
where b
1)) = (P @) [ fap,
F = {f €Cl0,D]NC(0,D) : £(0) = 0, f'|i0,0) > 0}

and .#’ is a suitable modification of .% (see [1] for more details). Moreover, when
a and b are both continuous on [0, D], the inequalities in (1.2) and (1.3) all become
equalities. Note that the same notation f is used in (1.1) and %, but this should
yield no confusion.

Next, consider a Banach space (B, || - ||, du) of Borel measurable functions
f:[0,D] — R with norm

171 = sup [ Iflads (1.4)
geY

for a fixed set ¢, to be specified case by case later, of non-negative Borel mea-
surable functions on [0, D]. Throughout the paper, assume that 1 € B and B
is ideal: If h € B and |f| < |h|, p-a.e., then f € B and || f||p < ||h]ls. Then
Cq4[0,D] € L*°(u) C B. Note that if a Banach space (B,|| - ||, ) is ideal
and normal (fi,f2 € B and |fi| < |f2] = |fille < [|f2]lg), then by Nakano-
Amemiya-Mori theorem, the dual representation (1.4) is equivalent to the order
semicontinuous of the norm:

0K fut feB=|fulle = Ifls

(cf. [4; [page 190]). The main goal of the study is to replace the L?-norm on
the left-hand side of (1.1) with the norm || - ||5. That is, extending (1.1) into the
Banach form:

172, < / J2C = AD(f),  feCd0,D], f(0)=0,  (L5)
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where A’ is a constant. The meaning of the extension is, as did in [5] and [6], that
one can establish a criterion for the logarithmic Sobolev inequality

D
| s m()an< aD(). recn.l

where

n(f) = / fdn = p(f)/2

and A” is a constant, by choosing a suitable Banach (Orlicz) space B. Along
this line, other criteria are also obtained in [7-9] for the Nash inequality, empty
essential spectrum and super-contractivity of Markov semigroups. Readers are
urged to refer to [10] for a survey of the study on these topics. Certainly, the idea
should be meaningful for other inequalities, for instance for F-Sobolev inequalities
(i.e., replacing the logarithmic factor in the above inequality by F ( 2/ 77( f2)) for
a suitable functional F'), or equivalently, the functional inequalities introduced
in [11] (see also [12]). These facts lead us to study the general form (1.5), and
furthermore to estimate the optimal constant Ap in (1.5):

Ag = sup {||/*[|5/D(f) : f € Caf0, D], f(0) =0, D(f) #0}.  (L6)

The expression (1.6) is an analog of the classical variational formula for the first
Dirichlet eigenvalue, and is especially powerful for the lower bounds of Ag. The
next result (1.7) is a variational formula for the upper bounds of Ag. In practice,
upper bounds are more useful but much harder to handle. The formulas (1.2) and
(1.3) are originally based on the eigenequation

Lf = _)\va

which has no meaning in the present setup. Thus, it is not obvious at all that
(1.2) can be generalized to (1.7) but a generalization of (1.3) fails. The explicit
bounds are presented in (1.8) and (1.9) below, they lead to the main criterion.

Theorem 1.1. Let 4 > gg with inf gy > 0. Then, we have

. 2)7—1
Ap < inf sup  [f/(2)e’@] T f w8 (1.7)

feymE(O,D)

In particular,
Ap <4 sup @(x)|/I(z,p)ls =: 4Bs, (1.8)
z€(0,D)
Ag > sup go(x)_ngo(:L‘ A ~)2HB =: Cp, (1.9)
z€(0,D)

where p(z) = ["e=¢. Moreover,

Bg < Cp < 2Bg. (1.10)
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Hence Ag < oo iff By < 0.

The idea of extending (1.1) into (1.5) is due to [5], where the estimates Bp <
Ap < 4Bp were presented. The last result is based on Muckenhoupt’s estimates
for weighted Hardy inequality given in [13] (see also [14] and [15] for various gen-
eralizations including the LP(u)-cases). However, this paper adopts a completely
different tool: the variational formulas (1.2) and (2.1) below which have been
known only recently. Thus, the most important credit of Theorem 1.1 is (1.7)
which provides a new variational formula for a large class of Banach spaces but
can not be deduced from the known results on the weighted Hardy inequality. The
variational formulas (1.7) and (2.2) below give us not only new explicit bounds
((1.9) and (2.3)) but also sharper estimates, as illustrated by Example 3.4 below.
In brief, this paper is an extension of [1] and [16] to the setup of Banach spaces.

The remainder of the paper is organized as follows. In the next section, some
refinements and extensions of Theorem 1.1 are presented (Theorems 2.1 and 2.2).
In section 3, the results developed in previous sections are specified to the Orlicz
spaces (Theorems 3.1 and 3.2). The application of these results to the logarith-
mic Sobolev inequality with rather good bounds is presented in the last section
(Theorem 4.3). We now conclude this section with the following proof.

Proof of Theorem 1.1. First, we remark that the condition “with compact sup-
ports” of functions used in (1.1) (resp. (1.5)) can be replaced by “contained in
L?(u) (resp. f? € B)”. To see this, let f be a continuous, a.e. differentiable
function such that f2 € B and let D = oo. Set fy = f1jo,n) for N < oo. Then,
it is immediately to see that

0> D(fx) 1 D(f) <00 as N1 oo
Moreover, since 0 < f% 1 f? € B, we have
155l = 1/ ][p <00 as N —oco.
This proves the required assertion. Furthermore, when infa > 0, one may re-
place C4 in (1.1) by smooth functions with compact supports since fy can be
approximated in the H'2-sense by those functions on [0, N + 1] and

0 <e“/a < (infa) te®

is locally bounded.
(a) Note that 1 € B and so

D
sup/ gdp = ||1]|p < oo.
ge¥ Jo

Hence & C L'(u). Let go € 4 satisfy inf go =: € > 0. Since

ep(lf1) < ullflgo) < [If1le,
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we have B C L*(u). To prove (1.7), one may assume that the right-hand side of
(1.7) is finite. Otherwise, there is nothing to do. Then, for gy given above, we
have

; e—C(@) / 1 ; e—C(@) / Fand
e inf sup < inf  sup g
FEZ yeo,p) [ s fe€F ze(0,D) f' o

—C(x)

f U\ fIwpls <
< inf sup ——— D)llB < 00.
FEF ge(o,p) [f'(T) (=)

Hence

A< inf sup I(f)(x) < oco.
jot sw (f)(x)

Let g € ¢4 and set g, = g+ 1/n. At the moment, we do not require that g, € 4.
Note that if we replace a and b by a/g, and b/g, respectively, then the function
C remains the same and a/g,, is also positive everywhere. Because g € L (1), we

have fOD gndp < 0o. The corresponding functional I(f) becomes

e—C(z) D fec e—C(a:) D

(@) Jo a/gn
Next, since
e—C(2) e—C@)
/ fodu < sup / fondp
me(o D) f z€(0,D) f

—C(I)
< sup / fgdu+* sup I(f)(z),
ve(o.0) f'(z) T 2¢(0,D)

for each fe.7 with sup I(f)(z)<oo, we have
z€(0,D)

e—C(2) e—C(x)
lim  sup fgndu sup / fgdp.
n=00 3c(0,D) [ x€(0,D) [

Denote by A(gy,) the correspondent optimal constant in (1.1):
— sup / F29.dp1/ D(F)
fe

where

2 = {f € Cyl0,D] : £(0) =0 and D(f) # 0}.

Note that Z is independent of a and ¢. Similarly, we have A(g). Clearly, A(g) <
A(gn) | Next,

A(gn) < A(g) +n~ Sup/ f2du/D(f) g) + A/n.
e
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Therefore, A(g,) 4 A(g) as n — oco. By (1.2), we have

e—Clz) e~ C(x)
A(g) = lim A(g,) < lim sup / fgndp = sup / fodp.
(9) n—oo (9n) n=%0 £€(0,D) f'(z z€(0,D) [z

Making infimum with respect to f € %, it follows that

D
Alg)< inf sup [f/(2)eC@]! / fgdu
fez z€(0,D) x

forall g € 9.
It is now easy to complete the proof of (1.7). By definition, we have

Ag = sup [|f*]|5/D(f)
few

= ®9dp/D
o sup [ ot/ DU

= *9du/D
i [ ot/

— sup A(g).
geY

Hence

7C(a:)
Ap < sup inf sup / fodu
ge@ [€7 wco,p) ['(x

—C(x)
< inf sup sup / fogdu
€7 geg weo.p) (@)

f e o / fod
= inf sup sup gdu
FEF 4e(o, D) f geg

(&

—flg; mes(%pD) e Hf (wD)HB

This proves (1.7). One key point here is that “sup inf < inf sup”, which is
the main argument in the proof, is where one may lose a lot in the estimation.
Fortunately, it is not our case as guaranteed by (1.8)—(1.10) and (2.3) below.
(b) For the explicit bounds, by [16], we have
B; < A< 4Bs, By < B; < 2B» (1.11)

where

D T D
Bo= s o) [ Bi=2 sw [ ot [ aua),
z€(0,D) x z€(0,D) JO y
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and
efc(y) dy

V) = =0

is a probability measure on [0, z]. Note that (*) is invariant under the transform
(a,b) = (a/g,b/g) used above.

If By = o0, equivalently, By = oo by (1.11), take go € ¢ so that inf gy =€ > 0,
then

By = sup ()| B
z€(0,D)

D
> sup so(w)/ godp
z€(0,D) T

D
>e sup w(fﬂ)/ dp
z€(0,D) T

:EBQ = OQ.

Similarly,
Cg = sup go(a:)_ngo(x A -)2HB = 00.
z€(0,D)
Hence (1.8) and (1.10) are all trivial. We will prove later that (1.9) is also trivial
in this case.
Unless otherwise stated, we assume that By < oo and B; < oco. Again, set
gn =9+ 1/nfor g €¥4. Then

D D
lim By(gn,) = lim sup so(w)/ gndp = sup w(w)/ gdp = Ba(g).

n—o0 n— 00 xG(O,D) xG(O,D)

At the same time, lim, o B1(g,) = Bi(g). Thus, for each g € ¢, replacing B;
with B;(g) (i = 1,2) and A with A(g) in (1.11), the conclusions still hold. Now,
the proof of (1.8) is easy:

D
sup Bz(g) = sup w(fv)sup/ gdp = sup ()| lzplls = Bs
geY z€(0,D) g9c¥ Jx z€(0,D)

and

Ap = sup A(g) < 4sup Ba(g) = 4Bg.
geY geY

An alternative proof for the upper estimate goes as follows. First, applying (1.7)
to f =/, we obtain

Ap <2 sup V(@) V@ I p) s

z€(0,D)

Then the right is bounded above by 4Bp as an application of [16; Lemma 1.2].
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For the lower bound, the first step is also easy:

x D
sup Bi(g) = 2sup sup / e(y) / gdp @) (dy)
= 9€¥ z€(0,D) JO Y

x D
=2 sup sup / o (y) / gduv ™ (dy).
z€(0,D) g€¥ JO Y

However, one can not exchange the order of “sup,” and “ fox” here. Alternatively,
we use the Fubini theorem,

/Ow e(y) /yD gdu v @ (dy) = /OD 1(d2)g(2) /OMZ ()0 (dy).

Hence

D Az
sup Bi(g) =2 sup sup / [ / w(y)dv(z)(dy)]g(Z)u(dZ)
geY z€(0,D) ge¥ Jo 0

= sup cp(fﬁ)_lHQO(fU/\')QHB
(0,D)

xe

= Cj.

Here in the last step, we have used the identity:

/Omso(y)v(”)(dy) = @(1:6) /OW <e‘c<y> /Oy e_C)dy
sl ()

1 2
= mg&(x/\z) .

Since the sign of equality holds at each step in the above proof when making
supremum with respect to g € ¢4, by (1.11), we obtain (1.10).

We now prove (1.9). Fix z € (0, D) and let f = o(zA-). Then f € L>=(u) C B.
The function f is clearly absolutely continuous and so (1.5) is meaningful by the

remark at the beginning of the proof. Then some simple computation shows that
D(f) = ¢(x) and HfQHB = [l¢(x A -)?||p. Therefore,

Ap = || 2|5/ D(f) = () Hle(x A-)?|ls.

Making supremum with respect to = € (0, D), we get (1.9) (and then also Cp >
Bg). Here, Cy = oo is allowed and in particular

Ap > Cp = Bg = o0

when By = oco. This proves the promised assertion.
(c) The last assertion follows from (1.8)—(1.10). O
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Recall that the formula (1.7) is an extension of (1.2). However, the extension of
(1.3) to Banach spaces B is still unclear since the similar proof does not work: the
inequality sup, inf, < inf, sup, goes to the opposite direction than what we need,
even though we do have the nice expression Ap = sup e A(g) and both (1.2) and
(1.3) are meaningful for A(g). This fact and the proof of Theorem 1.1 indicate
the limitation of the approach: In order to obtain some bounds in terms of | - ||g,
one needs a good enough representation of the constant A in (1.1), as shown in
Theorem 1.1. In particular, the multidimensional analogue of Theorem 1.1 is still
unknown at the moment. Nevertheless, the one-dimensional situation often plays
a critical role in the study on higher- or even infinite-dimensional cases.

2. Extension. Neumann Case. This section consists of three parts. The first

one is an alternative formula of (1.7) and an iterative procedure for estimating

upper bounds of Ag. The second one is an extension of Theorem 1.1 to the case

where the Dirichlet boundary at 0 is replaced by the Neumann one. The last one

is about a variant of (1.5) and some comparisons of the corresponding norms.
Instead of I(f), define

1(f)(x) = f(a)"! /Oxdye-“w | sau= s / Fola Ay,

where

feF":={feCo,D],f(0) =0, flop) >0}
It is proved in [1; Theorem 1.1] that

A< inf  sup II(f)(x). 2.1
ot sw (@) (21

Using (2.1) instead of (1.2) and following the proof of Theorem 1.1, we obtain
(2.2) below.

Theorem 2.1. Let 4 > gg with inf gy > 0. Then, we have

Ap < inf  sup f(w)_lego(sc/\-)HB. (2.2)
z€(0,D)

Next, let Bg < oco. Define fo = /@, fn(2) = || fac1¢(z A -)||p and set Dg(n) =
SUP,e(0,p) fn/fn—1 for n > 1. Then, we have

Proof. For a fixed test function f € # C %" (independent of g € ¥), by the
Mean Value Theorem, we always have sup,¢ o, py 1(f)(®) < sup,eo,py I(f)(2).
The same inequality holds if dy is replaced by dju, := gdp and so

sup f(@) | fe@n)|lp < sup (f/(2)eC )T £ I, byl
z€(0,D) x€(0,D)
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Applying this inequality to the test function f = /p, we obtain Dg(1) < 4Bp
since the original upper bound 485 comes also from the same specific test function
(cf. Proof of [16; Theorem 1.1]). The monotonicity of Dg(n) is simple: By
definition, f,, < Dg(n)f,—1. Hence

Dg(n+1) = sup |[fup(zA-)|B/fn(2)

z€(0,D)
< Dg(n) sup | fa—10(z A8/ ful2)
z€(0,D)
= Dg(n)

for all n > 1. On the other hand, by assumption,
Dg(1) < 4Bp < 0,

we have fop(xz A-) € B. Clearly, fi]o,p) > 0 by the assumption on ¢. Moreover,
it is easy to see that f; € C[0, D] by triangle inequality of the norm and the
locally uniform continuity of ¢. Therefore, fi; € .#”. Furthermore, by induction,
we have f, € " for all n > 1. This gives us, by (2.2), that Dg(n) > Ap and
then lim, o Dg(n) > Ag. O

The estimate (2.2) can be stronger than (1.7), as shown in Part (c) of Example
3.4 below, it says that (2.2), but not (1.7), is applicable for a specific test function.
The iterative procedure in Theorem 2.1 is a modification of those introduced
in [1]. As a dual of the iterative procedure, one may define fo = ¢, f.(x) =
| fncie(x A -)||lg (with some localizing procedure if necessary) and set Cp(n) =
infye0,p) fu/fn-1 for n = 1. Then we have Cg(n) 1 as n 1. However, we do
not have Ag > Cg(n), due to the reason explained at the end of the last section,
and so this procedure does not work in general. Fortunately, lower bounds can
be obtained from (1.6) easily. As illustrated in Examples 3.4 and 4.4 below, the
estimates Dp := Dg(1) and Cp are already quite satisfactory. Thus, in what
follows, we will usually write down the related definition of Dp, and then the
successive procedure should be automatic. Besides, as we mentioned before, for
continuous a and b (on [0, D]), (1.2) and (2.1) are all equalities. Thus, there are
some chances for which the variational formulas (1.7) and (2.2) may be exact and
then we do have complete variational formulas for Ag.

Next, consider the Neumann case. Replace the interval (0, D) by a general
one (p,q)(—o0o0 < p < ¢ < 00). When p (resp., q) is finite, at which we adopt
Neumann boundary condition. Then the Poincaré inequality becomes

q ) — [T 2
/ (F—x())2du<A [ 2, feCalpd, (2.4)
p

p

where 7(f) = [ fdm and dr = dp/Z. Since it is in the ergodic situation, we
assume the non-explosive condition

/e_c(s)ds/ e“Ja=00 if p=—o0 and
P s

q s
/ e_c(s)ds/ e“/a =00 ifqg=o00 (2.5)
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for some (equivalently, all) ¢ € (p,q). Similar to the last section, we are looking
for the extension of (2.4):

1(F = =), < AB/ £26C = AaD(f),  feCapd.  (26)

For a fixed point ¢ € (p,q), according to the last section, one may consider
the similar inequalities as (1.5) on (p,c) and (c,q), respectively, with Dirichlet
boundary at c¢. Let Agic and Agzc denote the corresponding optimal constants,
respectively. Our goal is to estimate Ag in terms of Agic and Agz.. More precisely,
let

B = {fI. : f€B}
Then 1 € B!¢ C B since 1 € B and B is ideal. Next, let

Y ={glpe 9 €YY, 1= plpe
and define
e = sup / Flgdy'.

Suppose that 4'¢ C 4. Then (IB%lC, || - [|grc) is complete since so is (B, || - ||s)-
Therefore, (B¢, ||-||g1e, #€) is an ideal Banach space containing 1, and furthermore
the optimal constant Apic in (1.5) (or (1.6)) (using the same notation D(f)) is
well defined. Similarly, one has (B¢, || - ||gee, #?¢) and Agzc corresponding to the
interval (c,q). In terms of (1.7) and (2.7) below, it is a simple matter to write
down a variational formula for the upper estimate of Ag, but we will often omit
this in what follows to save notations.

Theorem 2.2. Let 4 > gg with inf gg > 0.

(1) In general, we have

ZIB < inf Agie V Agee < inf Dpie V Dp2e < 4 inf Bpie V Bpee, (27)
c€(p:q) c€(p,q) c€(p:q)

where the constants BB and Dg's are defined in terms of ¢!¢(z) = f: e ¢

and p*(z) = [Fe~

Bgic = sup golc(a:)HI(p,m)HBlc,
z€(p,c)

Bp2e = sup gozc(a:)HI(I,q)HBzc,
z€(c,q)

Dpic = sup ¢'¢ 1/2H leple(z v ')HEM
z€(p,c)

D]BZC = Sup 80 1/2H 26 8020('% /\ )HBQ(’
z€(c,q)

(2) Assume additionally that (g1 + g2)/2 € & for every g € ¥ and g, € ¥*°.
Then, we have

1 1 1
Agp>—= sup ApicA Apze >— sup CpicACp2e > = sup BpicA Bpze, (2.8)
c€(p,q) c€(p,q) c€(p,q)
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where

Cpic = sup gplc(x)*lHtplc(x\/')ZHBM Cpze = sup WZC(UC)AH@%@/\')2“320-
z€(p,c) z€(c,q)

(3) Let ¢(A) = supscg (| f|1a)/]|f1alls. Under the above assumption on &'¢,
@2¢ and ¥, if c(A) < oo for all A with 7(A) < 1 (i.e., m(A) is sufficient
small), then Ag < oo iff Bgic V Bz < oo for some (equivalent, for all)
c € (p,q). If so,

Byic, /2 < Cpre, /2 < Ap < Dyre, < 4Bpic,,
where ¢q is the unique solution to the equation Bgic = Bpzc, ¢ € (p, q).

Proof. (a) First, we prove (2.7). Let ¢ € (p,q) and g € 4 with g > 0. Define
g1 = gl(p,c) and ga = gl(c 4. Then g € @' and gy € 9?%¢, by assumption. It is
proved in [16; Theorem 3.3] that the optimal constant A(g) in (2.4), replacing a
with a/g, satisfies A(g) < infee(p.q) A(g1) V A%(g2), where A'¢(g1) and A*“(gs)
are the corresponding optimal constants in (1.1) with respect to the intervals
(p,c) and (¢, q), respectively. As we did in the proof of Theorem 1.1, by a suitable
approximation, one may ignore the condition “g > 0”. Then,

Ag <sup inf A'(g)) Vv A%(go)
geg Ce(pVQ)

< inf  sup AM(g1) vV A*(go)
c€(p,q9) ge¥

< inf sup Alc(g)} v { sup A%(g)
ce(p,q) geGie ge@g2e

== inf ABlc \/ AE2C.
c€(p,q)

Combining this with Theorem 2.1, we obtain (2.7).
(b) Next, we prove (2.8). Note that for (2.4), there is a dual result

A(g) = sup A'(g1) A A*(g2)
c€(p,q)

([16; Theorem 3.2]). However, one cannot use this to prove (2.8) since the orders
of “sup” and “min” are not exchangeable. Here we follow the original proof with
some modification. The price for the general B is a new factor 1/2 and so is
less sharp than the original one. Fix ¢ € (p,q) and £ > 0. Choose fi, fo > 0
such that fl’(c,q) =0, f2’(p,c) =0, Hf12HB1c = Hf22H32c =1and D(f1) < A[gllc +e,
D(fs2) < A]ggld—e. Next, choose g; € 4'¢ and g, € ¥2° such that fpc fgrdp > 1—¢

and [! f3godp > 1—c. Set f = =V fi+V1— X fa, where A = w(f2)?/[m(f1)? +
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7(f2)?)] is the constant so that 7(f) = 0. Then

D(f) = AD(f1) + (1 —=XA)D(fo)
SAAgh +¢) + (1 - M) (Ags +¢)
< (Agie V Agac +6) (A + (1= 1))

c q
< (Ag V Agsl +€) (A / frgdp+ (1= X) / f392dp + s)
p c
q
= (Al V Ao +¢) (/ [>\f1291 +(1— /\)f2292}dﬂ + 5)
p
q
= ozt v azt 49 ([ Plose+a/2uop2)
p

<245k v Agh +¢) (17925 +/2).

Here in the last step, we have used the fact that (g1 + g2)/2 € 4. Letting e — 0
and then making infimum with respect to ¢, we obtain the first inequality in (2.8).
Then, the second and the third ones follow from Theorem 1.1.

(c) The proof of part (3) of the theorem is similar to [16; proof of Theorem
3.7]. Here, we sketch the ideas only.

Note that [}, ), {(+,q) € B and so Bgic, Bgze < oo when p and g are both finite.
We now assume that Bpic V Bgze < oo but allow p and ¢ to be infinite. Then, it
is not difficult to show that Bpgic and Bpz. are both continuous in ¢ with different
values at ¢ = p and ¢ = ¢. Noting that when ¢’ > ¢,

xT xT xT xr
sup / gdp'® = sup / gdp'® < sup / gdp'® = sup / gdp'°
ge¥te Jp ge¥te Jp 9€¥ Jp gegie’ Jp

for all z € (p, ¢), we have Hl(p,r)Hlaalc < HI(RI)HBM, for all z € (p,c). Hence, Bgic 1
and Bpgzc | strictly as ¢ 7. Thus, as ¢ varies, the two curves Bpic and Bz must
intersect at a point ¢y € (p,q) uniquely, and then the required estimates follows
from (2.7) and (2.8).

Next, assume that p > —oco and ¢ = co. We need to consider only the case
where Bpz2c = 0o since Bgic < co. Following the proof of [16; Theorem 3.7] (or
the ideas in the last paragraph), by condition (2.5), the two curves Bgic and Bpze
must intersect at ¢ = ¢ = co. Moreover, the lower bound given in (2.8) equals
oo. Therefore, the required assertions all hold. The case of p = —oco and ¢ < oo
is symmetric and so can be proved in a similar way.

It remains to consider only the case that (p,q) = R and one of Bgic and Bpgze
is infinite. We will come back to the proof soon.

Roughly speaking, Theorem 2.2 is a comparison of HfQH]B and H (f — 7r(f))2H]B.
Alternatively, one may compare || f||2 with ||f — 7 (f)||3 (If we replace || f2 HB with
|13 in (1.5), then by the Cauchy-Schwarz inequality, || f||3 < HfQHIBHlHB, hence
the resulting inequality is weaker than (1.5). However, they are equivalent each
other in the context of the Orlicz spaces studied in the subsequent sections). This
is also used in the study of the logarithmic Sobolev and the Nash inequalities (cf.
[5], [6], [7] and §4 below). The key of the comparison is as follows.
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Proposition 2.3. Let (E, &, ) be a probability space and (B, || - ||z) be an arbitrary
Banach space of Borel measurable functions on (E, &, ), containing the constant
function 1.

(1) Assume that there is a constant ¢y such that \/7(f2) < c1||f||s for all f € B.
Then

If = m(H)lle < 1+ callLlls) £ (2.9)
(2) Next, for a given A € &, let c3(A) be the constant such that /7(f%14) <

c2(A)|| f1allg for all f e B. If ca(A)\/7(A)||1]|p < 1, then for every f with
flae = 0 we have

£l < [[f = m(H)l[g/[L = c2(A) /7 (A) ||1]]8]. (2.10)

Proof. The proof is quite easy. We follow the above quoted papers with a slight
modification. First, we have

Lf =7(Dlle < flle + [=(HlILle < [1Fls + V7 (f2) [[1]e

by the Cauchy-Schwarz inequality. This proves (2.9).
Next, by using the Cauchy-Schwarz inequality again, for every f with f
we have 7(f)? < 7(A) 7(f?). Therefore, by triangle inequality, we have

1flle < |[f =7(Dllg + 7 (ADIe < [|f =705 + ca(A)Vm(A) 11l ]| f]I5-
Collecting the terms of || f||g, we obtain (2.10). O

A6207

Similarly, we have the following result.

Proposition 2.4. Everything in the premise is the same as in Proposition 2.3.

(1) Assume that there is a constant ¢; such that 7(|f|) < c1]|f]|s for all f € B.
Then

1P =72l < (1 + Vel Ls ) || 25 (2.11)

(2) Next, for a given A € &, let ca(A) be the constant such that 7(|f|/4) <
co(A)||f1allg for all f € B. If ca(A)m(A)||1]|p < 1, then for every f with
flae = 0 we have

17205 < 1 = =) [/ 1 = VVea(A)m(A) I1lls ] (2.12)

Proof of Theorem 2.2 (continued). Let (p,q) = R. We need to prove that Ap < oo
iff Bgic V Bpze < oo. By assumption, for sufficiently small ¢, condition (2) of
Proposition 2.4 is satisfied with A = (—o0,¢). Let (2.6) hold. Then we have for

every f with f|4c = 0, that HfQHBM < c’H(f —7(f)) HB for some ¢’ < co. Thus,
once (2.6) holds, we must have Bgic < Apic < oo first for sufficiently small ¢, and
then for all ¢ € R, since Bgic is continuous in ¢ € R. By symmetry, the same
conclusion holds for Bgzc and so Bgic V Bpze < 0o for all ¢ € R. This proves the
necessity of the condition Bgic V Bgze < 0o for Ay < co. The sufficiency comes
from (2.7). If the equation Bgic = Bpze = oo holds for some ¢ € R, then it also
holds for all ¢ € R. Otherwise, the solution ¢y € [p,¢] must be unique as shown
before. Of course, the case that ¢y = oo is useless for us. [
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3. Orlicz form. In this section, the above results are specialized to the Orlicz
spaces. To do so, we recall some basic notions and facts. A function ®: R — R is
called an N-function if it is non-negative, continuous, convex, even (i.e., ®(—x) =
®(x)) and satisfies the following conditions:

O(z) =0 iff =0, lim ®(z)/x =0, lim ®(z)/x = oco.

x—0 T—00

We will often assume the following growth condition (or As-condition) for ®:

sup ¢(2z)/®(x) < oo( < sup 2®’_(2)/®(x) < oo),
e>1 e>1

where ®’_ is the left derivative of ®. It is interesting that this condition is also

essential in the study of F-Sobolev inequalities by Cheeger’s method (cf. [17;

condition (2.3)], see also [18]).

Corresponding to each N-function, we have a complementary N-function:

D.(y) := sup{aly| — ®(z) : 2 >0},  yeR

Alternatively, let . be the inverse function of ®’ | then ®.(y) = Oly\ ©e. The two

typical examples of pairs of N-functions are as follows. First, ®(x) = |z|’/p and

®.(y) =1y|?/q, 1/p+1/q = 1. This corresponds to the standard LP-spaces. Next,

®(x) = (1+|z])log(1 +|z|) — |z| and ®.(y) = el¥! — |y| — 1. This is related to the

logarithmic Sobolev inequality mentioned before. Very often, ®. is not explicitly

known for a given ®, for instance when ®(x) = |z|log(1 + |z|).

Given an N-function and a finite measure p on E := (p,q) C R, we define an
Orlicz space as follows:

L¢(u)={f(E—>R) 7 @(f)du<oo}, £l = sup [ flaau, ()

where

54:{920:/E<I>c(9)du<1}.

Under As-condition, (L®(u),|| - ||,x) is a Banach space. For this, the Ag-
condition is indeed necessary. Clearly, L® (1) 3 1 and is ideal.

Having these preparations in mind, it is rather simple to state our first result
in this section.

Theorem 3.1. For every N-function ® satisfying As-condition, the conclusions of
Theorems 1.1 and 2.1 hold with B = L®(u). Moreover,

(e, p)le = p(z, D) (u(z, D)™") = inf (14 p(z, D)2(a))/a,

where ®_ ! is the inverse function of ®..

Proof. Clearly, L®(p) is an ideal Banach space. Since lim, o ®.(z)/x = 0 and
1 is a finite measure, 4 contains all sufficiently small constants and furthermore
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L®(p) € LY(p). Next, for an indicator function Iz of B, by [19; §3.4, Corollary
7], we have
plle = w(B)® (u(B)~") < oo (3.2)

This gives us again 1 € L*(u) and then & C L'(x). Combining (3.2) with (3.4)
below, we obtain the last assertion. [J

The next result is a consequence of Theorem 2.2 and Proposition 2.4. We will
use the notations introduced there. For simplicity, we write ca(A) = c2(p, ¢) and
m(A) = 7(p,c) when A = (p,c).

Theorem 3.2. For every N-function ® satisfying As-condition, the conclusions of
Theorem 2.2 hold with B = L® (). Additionally, if

[le2(p: ) (p, )] V [ea(e, @) (e, )] 1Ll < 1,

then we have

Ag = sup (1 —VI1le [[62(13, o) (p, )] V [ea(e, q)m(e, q)]] 1/2>2(A]Blc V Agze).

c€(p,q)

To prove this theorem and also for the later use, we recall some known facts
about the norm || - ||¢. The next result is taken from [19; §3.3, Theorem 13 and
Proposition 14].

Proposition 3.3. We have

.1
£l = inf L (1 [ <I>(af)du>- (33)
In particular,
a1
Iplle = inf 5(1 + u(B)®(a)). (34)
Furthermore, if there is a* (= a*(f)) > 0 such that

[ 1718 (a* 1) — 2a" Dy = 1. 5)

where ®_ is the left derivative of ® as usual, then
1 * *
1o = o (1+ [ ata” naw) = [ 17197 (1) (36)
«a E E

Next, a more practical but equivalent norm is as follows:

Iy =int {a>0: [ @(r/a)u <1}, (37)

In particular,
15l @) =1/~ (u(B)™) (3.8)
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(cf. [19; §3.4, Corollary 7]). The comparison of these two norms is as follows:

1fll@) < [l flle < 2[1f ]l @) (3.9)

(cf. [19; §3.3, Proposition 4]). However, | f||@@)=|f|le iff f=0, p-a.e. (cf. [19;
§3.3, Proposition 17]).

Proof of Theorem 3.2. Because ®. is convex, ¢ is a convex set, the assumption
in Part (2) of Theorem 2.2 about ¥'¢, ¢'¢ and ¢ is satisfied. It remains to check
that ¢(A) < oo for all A with 7(A) < 1. Let f € L*(u) with f > 0. By convexity

of @, we have 1
(i [, ) < 3w [, wena

Recall Z = pu(p,q) == f; dp. By (3.3), we obtain

Il = int (14 [ @lapyan) > i [+ £ B0 (ZTUDY] (g1

Next, because of lim,_,~, ®(x)/x =00 and the continuity of ®, there exists ¢/ >0
such that sup,; ®(z)/x > ¢’. Thus,

1, wA) o (aZn(fla)
a’a ‘D< u(A) )

1 Z7(f14) ; aZn(fla)
AR T ST
- ) aZn(fla) _ - i aZn(f14)

o Oty AU, T

Therefore HfIAHcp > min{Z/pu(A), Z}r(fI4). Hence the required assertion
holds indeed for all A.

To prove the last assertion of Theorem 3.2, fix ¢ € (p, q). Applying (2.6) to the
function f; with f1|(c7q) =0, we have ZBD(fl) > H(fl - 7T(f1))2 On the other
hand, by Part (2) of Proposition 2.4, we get HffHBlC < K1H(f1 —7(f1 )QHB,
K1 = [1 = /ea(p, o) (p, c)||1H]B;]72. Therefore, K1 AgD(f) > HffHBM. From
definition of Agi., it follows that Ag > K _IABu. Symmetrically, Ap > Ky L Agae,
where Ky = [1 — \/ea(c,q)m(c, g HlHB] . Thus,

-
where

> (KflA]Blc) V (K;lA]Bm)
> (K" AKyY (ABM V Apzc)

[(1 — Ve, )n(p, O)lfe) A (1 = Veale, q)n(c, q) HlHB)r(ABlc V Agae).

B

Making supremum with respect to ¢, we obtain the required assertion. [

To have a feeling about the above results, we now consider a very simple
example.
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Example 3.4. Let D =1, a =1 and b = 0. Then the operator L has the first
Dirichlet eigenvalue \g = 72/4 with eigenfunction g(z) = sin(mz/2), and so the
optimal constant in (1.1) is A = 4/7% ~ 0.4053.

Consider the extension from B = L1 (1) to B = LP(p) for all p > 1 in the form of
(1.5). That is, taking ®(x) = |z|P/p and then ®.(y) = |y|?/q, 1/p+1/q =1. The
case of p = 1 is nothing but the original (1.1) and the case of p > 1 corresponds
to the Nash inequalities (cf. [7]). We are going to compute the bounds provided
by Theorems 3.1 and 3.2.

a) Upper bound. dSince ©_ " (y) = (qy or y = 0, we have
U bound. Since & a f 0, we h
wla, ) (u(z,1)™) = (1= 2)@ (1 —2)7") = ¢"/9(1 — 2)'/P.

Next, ¢(x) = z. Thus, by (1.8), we have

dpgl/1
Agp <4¢M7 sup z(1—x)V/P = il

—— < X0 3.11
2€(0,1) (p+1)t+i/p (3.11)

Thus, the Orlicz form of the inequality holds for all p > 1.
(b) Lower bounds. In view of (1.9) and (1.10), we already have a lower bound:

pql/q

We are going to compute another one by using (1.9). For this, we need to compute
the norm || f1 (5 1)@
The equation (3.5):

! / _ 1 ' p
1= [ [alsle’ (alf) — 2(@plan = [ (als)

has a solution
a* = a*(z) = ¢/ fIe1)llp,

where || - ||, is the usual LP(p)-norm. Thus, by (3.6), we have

1 1 /! 1 q
I - 4 = NP /p = —(1 = 2L —gYfrI ,
I Tells = o2+ 2z [ @1 /p= 20+ a/p) = & =l T,
(3.13)
Fix x € (0,1) and take f(y) = (z Ay)?. Then
* 1
I P = 4?1 —x) = P(2p + 1 — 2px).
Tl = [ 97 +a% (1= 0) = smga®(2p+1 - 2pa)
Combining this with (1.9) and (3.13), we get
1 2p + 1)q/4
Ag > ¢'1 sup x(2p + 1 — 2px)t/P = (2p+ g (3.14)

2p+ D)YP ey 2(p +1)1+1/p
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Clearly, this lower bound is bigger than (3.12).

(¢) Improvement of the bounds. For upper bound, one may use (1.7). The first
candidate of test function should be f(x) = sin(7x/2) since it is the eigenfunction
of the original inequality. Surprisingly, since

. 12 o
b |11/ (2) = oo,
by (3.13), it leads to the trivial upper bound

Ap < e 1 e nlle/f (2) = oo.

A

The reason is that even though

4/m* = 1(f) < 2}1}1)[ (V@) (@) (<4By),

this inequality is no longer true when dy in I(f) is replaced with dyg. This shows
that on the one hand the constant Ag is quite sensitive to test functions, and
on the other hand we are lucky to have the same representative test functions
(f = ¢ for vy = 1 or 1/2, independent of a) which deduce the explicit bounds
for all B (cf. the last paragraph of proof (b) of Theorem 1.1 and the proof of
Theorem 2.1).

However, Theorem 2.1 is applicable for this test function f(z) = sin(wz/2).
First, by (3.13), we have

z P 1 pq1l/p
lroten e = lsetenly =a| [7 (vt ) e [ (anZ) ]

By Theorem 2.1,

Agp < sup f(2) [ fe(x Ao
z€(0,1)

Numerical computation shows that the supremum is attained at = 1. Therefore,

1 p71/p
Ag < ||folle = ql/q[/ (wsin?) ] )
0

On the other hand, since D(f) = 72/8, by (1.6) and (3.3), we have

1/q 1/q 1 p11/p
a0 fll, _ 8q / . L

> = — .
Agp > 6 5 ; sin 5

Combining these facts together, we obtain

Qgl/a 1 pyl/p 1 py1/p
(7JT2 [/0 <Sin7T;> ] < Ag <q1/q[/0 <:Usin7;x> } . (3.15)
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The estimates in (3.15) are quite good for smaller p > 1 and are indeed exact
when p — 1.
Finally, we compute the upper bound Dg. Since

2P [ 2p:cp/2+1]

p_
Voo, = 3p + 2

by (2.3) and (3.13), we have

1/p /2+171/p

2 2pxP

Ap < ql/q<> I [1 _ m]
p+2 z€(0,1) 3p+2

qt/a / 3p+2 >1/(p+2)
(p+ 1)/ \4(p+1) '

(3.16)

This bound is much better than (3.11), which can still be improved by using
D¢ (2) = Dg(2) given in Theorem 2.1:

Da(2) = ¢"/9[(7p +4)/(10p + 13p + 4)]'/7.

Note that the ratio of the upper bound in (3.16) (resp. Dg(2)) and the lower
bound in (3.14) is bounded above by 2-5/3 /3 ~ 1.13998 (resp. 88/80 ~ 1.08642)
and decreases to 1 as p — oo. Moreover, when p varies from 1 to 0o, Dg/Dg(2)
starts at 27 - 5/3 /44 ~ 1.0493 and decreases to 1 rapidly. In the worst case of
p =1, applying (1.6) to the same test function

z[1- 2pxP/ 2+ /(3p + 2)] 1/r
with p = 1, we obtain the lower bound 162/405 > 3/8. Therefore, we have
162/405 ~ 0.4049 < Ag = 4/72 ~ 0.4053 < Dg(2) = 11/27 ~ 0.4075

and so there is not much room for further improvement. Actually, in this case,
the iterative procedure works well as shown in [1; Example 1.5]. We have thus
illustrated the power of the variational formulas.

4. Logarithmic Sobolev inequality. As a typical application of the above
general setup, this section studies the Orlicz spaces with N-functions ®(x) =
|z|log(1 + |z|) and ¥(z) = z%log(1 + x?), and apply to the logarithmic Sobolev
inequality on R (or subintervals of R with obvious modification). The starting
point is the following observation which is a slight improvement of [5; Proposition
4.1].

Lemma 4.1. For every f € L®(R, 1), we have

4 51
17 ==l <20 < 558 =Dl
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where Z(f) = sup g Ent((f + ¢)?) and

Ent(f) = / Flog (£ /11l ()i

for f > 0.

Proof. Note that if we replace p with 7 in definitions of Z(f), Ent(f) and |- ||(w)
used here, then the conclusion is the same and we return to the context of [5] (the
w used in [5] is the 7 used here).

Let || f||(zy = 1 and 7(f) = 0. By a result essentially due to [20; Lemma 9], we
have Z(f) < Ent(f?) 4 27 (f?). Express the right as

/f2(6—|—10gf2)d7r +7(f*)[2-0—logm(f?)]

for some & € [0,2]. Note that z(2 — 6§ — logz) < '~ for all x > 0. Let ¢(6) be
the bound so that § + logz < ¢(d)log(1 + ) for all > 0. Then, we have

Z(f) < c(cs)/f2 log (14 f?)dm + e 0 L e(0) + et 0.

Minimizing the right in § and noting that ¢(J) satisfies the equation
cloge—(c—1)log(c—1)=4d(c>1)

(which comes from the equation ¢/(§) = 0), we obtain § ~ 1.02118, ¢(d) ~ 1.56271
and then obtain the required upper bound.

For the lower bound, the idea is to find the smallest constant § ~ 0.4408 so
that zlog (14 z/(246)) < 6+ zlogz for all z > 0. Then

/(f2/(2+(5))10g (1+ f%/(240))dr < (5+/f2 log f2dm) /(2 +6) < 1,

since

[ Frogran <2 = 2(1)

by assumption, and the remainder of the proof is the same as the original one
given in [5]. O

Lemma 4.1 leads to the use of ¥. Next, since HfH%\p) = Hf2H(<1>) (the similar

relation || f||% = HfQHq) seems not to be true), it is also natural to use ®. Note
that the use of the norm || - ||¢ is necessary because of the representation (3.1).
This point was missed in the previous papers and so it is worthy to re-examine
the estimates of the optimal constants. Actually, we will produce a new and much
precise result (Theorem 4.3).

According to Lemma 4.1, it suffices to estimate the constant Ag in (2.6). To
do so, we first study Ag on the interval (0, D). Again, we concentrate on explicit
bounds without examining the variational formulas (1.7) and (2.2).
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Theorem 4.2. Consider the interval (0, D). For ®(x) = |z|log(1 + |z|), we have
By < Cp < Ap < Dy < 4By, (4.1)
where

By = sup op(z)M(u(z, D)),

x€(0,D)
9 1+ 144
P Y A e sz )
1++/1+4z 2z
Co= sup o(z) " o A )|y,
x€(0,D)
Do = sup_o(x)||VEeA), (4.2)

In particular, the Poincaré-type inequality (1.5) in the Orlicz space L®(p) holds iff

sup p(z)u(z, D)log (1/p(x, D)) < oo. (4.3)
z€(0,D)

Proof. First, we compute ||Ig||¢. The equation (3.5) with f = Iz becomes
[+ a1,
B

from which we obtain the solution o = (1+ /1 +4u(B))/(2u(B)). Inserting
this into (3.6), we obtain

75l = M(u(B)) = 5 H4ME—U+MQW%G+1+éISMm>

Combining this with Theorem 3.1, we obtain (4.1). Obviously, we have the fol-
lowing simpler estimates:

p(B)log (1+1/u(B)) < |Iplle < p(B)[1 +log (1 +w/u(B))],

where w = (/1 +44(0, D)+1) /2. Then, the last assertion follows from (4.1). O

The computations of Cg and Dg are usually non-trivial. For this, we introduce
some approximation procedures of ||f||¢ for general f € L®(u). Replacing f by
| f| if necessary, assume that f > 0. Again, let E be an open subinterval of R.
Then, by (3.3), we have

Ifle = inf [; +/Eflog<1+af)du] =: inf H(a).

Then H'(a) > 0 iff
o< [ Pt api
E
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That is,
> 1+ pw(E) — p((L+af)™ )] /u(f) a)/u(f)

Clearly, H(«a) attains its infimum (i.e., ap(f) = J(a)) at some a*:

0<ay=pu(f)"' <a" < (L+uE))/ulf) = a

Define o, = J(av,,_1)/10(f) and @, = J(@n—1)/p(f). Then, we have a,, T a* | @p,.

Therefore,
a, < J(a,)/1(f) < J(an)/u(f) <

since J(a) is increasing in o. Then, H'(a,,) < 0 < H’(_n) and so || flle <
H(@n) A H(@n) foralln > 1 and ||f|le = lim,— 00 H(Qn) This leads to our first
approximation procedure:

Iflle S H((@n +@2)/2) e = lim H((a, +a,)/2).  (44)

Here, “<” means that “<” and “~<”. In practice, the second approximation
procedure below, called Bolzano’s method, is even more effective: Set oy = u(f)~!
and as = (1 + p(E))/u(f). Noting that au(f) — J(«), as well as H'(«), has
different sign at a; and ag, we make a test at the middle: ag = (a1 + ag)/2.
Next, if au(f) — J(«) have different sign at a; and ag for instance, eliminating
the subinterval (s, as) and choose the middle of (a1, a3): ay := (a1 + a3)/2 as
the new test point, and so on. At the n-th step, we have a smaller subinterval
left with endpoints «,, and ay,4+1 at which au(f) — J(«) has different sign, then
we may stop here by choosing (o, + an41)/2 as an approximation of o*, and
furthermore:

Iflle S H((@n + anen)/2). [fla = lim H((on +an1)/2).  (45)

When n = 1, the two approximations in (4.4) and (4.5) coincide with each other.
Having (4.4) and (4.5) at hand, it is not difficult to estimate Cy and Dg. Actually,
even for n < 2, both (4.4) and (4.5) often produce good enough estimates. In
these cases, it is not difficult to write down the analytic estimates for C'¢ and
Dg. One may wonder about the accuracy of the upper bound of Cg. For this,
we mention an analytic but rough lower bound of Cg. By (3.10), we have

Hap(x A -)2H<I> > éfifo [ofl + ,u(go(a: A )2) log [1 + om(go(ac A )2)]}

Finding the infimum on the right, we obtain the following estimate.

Co > sup go(x)_l[l*—i-,u(go(x A)?) log [14a* 7 (p(z A )2)]] ;
z€(0,D) a

o 14++/1+u(0, D) (4.6)
2u(p(z A-)?) '
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The next step is splitting R into the half lines R; := (—00,0) and Ry := (0, 00).
For this, we need some notations. Denote by | - |[1,¢4 and || - [|2,¢ the norms in
L2(Ry, 1) and L®(Rs, 1), respectively. Actually, ||f[1e = | fTa, | and [|f]o.0 =
| fIr,|la. The corresponding constants in inequality (1.5) are denoted by A} and

A2 respectively. Similarly, we have A%@)v A%@) when the norm || - ||¢ is replaced
by | - |l(#), and so on. Recall that || - ||¢ and Ag are used for the whole line, i.e.,
for the space L®(R, p).
Let B(’Ii and C¥(k = 1,2) be given by Theorem 4.2 in terms of ¢;(z f e~
and @9 (x fo -C.
By = sup ¢i(x)M(u(—o0,2)),
z€(—00,0)
By = sup @a(x)M(u(z,0)),
z€(0,00)
Co=_sw i@ [lea(@V )[4
2€(=00,0) ’
Co = sup o) [lea(@ A )|, g0
2€(0,00) ’
Dy = sup )@1 Ve @Vl e
re 00,0
D2 = sup o(x)"Y/? | V@2 p2(z A ) H2<1> (4.7)
z€(0,00)

Then, by Lemma 4.1, Theorems 4.2 and 3.2, (3.9), and choosing ¢ = 0 in (2.7)
and (2.8), we obtain the following result, which solves the main problem of this
section.

Theorem 4.3. Let ®(x) = |z|log(1 + |z|).
(1) The inequality

Hsz@) < A@)D(f), f € Cql0, D], f(0)=0 (4.8)
holds iff Bg < co. The optimal constant A g) satisfies!
o < Cp < Agp < 24(3) < 240 < 2Dy < 8Bs. (4.9)
(2) The inequality

I =7l gy < Ay D(F),  f € CalR) (4.10)

holds iff By V B3 < co. The optimal constant A4 satisfies

(Ca NC3F) < Ap < 2A(9) < 244 < 2(Dg vV D3) < 8(Bg V B}).
(4.11)

(By AB§) <

| =
| =

ISome corrections on the coefficients are made in (4.9), (4.11)—(4.13) and Theorem 4.5
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Furthermore,

1 1 —
ZBBL:O < ZC]BICO < A(q;) < Dﬁlco < 4B]B§1C07 (412)

where Bpgic, is given by Theorem 2.2 with (p,q) = R. In particular, the
optimal constant A” in the logarithmic Sobolev inequality satisfies

1 1 ol 51
gBIBglcO g gCBlco g A// g %D]Bglco g ?BBlCO. (413)

Example 4.4. Everything is the same as in Example 3.4 except that the interval
[0,1] is replaced by [—1/2,1/2]. We now study the inequality (2.6) with B =
L% (), ®(x) = |z|log(1 + |z|). By Theorems 3.2 and 2.2, the constant Ag can be
estimated by A%, B C¥ and D (k = 1,2) given in Theorem 4.2 corresponding
to the subintervals [—1/2,0] and [0,1/2], respectively. By symmetry, it is clear
that AL = A%, BY = B2 and so on. Hence, we need to consider the constants
Bg, Cp and Dg defined by Theorem 4.2 on [0,1/2]. By using the first formula
in (4.2), some numerical computations give us Bg &~ 0.1668. On the other hand,
in using (4.4) with n =1, 2, we obtain Dg < 0.2402, 0.2401, respectively. Next,
in using (4.4) and (4.5) with n = 1, 2 again, we have almost the same bound
Cs £ 0.2216. Finally, (4.6) gives us 0.1921. Therefore, the estimates in (4.4) and
(4.5), and furthermore those in (4.1), (1.9), (2.3), (2.7) and (2.8) are all quite
satisfactory in the present situation.

We are now going to prove a different lower bound which is quite rough, not
really needed for our purpose, but has the same form as the upper bound in (4.11).
For this, we need Proposition 2.3. We follow the last part of the proof of Theorem
3.2. Applying (4.10) to an arbitrary function f; with fi|g, =0, we get

A@yD(f1) = ||(f - 7T(f1))2H(q>) = ||If2 _ﬂ-(fl)H?\p)'

Next, applying Part (2) of Proposition 2.3 to the space B = LY (R, 1) with norm
| - H(\I/) and the set A = Ry, we get Hfl”(\p) < Ka||(f1 — F(fl)H(\I,), where K; =

[1— co(Ry)y/7(Ry) |[1]|(wy] - Hence, by (3.9),
K{A@D(f1) > ||f1\|%\p) = Hf12H17¢-

Combining this with definition of A%q)), it follows that Z@,) > A(lq)) / K?2. Similarly,
applying (4.10) to the function fo with fo|g, = 0, we obtain Z@) > A%q))/KS,

where K> = [1 — c2(Ro)/7(R2) ||1H(q,)]_l. Collecting these facts together, it
follows that

Agy > max {Alg) /K7, Alpy/ K3} 2 (K72 NES?) (Afgy V Alyy). (4.14)



612 MU-FA CHEN

Finally, we compute K7 and Kj. For simplicity, let Z; = p(Ry) and Z; =
u(Ry). Because of ¥(f) = ®(f?), by the convexity of ® and Jensen’s inequality,
we have

| fll2,(wy = inf {a >0: /0 O(f%/a?)du < 1}

. 1 > 11
21nf{a>0:a2Z2/0 fPdu< @ 1(Z2 )}

Therefore, co(Rz) = [Z2<I>_1(ZQ_1)/Z]1/2. On the other hand, by (3.8), we have

Ul =1/T7H(Z71) =1/y/@=(Z27).

M]1/2-[22]1/2[¢_11_1)T/2

Thus,

02(R2)\/®”1H(‘1’)

Il
N

By symmetry, we get

A
ex(Ro) /AT 1l = 7 |
since ¥~ !(x)/x is decreasing in z. Inserting these into (4.14), we arrive at
Zy 0z Zy0H(Zy )\ 17
KPPAKy2=|(1- 2L/ (Z) N(1- T2 ALY
Z7u-1(2-1) ZU-1(Z-1)

The right-hand side achieves its maximum at Z; = Z; = Z/2, i.e., 0 is the median
of u. Then we have

¢1<zll>r/2 _avial)

o-1(z-Y) ]  Zvi(z7)

U-1(2z-1)72
K2ANKy;?% = [1 ( )}

To estimate this constant, set 2 = ¥=1(Z~1). Then
2z /297 (Z7Y)] <6
iff
T (2W(2))/(22) <6
for some § > 0. That is, 2¥(z) < ¥(20z). Equivalently,
26%log (1 + 46%2%) > log(1 + 2°).
From this, one sees immediately that § < 1/ V2. Hence the coefficient is bounded

below by (v2— 1)2/2 ~ 0.085. Returning to (4.14) and using part (2) of Theorem
4.3, we obtain, at last, the following result.
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Theorem 4.5. By a translation if necessary, assume that 0 is the median of u. Let
Bj and B3 be given by (4.7). Then the optimal constant A in (4.10) satisfies

(v2-1)°
4

_(v2-1?

(BsVB3) < 1 (CeVC3) < Aay < (DgVD3) < 4(ByVB3),

and the logarithmic Sobolev constant A" satisfies

2 2
2-1 2—1
(\[7) (\[)(Cévcg)gAffgg’l(D;ng)g?(BévBi).

——(ByVB}) < 0

Noticing that (\/5— 1)2 ~ 0.17, the largest ratio of the coeflicients for A"
is approximately 300. Thus, Theorem 4.5 improves considerably the result [5;
Theorem 5.3], where the coefficients of the lower and upper bounds for A” are
1/150 and 468, respectively, with a quantity different from B} Vv B3.

We remark that it is not necessary to use the norm || - [|(¢). One may estimate
Z(f) in terms of || - ||, rather than || - ||(¢) appeared in Lemma 4.1. Then, the
remains of the proofs are parallel.

Finally, we mention that all the results in the paper are meaningful in the
discrete case for birth-death processes. Actually, all the facts we need here for
Poincaré inequalities are presented in [16], [1] and [6]. The details will be published
in a subsequent paper.

Acknowledgement. Thanks are given to the referees for their corrections of the
earlier version of the paper.
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ABSTRACT. In author’s one previous paper, the same topic was studied for one
dimensional diffusions. As a continuation, this paper studies the discrete case, that
is the birth-death processes. The explicit criteria for the inequalities, the variational
formulas and explicit bounds of the corresponding constants in the inequalities are
presented. As typical applications, the Nash inequalities and logarithmic Sobolev
inequalities are examined.

This paper, being a continuation of [1], deals with the discrete case.

1. Introduction. Consider a birth-death process with birth rates b; > 0(0 <
i < N —1) and death rates a; > 0(1 <i < N < 00). When N = oo, one should
obviously use “i > 1”7 instead of “1 < ¢ < N” in the last bracket and elsewhere.
However, we will not repeat this in what follows. Let

bob1 -+ b,—
po=1, pp=——-""2 0<n<N.
a1a2...an

Throughout this paper, when N = oo, assume that Z := ZTJLO tn < 00. Let
Tn = pn/Z, 0 < n < N.

Throughout the paper, let (B, | - ||, #) be a Banach space of functions f :
E, :={1,2,--- , N} — R satisfying the following conditions:
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(1) 1eB;
(2) Bisideal: If h € B and |f| < |h|, then f € B;
(3) ||f||IB = sup Z |fz|guuzy (11)

9€9 i€E;
(4) 94 3¢9 with inf (@ > 0,

where ¢ is a fixed set, to be specified case by case later, of non-negative functions
on Fi. The first two conditions mean that B is rich enough and the last one
means that ¢ is not trivial, it contains at least one strictly positive function. The
third condition is essential in this paper, which means that the norm || - || has a
“dual” representation.

The aim of this paper is to study the following Poincaré-type inequality:

1725 < AsD(f),  fo=0 (1.2)
where
N
= Zﬂiai(fi — fis1)?
i=1
Set

2(D) ={f € L*(E1;p) : fo =0, D(f) < oc}.
Especially, we will study the estimation of the optimal constant Ag in (1.2):

P
VS D(f) ’

To do so, define

={fe2(D): fo=0,0<D(f) < oo} (1.3)

W' ={w:wy = 0,w; is strictly increasing},
W' ={w:wy=0,w; >0 forallieFE}.
Now, the main results about (1.2) can be stated as follows.
Theorem 1.1. Let (1.1) hold. Then, we have
1

Ap < inf  su wli; , 1.4
B weW! 1§Z£N ,u’Za’L(wz _ wifl) H [ 7N] H]B ( )

where [i, N| = {i,i+1,--- , N}. In particular,

Ap <4 sup @il vl =: 4Bs, (1.5)
<IN

Ag > sup ¢; ng iN-) HB =: Cf, (1.6)
<iKN

where ¢; = Z;Zl(,ujaj)*l and i A k = min{i, k}. Moreover,
Cp > Bg. (1.7)

Hence Ag < oo iff By < 0.
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Theorem 1.2. Let (1.1) hold. Then, we have

. -1 .
Ap < wlel}/;” 1212‘1£Nwi |lwe(i A ')HB. (1.8)

Next, let By < 0o. Define

w® = /5, w= w01

and set
Dg(n) = sup w™ /wm=D, n > 1.
1<i<N
Then, we have
n—oo

The above theorems present a criterion for the Poincaré-type inequality (1.2)
and two variational formulas (1.4) and (1.8) for upper bounds of Ag. In general,
the latter formula is stronger, but harder to compute than the former one. From
these formulas, one deduces the explicit bounds of Ag, given by (1.5)—(1.7), and
an approximating procedure (1.9). In contrast to the continuous situation, here
we do not have the estimate Cp < 2Bg.

The remainder of the paper is organized as follows. The proofs of Theorems
1.1 and 1.2 are presented in the next section. The Neumann case is treated in
Sections 3 and 4, respectively, first for the state space {0,1,--- , N} (N < o0) and
then for general space {M,M +1,--- N —1,N}, —oo < M < N < oo. The
results obtained in the first four sections are then specified to the Orlicz spaces in
Section 5. As typical applications of the general setup, the Nash inequalities and
the logarithmic Sobolev inequalities are studied in Sections 6 and 7, respectively,
for the two state spaces just mentioned above.

Certainly, a large part of the paper is parallel to [1]. Nevertheless, there are still
quite a number of differences from the continuous situation and so it is worthy to
write down the details. Besides, the application to the Nash inequalities is newly
added.

2. Proofs of Theorems 1.1 and 1.2. The proofs of Theorems 1.1 and 1.2 are
quite similar to those of [1; Theorems 1.1 and 2.1]. The detailed proofs are pre-
sented here not only for completeness but also for an illustration of the necessary
modifications from the continuous case. Besides, there are some simplifications.

Proof of Theorem 1.1. (a) The starting point of the our study is the following.
Consider the ordinary Poincaré inequality

I£13 < AD(f),  fo=0, (2.1)

where || - ||, denotes the LP(u)-norm. To save the notation, we simply use A to
denote the optimal constant in (2.1):

A= sup ||f[3/D(f). (2.2)
f€%o
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By [2; Theorem 3.4] or [3; Theorem 2.1] with a slight change of notations, we
have a variational formula as follows.

A= inf sup I; 2.3
w€W’1<£N (w), (23)

where I;(w) = (uiai(wi — wi,l))il Z;V:l Hjw;.

(b) Note that 1 € B and so sup,cq Zi\il gipvi = ||1]|p < oo. Hence & C L (u).
Let ¢(© € ¢ satisfy inf ¢(® =: £ > 0. Since eu(|f]) < u(|flg?) < ||fle, we have
B C L'(u). To prove (1.4), one may assume that the right-hand side of (1.4) is
finite. Otherwise, there is nothing to do. Then, for ¢(©) given above, we have

e inf sup I; < inf  su w
wGW’1<£N w )\wEW’KigN piai(w; — wi—1) z::'uj ]g]
< inf | sup e s T
WEW 1< N Mii (Wi — Wi—1) '
< Q.

Hence A = infyey sup; ;< Ii(w) < oo,

We now introduce a transform of (a;, b;, 11;) which will be used several times in
the paper. Let g € ¢ and set ¢ = g+ 1/n, () = g. At the moment, we do
not require that g, € 4. Define

o = a; /g™, b — b /g™,

OO (n) by b (n)
=90 = HoYo > ;" =9 ﬁ_uzgz , 1 <ie< N
al ;.-ai (2‘4)

Then ,ug")az(»") = p;a; for all i € Ey and so the corresponding D(f) and %, are

all invariant under this transform (ai,bi,ui) — (agn),bgn),ugn)). However, the

corresponding [;(w) is changed into

(n) 1 (),
L (w) = ) (n)( i) Z“
= w 3 € Fr.
Niai( W; — Wi— 1 Z ILLJ ]g] !
The formula
L) = piai(w; —w;—1) Z“Jwﬂgy , 1€EL, 1sn<oo (2.5)

is meaningful even if n = co. Note that

1
1% (w) < 1 (w) < 17 (w) + —L(w).
n
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Thus, once sup; ;< Ii(w) < oo, we must have

lim sup |Ii(n) (w) — [i(oo)(wﬂ =0.

n—oo 1<i<N

On the other hand, define A(g(")) and A(g) as in (2.2) but replacing dp with
dprgn) = g™dp and dpg, := gdp, respectively. Clearly, A(g) < A(gn) |. Next,

A(gn) < A(g) +n7" sup I£113/D(f) = A(g) + A/n.

Therefore, A(g,) | A(g) as n — co. We have thus proved that

A(g): lim A(g(")) < lim  sup Ii(n)(w) = sup IZ-(OO)(U})

n— 00 n—oQo 1<’L<N 1<Z<N
for every w € #'. Hence

A(g) < inf sup I (w). (2.6)
WEW' 1K N

On the other hand,

2 N o2 N o2
Ap = sup W8 o qup 2zt B9 o 2 S0 o

rezo D(f)  fedogey  D(f) ge feo  D(f) g€
(2.7)

Combining this with (2.6), we obtain

Ap < sup inf sup Ii(oo)(w)
geG WEN 1K N

< inf sup sup Ii(oo)(w)
wWEW' geg 1<i<N

1 N
= inf sup supz,u,jwjgj
WEW' 1N Mii (Wi — wi—1) 9€9

1
WEW' 1< N Hili (Wi — wi—1) Jwli g

This proves (1.4).
(c) We now prove the explicit bounds given in (1.5)—(1.7). To prove (1.5),
applying (1.4) to the test sequence w = /¢ (@9 = 0 by convention), we get

1
Ag < sup

1<GiKN Hiai(\/@i —VPi-1
To estimate H\/@I[i,N] HB, we follow [4; Lemma 3.6]. Set

) v/ Is,n |-

N
M; = Mi(g) = ng;.
j=i
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Then M; < oo since g € 4 C L*(u). Furthermore, since ¢;M; < Bg for all i € Ey,
we have for finite IV, that

N
Ve I || = sup > V@5 git
g j=1

N
= sup » /@5 (M; — M11)

geY =i

N-1

(V757 = V73 ) M|
j=i
N—
< Bg sup [1/\/%- +
geY =i
N—

,(
gBBstelg [1/\/971+Z (U\/@UM)]

= sup [\/@Mz +

geYy

1

V@i = \/@/%H)}

—_

Jj=
<2Bp/\/pi, 1<i<N.

Here in the second to last step, we have used the fact that

1/\/@j+1 — i/ vit1 < 1/\/@; — 1/\/Pim1

and the convention Z@ = 0. By passing limit, one can show that the above proof
also works for N = co. Noticing that

(V@i = Vois) V@i = (i — i-1)/2 = (2uia;) 7,

we obtain 0B .
A < sup B . < 4Bg.

1<iKN ,U/iai(\/(Pi - \/801‘71) Vi
This gives us the required assertion.
To prove (1.6), fix i € By and let f = ¢(i A -). We have

N
D) =D mias(9li A ) = (i A (= 1) = s

and hence f € Zy. By (1.3), we get Ag > ||p(i A )?||s/pi. Making supremum
with respect to ¢ € Eq, we obtain Ag > Cg. That is (1.6).
At the same time,
N

1 S
Cp= sup —sup Z (i N G) 195
ISiSN Pi ge9 i

N
1
> sup —sup » _ @lu;g;
1<i<N Pi gew =i
= sup_ @il Iyl
1<i<N

= Bg.
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This proves (1.7). O

We mention that there is an alternative proof of (1.5)—(1.7) as presented in [1].
Using the estimates C' < A < 4B for some constants C' and B given in [4], and
the transform (2.4), we get C(g) < A(g) < 4B(g) by passing limit. The required
assertions then follow by making supremum with respect to g € ¢, plus some
computations.

Proof of Theorem 1.2. (a) For w € #| let

i

N
Oi(w) = — Y ! > w, i€ By (2.8)

1
w; x0A
= M99 S

Then, a variational formula was proven in [3; Theorem 2.1] as follows.

A= inf sup II;(w 2.9
onh, S (w) (2.9)

Under the transform (ai, b, ui) — (aE”), bE”),u@(-")) given in (2.4), II;(w) becomes

i

N
1 1
I (w) = -3 S g, i€ B, 1<n<oo (20)
ti=1 77

We adopt the same notations A(g(”)) and A(g) introduced in the proof of Theorem
1.1. Without lost of generality, assume that the right-hand side of (1.8) is finite.
Then we have

A(g) = lim A(g(”)) < 00

n— 00
and moreover,
lim sup |IIi(n) (w) — IIi(oo)(wﬂ =0.

n—oo 1<i<N

Hence, applying (2.9) to (A(g(”)),H(”)), we get

Ap = sup A(g)
geY
= sup lim A(g("))

geg n—oo
=sup lim inf sup Hi(n) (w)
geg MO WEW " 1 G N

<sup inf  sup IIi(OO)(w)
geg WEW 1CiKN

< inf sup sup Ui(oo)(w)
weW" e 1<i<N

N
1
= inf sup — sup Wrewrgrp(k A
wWEW 1 KN Wy geg; ( )

: 1 .
= w20, e e
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Here, in the second to last step, we have used the fact that

Z

Z kWG = Z prwkgre(i A k).

1 Ml

This proves (2.9).
(b) We now prove the second part of the theorem. By an elementary proportion
property, for every w € #’' C #", we have

sup II;(w) < sup I;(w).
1<i<N 1<i<N

With the help of the transform (2.4), we get

sup IIZ.(OO)(w)g sup Ii(oo)(w).
1<i<N 1<i<N

By setting w = |/ and then making supremum with respect to g € ¢, we get

1
DB(l):liugNinwl/\ Mz < sup e o) jlvelin s

From the first part of the proof (c) of Theorem 1.1, it follows that the right-hand
side is controlled by 4Bp. Hence, we have Dg(1) < 4Bg.

The monotonicity of Dg(n) is simple: By definition, w(™ < Dg(n)w™1),
Hence

M i A - (=D (i A -
Do+ 1) — sup PG o Vel A
1<K N wg") 1<i<N wz(.”)

= D]Bg (n)

for all n > 1. On the other hand, by assumption, Dg(1) < 4Bp < co. From this
and induction, it follows that w(”) € " for all n > 0. This gives us by (1.8) that
Dg(n) > Ap and then lim,,_,o Dp(n) > Ag. O

3. Neumann Case: Case 1. Instead of the Dirichlet boundary condition (i.e.,
fo = 0), we consider the Neumann case in this and the next sections. In this
section, only single infinity (i.e., N = oo) is allowed but in the next section we
may have double infinities: {---,—2,-1,0,1,2,---}. Now, instead of (1.2), we
study the following inequality

1/2]le < AsD(f), (3.1)

where f = f — m(f). Since f usually does not vanish at the boundary 0, this
boundary can not be ignored, the state space now becomes E = {0,1,--- , N}
rather than Fy := {1,2,---, N} used in the last section. Thus, the Banach space
(B, |||, &) is assumed to be the functions of £ — R satisfying the same conditions
mentioned in the first section. In the study of (3.1), without loss of generality,
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we may and will assume that fo = 0. Define a projection of the Banach space
(B, - |8, pt) to E; as follows.

Bl:{fIE1:f€B}7 /’Ll:/j/’El7 gl:{gIElgeg}

Clearly, with the norm

Il = sup Y |filnigi,
NSA

i€k,

(B, || - |ls:, ') is, when restricted to E7, a Banach space satisfying the conditions
listed in Section 1. Therefore, Theorems 1.1 and 1.2 are available for (B!, ] -
|1, ut). Note that [|f|lg = ||f||s for all f € B with fo = 0 (i.e., f € BY).
Because of this, throughout this section, when f; = 0, we simply write || f||s
instead of ||f|g:. The main purpose of this section is to compare the optimal
constant Ag in (3.1) with Ap := Ag: given in Section 1. Here is our first result.

Theorem 3.1. Let (1.1) hold and let ¢; and ¢ be constants such that |7(f)| <
cllflls and |7(fIg,)| < col||fIg, || for all f € B. Then, we have

_ 2 - 2
max {[[1]|3", (1 —v/e2(1 —mo)|[1]le) }As < A < (1 + Vi |1]z) Ar, (3.2)
here, for the second lower bound, it is assumed that co(1—7g)||1||g < 1. In particular,
ZIB < o0 iff B < o0.
Proof. As shown in proof (b) of Theorem 1.1, the first assumption implies that
()] < |Iflle/ inf g¢») and so we may assume that c;, ¢y < (Zinfg(o))_1 < 00.

Note that mo = po/Z = 1/Z, where Z = Zivzo wi; = p(1). By [4; Theorem 3.5],
the optimal constant A in the ordinary form of the Poincaré inequality

1713 < AD(f), (3-3)

satisfies A > A/Z, where A is the optimal constant in (2.1). With the help of the
transform (2.4), we obtain

Alg) = Alg)/u(g)- (34)
At the same time, the left-hand side of (3.3) is changed to
N , N
(fi = mg(f)) gini = inf » (fi - ¢)?gitti,
i=0 i=0

where 74 (f) = >, gi fipi/11(g). Note that
= > (fi = g () pigi
A — 7
D= D(f)
B (i — ) uigs
“RE&T Do)

2.
< inf sup z’(fz ) Mgl.
c€R fe g, D(f)
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‘We have
> (fi =€) pigi

sup A(g) < sup inf sup

ge% gc% c€R fe g, D(f)
I(f =)z
< inf sup
ceR €Dy D(f)
B A]BS A AEa

by setting ¢ = w(f) and ¢ = fy, respectively, in the last step. This is clearly very
different from (2.7). Combining this with (3.4), we obtain

_ o A 4 N
Ap > sup A(g) > sup (9) > Supgey A(9) _ 48
geY geEY ,u(g) SUPycy H(Q) ”1||B

This gives us the first lower bound in (3.2). The other assertions of the theorem
can be deduced from the comparison result, Proposition 3.2 (cf. [1] and references
within) below. Actually, let 2 € B satisfy fo = 0. Then the upper bound follows
from part (1) of Proposition 3.2. The second lower bound follows from part (2)
of the proposition with A = F;. The last assertion follows from Theorem 1.1. [

Proposition 3.2. Let (E,&, ) be a probability space and (B, || - ||g) be a Banach
space, satisfying conditions (1) and (2) in (1.1), of Borel measurable functions on
(E,&,m).

(1) Assume that there is a constant ¢; such that |7(f)| < ¢1]|f]|s for all f € B.

Then
17205 < (1 + Verlls ) [ £2]l5- (3.5)

(2) Next, for a given A € &, let ca(A) be the constant such that |7(fI4)] <
co(A)||fI1allg for all f € B. If ca(A)m(A)||1]|p < 1, then for every f with
flae = 0 we have

1725 < 1721/ [L = VVe2(Am(A) 1]z )" (3.6)

Proof. (a) By assumption, we have m(f)? < 7T(f2) < cleQHE. Thus, for every
pair p,q > 1 with (p — 1)(¢ — 1) = 1, we have

1725 = [I(f = 7(N))?]l5 < 2l £2]lg + am(H)?ILlle < (p + crallLllz) || £

Minimizing the coefficients on the right-hand side with respect to p and ¢, we get

p=1+allleg>1,q¢=1+ (a1|1]|e )_1/2 > 1. The first assertion follows.
(b) Similarly, the assumption gives us

7(f)? =7 (f1a) < (A7 (f2) < 7(A)ea(A)]| £
Thus, for every pair p,q > 1 with (p — 1)(¢ — 1) = 1, we have

12]lg < pll(F = ()]s + ar(HILllz < pl £2]]5 + am(Aea (AL ]e]| £
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Hence

2 p 72
Hf HIB < 1 qur(A) ||1||]B Hf H]B’

provided gm(A)ca2(A )HlHB < 1. Minimlzmg the coefficients on the right-hand
—1/2
side, we get p = (1—/m(A )Hl”lﬂ%) >1,q=(7(A)c2(A)|1]|r) ?> 1 and

gm(A)ca(A)|1||ls = (7(A) 2( )HlHIB) < 1 by assumption. Then, we obtain the
second assertion. [

In parallel, one may consider the inequalities modified from (1.2) and (3.1),

respectively, for general Banach space (B, || - ||z, 1) of functions f: E — R:
715 < 4sD(5),  fo=0 (3.7)
= —
1712 < AD(H). (3.9

Then, we have the following result.

Theorem 3.3. Everything in premise is the same as in Theorem 3.1, but assuming
only conditions (1) and (2) in (1.1). For the optimal constants Z]/B and Ap = A, in
(3.7) and (3.8), respectively, we have

(1 callLfls)*Ap < Ap < (1+er|1]ls)* A, (3.9)

here, for the lower bound, it is assumed that ¢3||1|lp < 1. In particular, Z{B < oo iff
Ap < o00.

Actually, Theorem 3.3 is an immediate consequence of the following proposition
(which is a slight modification of [1; Proposition 2.3]).

Proposition 3.4. Everything in premise is the same as in Proposition 3.2.

(1) Assume that there is a constant ¢; such that |7(f)| < ¢1]|f||s for all f € B.
Then

I £lle < (1 + cullLlle)llf e (3.10)

(2) Next, for a given A € &, let c3(A) be the constant such that |7(fI4)] <
co(A)||fLallg for all f € B. If co(A)||1]|p < 1, then for every f with f|4c =0
we have

1£lle < 1f1le/[1 = c2(A)I1]lg]- (3.11)

Theorem 3.1 is often powerful to provide a criterion for Ag < oo, in terms of
Bg. However, the estimates of Ap given by the theorem are usually quite rough.
To improve them, one needs a different approach. Note that we do have a formula
for the optimal constant A in (3.3), similar to (2.2):

A= inf sup I;(w)

wWEW' 1N

(cf. [2; Theorem 3.2] or [3; Theorem 2.3]). However, we do not know how to extend
this result to the Banach space. As we have seen from the proof of Theorem 3.1,
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on the left-hand side of (3.3), the term 7(f) is not invariant under the transform
(2.4). Moreover, since 7(w) = 21];\;0 w;m; = 0, it is easy to check that for each
fixed w € #’', I;(w) is positive for all ¢ > 1. But this property is no longer true
when dp is replaced by dug = gdp.

Fortunately, there is another approach which works well in the present context.
The intuitive idea goes as follows: Since a function that attains the optimal
constant Ay must change signs, it may vanish somewhere, say 6 for instance. If
so, it is natural to divide the interval (0, N] into two parts: (0,60) and (6, N].
Then, one compares Ap with the optimal constants of inequality (1.2) on (0,6)
and (0, N|, respectively. It can also happen that the function does not vanish
anywhere in the discrete case (but not in the continuous case). However, we
do not care about the existence of the vanishing point 6. Such 6 is unknown,
even it exists. In practice, we regard 6 as a reference point and then apply an
optimization procedure to 6. This is the goal of the study in the next section.

Similar remarks are valid for Theorem 3.3.

4. Neumann Case: Case 2. In this section, we consider the state space
E={M,M-1,--- ,N—1,N}, —oo < M, N < co. Again, we often denote the
set {m+1,m,--- ,n—1} by (m,n), and similarly, we have [m,n] and so on. The
Q-matrix now is g; ;41 = b; > 0, ¢;i—1 = a; > 0 and ¢;; = 0 if [i — j| > 1 with
by =0if N < oo and aps = 0 if M > —oo. Fix a reference point 6 € (M, N).
Define

1 1 _ bot1boya - boin
Mo = ——— Mo+1 = ————; [Mo+n “—, 2<n<N-4¢
agby agag+1 agag+1 -+ Ao+n
1 ag—109—2 "+ Agyni1
Ho—1= 75—, MHotn = e M —-6<n< -2
bobe—1 bobg—1 -+ boyn

Since we are working in the ergodic situation, it is natural to assume that the
process is non-explosive:

Z =00 if N = oo and Z Z“ﬂ oo if M = —o0.
n>9+1 n<o— lu " j=n+1

(4.0)

Given a Banach space (B,| - ||, ) of functions E — R with norm ||f|z =

SUP,eq D icp | filgipi, define

O ={flosin : fFE€BY, 1 =plosiny, 9" ={9lps1,n 9 €9}

and
[ fllgre = SUP Z |fz|guu@ = SuP Z | filgipsi-
z 0+1 z 0+1
It is easy to check that 1jg11 v € B and (B, || - |[gio, u'?) is an ideal space.
Similarly, we can define (B2?, || - ||g20, 122?), corresponding to [M, 0 — 1].

The Ponicaré-type inequality that we are interested in this section is formally
the same as (3.1):

1F2]ls < AsD(f), (4.1)
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where f = f — m(f),

N 0—1
D(f) = Z piai(fi — fic1)® + Z pibi(fix1 — f3)%
i=0+1 i=M
N 0—1
Z1p = Z Hi, ZQG:ZM’ 4 = Z1g + Zap + g < 00,
=041 i=M
= % (4.2)

The expression of D(f) may look strange but it is indeed standard, since

Yoo mbilfen— [P = Y mbi(fin = f)P 4+ Y mbi(firn — i)

M<i<N-1 M<i<o-1 o<i<N-1
and

Yoo mbilfin—f) = Y mpan(fin—fi)> = Y mailfi—fi-)*
o<i<N-1 o<i<N-1 0+1<i<N

To state our result, define the following quantities which will be used several times
subsequently.

0—1

i
j—g1 Hi%i j=i H3b5
B = s ol [Lsw o Bgo = sup G| Lo
10/ A )2 205\ )2
Cpgio= sup HSO ( /10) HBM, Cg20 = sup HSO ( \;0) HBQQ.
O+1<i<N P; M<i<o-1 i
10 ,,10(: A . 20 20 (;\/ .
e s VPTG VR
OH1<i<N Vol? M<i<h-1 2

(4.3)

From now on, we often state only explicit bounds, the corresponding variational
formula follows from (1.4) and (1.8) immediately.

Theorem 4.1. Let (1.1) hold and assume that ¢'¢ 429 c & for all § € (M, N).

(1) In general, we have

Ag < inf AgieV Agas <
0e

0e(M,N)

inf DBIQ V D]Bze < 4 inf
(M,N) 9

BgioV Bgae. (4.4)

e(M,N)

)

(2) Assume additionally that (¢VIjg;1 v+ 9P I1ar0-1))/2 € ¥ for every g1) €
@19 and ¢? € 927 Then, we have

1 1
A > — sup Apio AAge > =
29c(M,N)

1
sup Cgie ACpae > —
9c(M,N)

sup Bpgie A Bgeo. (4.5)
9c(M,N)

(3) For each A, let ¢(A) be a constant satisfying |7(fI4)| < ¢(A)||f1alls for
all f € B. Under the above assumption on 4! 420 and ¢, if ¢(A) < oo
for all A with m(A) < 1 (i.e., 7(A) is sufficient small), then Ay < oo iff
Bpie V Bgeo < oo for some (equivalent, for all) 6 € (M, N).
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Proof. (a) First, we prove (4.4). Let § € (M,N) and g € ¢4 with g > 0. Define
g = gl(9,n) and g = 911r,6)- Then g € 919 and ¢ € 9?9 by assumption.
The proof of [4; Theorem 3.4] shows that the optimal constant A(g), obtained by
replacing a with a/g and b with b/g in (3.1), satisfies A(g) < infpe(ar,n) A (g™M)V
A% (g2, where A (¢g()) and A%%(¢(?)) are the corresponding optimal constants
in (1.2) with respect to the intervals (0, N) and (M, ), respectively. As we did in
the proof of Theorem 1.1, by using (2.4) and passing to the limit, one may ignore
the condition “g > 0”. Then,

A sup inf AY(gM)v A% (4®
B < Sup it (g") (g")

< inf sup AY MWy v A20 (g
seit v S0P (9"7) VAT (g)

< inf sup A? }\/{ sup A% ]
O€(M,N) L ce1o (g) geg20 (g)

= 96(111\14sz) Apio V Apze.

Combining this with Theorem 1.2, we obtain (4.4).
(b) Fix € (M, N) and & > 0. Choose f®) f(2) > 0 such that

FOlaney =0, FPNomy =0, [(FD) g0 = [1(FP) [lg20 = 1

and
D(fM) < Agh +e,  D(fP) < Ag, +e.

Next, choose ¢V € @19 and ¢ € 92¢ such that

N 01
2 2
S (£ i =1-¢2  and (£7) 0 s > 1~
1=0+1 =M
Set
_\/Xf(l)I[QJrl,N] +V1-— )\f(Q)I[M,Qfl}a
where

{07 [ ()

is the constant so that 7(f) = 0. Then



VARIATIONAL FORMULAS OF POINCARE-TYPE INEQUALITIES 629

D(f) = AD(fM) + (1 =N D(f®)
<AAgh +e) + (1= N)(Agh +¢)
< (A V Ay +e) (A + (1= )

N 0—1

(Aph VAl +2) (A 9P+ =03 (127 (2)uz+€>

i=0+1 =M

N

N
= (Agto V Agay +¢ (Z A9 + (=0 (£2)? (2)}/11—%6)

i=M

= 2(azh v agh +9) S 2 0/2 4+ o ol + :/2)

i=M
<2(4gh v Agso + ) ([1£2]l5 +¢).

Here in the last step, we have used the fact that (g(l)I(ng} + 9(2)1[]\/[’9))/2 €Y.
Letting ¢ — 0 and then making infimum with respect to 6, we obtain the first
inequality in (4.5). Then, the second and the third ones follow from Theorems
1.1.

(c) To prove part (3) of the theorem, note that Ijas,), I;n) € B and so
Bpio, Bp2e < 0o when M and N are both finite. In general, if Bgio V Bpzo < 00,
then Ap < oo by (4.4).

Next, consider the case where M > —oo and N = oo. We need only to handle
with the case that Bgie = co since Byao < co. Noting that when 6" > 6,

k k
sup Z g’ = sup > g <sup Y gt = sup Z gind”

9€9?% i 9€9?% ;T 9€Y i M Sy,

for all i € (M,0), we have HI[M,Z-]HBQQ < ‘}I[M,i]HBQG/ for all ¢ € [M,6]. Hence,
Bgzo 1T and Bpgie | strictly as 6 7. Note that Bgie = oo for some (equivalently,
for all) € (M,N). On the other hand, by condition (4.0) and the ergodicity,
w; T oo as i — co. We have Bp2e 1 00 as 6 T co. Clearly, Bgie and Bpze have
different values at 6 = M and # = N. Thus, as 6 varies, the two curves Bg2e and
Bpie must intersect uniquely at N = co. Furthermore, the lower bound given in
(4.5) equals co. Therefore, Ag = co by (4.5). The case of M = —oo and N < co
is symmetric and so can be proven in a similar way.

It remains to consider only the case where (M,N) = Z. We need to prove
that Bpie V Bpee < o0 if Agp < oo. By assumption, for sufficiently small 6,
condition (2) of Proposition 3.4 is satisfied with A = (—o0, ). Then we have for
every f with f|4c = 0 that || f?||ge < || f?||s for some constant ¢/ < co. Thus,
once (4.1) holds, we must have Bgis < Agie < oo first for sufficient small § and
then for all # € (M, N). By symmetry, the same conclusion holds for By and
S0 Bpie V Bp2e < oo for all § € Z. This proves the necessity of the condition
Bpgis V Bg2e < 00 for Ag < co. O
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5. Orlicz form. In this section, the above results are specialized to Orlicz
spaces. The idea goes back to [5]. A function ®: R — R is called an N-function
if it is non-negative, continuous, convex, even (i.e., ®(—x) = ®(z)) and satisfies
the following conditions:

O(zx)=0 iff x =0, lim ®&(z)/x =0, lim &(x)/x = oc.

x—0 T—00

In what follows, we assume the following growth condition (or As-condition) for
P:

sup ¢(2z)/®(x) < oo( < sup z®’_(z)/P(z) < oo),
@31 w1

where @ is the left derivative of ®.
Corresponding to each N-function, we have a complementary N-function:

Pc(y) :=sup{zly| — ®(z) : 2 >0}, yeR
Alternatively, let . be the inverse function of ®” , then ®.(y) = Olyl e (cf. [6]).

Given an N-function and a finite measure p on E := [M, N] C Z, we define an
Orlicz space as follows:

L¢<u>={f(EaR>:Z¢><fi>ui<oo}, I£lls = sup 3~ flgunss - (5.1

i€E 9€Y icp

where 4 = {g > 0 : >, 5 Pc(gi)ui < 1}, which is the set of non-negative
functions in the unit ball of L®<(u). Under As-condition, (L®(u), || - ||e,x) is a
Banach space. Clearly, L®(dy) > 1 and is ideal.

Having these preparations in mind, it is rather simple to state and prove our
first result in this section (cf. [1; Proof of Theorem 3.1]).

Corollary 5.1. For every N-function ® satisfying As-condition, the conclusions of
Theorems 1.1 and 1.2 hold with B = L% ().

The next result is a consequence of Theorem 4.1 and Proposition 3.2 with
B = L%(u). We will use the notations introduced there. For simplicity, we write
c2(A) = c3[M,0) and w(A) = w[M,0) when A = [M,6).

Corollary 5.2. For every N-function ® satisfying As-condition, the conclusions of
Theorem 4.1 hold with B = L®(y). Additionally, if

[c2[M, 0)m[M,8)] V [e2(8, N]m(9, N < [[1lI5",

then we have

s 29;%)(1—\/”11\3 [[ea[, 0)70,0)] v [ex(0, N (6., V)| Y 2)Q(AWVIAHB;M).

The proof of Corollary 5.2 is almost the same as that of [1; Theorem 3.2]. We
omit the details here.



VARIATIONAL FORMULAS OF POINCARE-TYPE INEQUALITIES 631

6. Nash inequalities and Sobolev-type inequalities. As a typical appli-
cation of the above general setup, this section studies the Orlicz spaces with
N-functions ®(z) = |z|’/p(p > 1), and apply to the Nash (or Sobolev-type)
inequalities on [M,N], —oo < M < N < oo. Here are Nash inequalities on
{0,1,--- ,N}:

17157 < <>||f|r4/”, fo=0
If ()H””” AD(H)IFIY",

where ||-||, denotes the usual L”(p)-norm, D(f) is the same as in (1.2), and v > 0.
It is known, when v > 2, that these inequalities are, respectively, equivalent to
the following Sobolev-type inequalities (cf. [7]—[10]):

1F1130 /-2y < AuD(f), Jo=0 (6.1)
If =7 (D30 —2y < AuD(f). (6.2)

The main purpose of this section is to estimate the optimal constants A, and A4,,.

Corollary 6.1. Let £; = {1,2,--- ,N}. Then the optimal constant A, in (6.1)
satisfies
BV<CV<AV<DU<4BV7

where

1 N (v—=2)/v
7 - ] 1 < Z < N7 Bl/ - Sup ( > i)
14 ; Qs 1<iKN ZHJ 14

] =1

Co= swp @ (i AV luyw2,  Dy= sup o7 2[V@e(iA)luyw-2

ISiSN 1<iKN
and H . ||p is the Lp(El,,u)—norm,

Proof. Tt is natural to use the Orlicz spaces L® (i) with N-function ®(z) = |z|?/p
and study the following inequalities:

Hf2H<1><A<1>D(f)a fo=0
1(f = 7(£)?|, < AeD(f)-

Now, L®(Ey,p) = {f p! ZZ LIfil? ,uz < oo} LP(Eq,p). Since ®.(y) =
ly|?/q, 1/p+1/q=1, we have & = {g > 0 : ||g[ly < ¢/} and so

I lle = a4l - llp- (6.5)

Applying Corollary 5.1 to the function ®(z) = |z|P/p, we get the estimates Bg, Ca
and Dg of Ag, corresponding to the explicit bounds Bg,Cp and Dp given in
Theorems 1.1 and 1.2. Then, the required estimates follows from (6.5) by setting
p=v/(v—2) (and then ¢ = v/2). O

We now turn to study A,. The idea is to use (6.4) and Theorem 3.1. The next
result with different coefficients is proven in [11], based on the weighted Hardy
inequality:.
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Theorem 6.2. Let E = {0,1,--- ,N}. Then the optimal constant A, in (6.2)
satisfies

9 2/v 71 1/241/vq2 o

In particular,

9 2/v 71 1/241/vq2 o

where Z = Zij\;o i, By is defined in Corollary 6.1, and so A, < x iff B, < 0.

Proof. Clearly, it suffices to study the optimal constant Ag in (6.4).

First, we compute the constants ¢; and c¢s used in Theorem 3.1. This can be
easily done by using the Holder inequality: ¢, = Z~1/Pq=4 ¢y = Z71(Z, /q)"/1,
where 77 = Ef\il wi = Z — 1. Moreover, by (6.5), we have ||1||e = ¢'/92/7.
Thus,

alllfe=1, el —mo)lllls = (Z1/2)"V < 1.

By Theorem 3.1, we obtain

1 Z]_ 1/241/(29)\ 2 o
maX{ql/qu/p, (1 — <Z> ) }Aq;. < Aq;. < 4:14.(1)

Combining this with (6.5) and p = v/(v — 2), we get (6.6). The second assertion
of the theorem follows from Corollary 6.1. [

To improve the estimates given in (6.6) and also for handling with the general
case where M > —oo, we adopt the idea explained at the end of Section 3.
That is splitting [M, N] into two parts Fg := {# +1,0 4+ 2,--- N} =: (6, N]
and Fog := {M,M +1,---,0 — 1} =: [M,0), but leaving 6 as a boundary of
both Eqp and Egg. Denote by || - |19, and || - |29, the norms in L®(E1g, n'?)
and L®(Fag, 1?%), respectively. Actually, || flli0.0 = |fIE,lle and || f]l20.0 =
| fIE, |la- The corresponding constants in inequality (1.2) are denoted by ALY
and A2, respectively. Similarly, we have the LP(Eyg, u*%)-norm |- ||xg, (k = 1,2).

Define "%, C*? D asin (4.3), but replacing the norm || - ||gke by ||+ ||xe.p (k =
1,2). Next, define B (k = 1,2) as follows.

10 . Y 26 i LY
B)Y = sup (Zw) 0’ BX = sup <Z uj> ¥
04+1<i<N M<i<o-1 \ =

Jj=t
(6.8)
Theorem 6.3. Consider the general state space {M, M +1,--- ,N — 1, N}.

(1) Let D(f) be defined by (4.2). Then inequality (6.2) holds iff B)? v B2 < oo
for some (equivalently, for all) 6 : M < § < N. The optimal constant 4,
satisfies

Bl@ /\329 019 A 029 Al@ /\AZG -
14 14 < |14 14 < |14 14 < AV’
2 2 2
A, < AP v A2 <D v DY <4(B) v BY). (6.9)
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(2) Moreover,

Ay > H,g(AfvAZ®) > H,o(C¥ v C2) > H,y(B. v BY), (6.10)
where ot -2
_ Zag N Zag \ VT
Hyﬁ — 1 - T .

In particular, when 6 is the median of i, we have H, 5 > [1_ (1/2)1/2+1/u]2'

Proof. Applying Corollary 5.2 to the inequality (6.4) and then using Corollary
6.1 and (6.5) with p = v/(v — 2), we obtain part (1).

Next, we compute the constants used in the second assertion of Corollary 5.2.
By Hélder inequality and (6.5), we have

1 1 1 [ (AN
I4) =— < = fLallp M allq = = [ B+ Il
(6180 = 5 [ 1< izt ialy = 5 (24) s
This gives us c2(A) = Z7 ' (u(A)/q)Y/%. Recall that Z;9 = > or1<icn My and
Zog = ZMgige—l ;. We have

1/ Zw\ "4 A
CQ(Q,N]:Z<;9> , ﬂ(a,N]:%@,

1 Zep\ VO g
CQ[M,Q)_Z<(]> ) TI'[M,Q)—77
1lle = ¢"/9|1]|, = ¢"/72"/>.

Hence

11]le [(c2[M, 6)7[M, ) v (c2(6, N]m(0, N])] =

(Zw \Y Z29>1+1/q <1

A

Thus, by Corollary 5.2, we obtain

. TN 7 1/241/(2q) 72
s ()™

Combining this with (6.5) and setting p = v/(v — 2), we obtain (6.10). O

The results in this section are also meaningful for diffusions on the intervals,
as did in [10] and [1; Example 3.4]. However, the first lower bound in (6.6) works
only in the discrete situation.

7. Logarithmic Sobolev inequality. This section studies the Orlicz spaces
with N-functions ®(z) = |z|log(1l + |z|) and ¥(z) = z?log(1 + 2?), and their
application to the logarithmic Sobolev inequality on [M, N], —co < M < N < oc:

N f2
> f2log — (7" S A"D(f), (7.1)
i=M
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where D(f) is defined either by (4.2) for general M > —oo or as in (1.2) when
M = 0. For the Orlicz space B = L®(u), when M = 0, we use Ag, Bg, Cp and
Dg, respectively, to denote the constants Ag, Bg, Cp and Dp := Dg(1) used in
Theorems 1.1 and 1.2.

The next result follows from Corollary 5.1 plus some computation, on the basis
of the formula ||Ip||¢ = infaso (14 p(B)®(a))/a (cf. [1; Proof of Theorem 4.2]).

Corollary 7.1. Let £y = {1,2,--- N} and ®(z) = |z|log(1 + |z|). Then Theo-
rems 1.1 and 1.2 hold with B = L*(FEy, u). Moreover,

By = sup @;M(uli,N]),
1<I<N

M(z) == +1+*/m)].

2
o — g (1
1+ vItde g< 2%

In particular, the Poincaré-type inequality (1.2) in the Orlicz space L®(FEy, i) holds
iff

(7.2)

sup @;puli, Nlog < 0. (7.3)

1<i<N pli, N

We are now ready to study the logarithmic Sobolev inequality on {0,1,--- , N}.
For this, it is helpful to use an equivalent norm of || - ||¢:

1 fllcay = in {a >0 3 B /) < 1}, (7.4

for which, we have
1fll@) < Iflle <2[fll(a) (7.5)

(cf. [6; §3.3, Proposition 4]).
Corollary 7.2. Let ®(z) = |z|log(1+ |z|) and D(f) be defined as in (1.2). Then,
on By ={1,2,--- , N}, the inequality

Hf2H(<1>) < A@)D(f), Jo=0 (7.6)

holds iff (7.3) is satisfied. The optimal constant A(g) satisfies

B¢/2<C¢/2<A¢/2<A(¢)<A¢<D¢<4Bq>. (77)

Proof. Simply use Corollary 7.1 and (7.8). O

In view of (7.7), the coefficients in [1; (4.9), (4.11)—(4.13) and Theorem 4.5]
need a small correction.

The next result is an analogue of [11; Theorem 2.1] with different coefficients.
The proof given in [11] is based on the weighted Hardy inequality and hence
different from here.



VARIATIONAL FORMULAS OF POINCARE-TYPE INEQUALITIES 635

Theorem 7.3. Consider the state space £ = {0,1,---,N}. The logarithmic
Sobolev constant A” in (7.1) satisfies

2 VAZ+1-1 Z 0 (2712 1x4
2 max #7 1_1—(1) B¢,<A”<5 X
5 2 Zu-1(z-1) 5

Bas, (7.8)

where Z = Efvzo Wi, 21 = Efvzl w; = Z —1, U= is the inverse function of ¥, and
Bg is given in (7.2). In particular, A” < oo iff (7.3) holds.

Proof. (a) First, we computer the constants ¢; and ¢y used in Theorem 3.3 with
B = LY(E, ) and the norm || - ||(y). Because of the convexity of ®, we have

N
1o :inf{a>0:z¢(\fi\/a)m < 1}
:1nf{a>0 Zcp filja)m ;}
inf{a>0:<1)(zyfi]7ri/a) < ;}
=0

= inf {a >0: Z | filmi/a < (I)I(ZI)}
=x(f)/e " (z71).

Hence, || fll@) = 7(|f])/®~(Z~"). Because HfH(\I,) HfQH((b), we obtain

£l = /m(£2) /81 (271) = \[=(52) O 1 (271) > m()1/ w0 (27,

This means that one can choose ¢; = ¥~ (Z 1)
Next, we compute co. Recall that Fy = {1,2,---, N}. Again, by the convexity
of ¢, we have

WV

N
115y = nt {0 > 0 S @ (1l /e 1}

@ @(szzmz/a) < Zl}
a>0: i | filpi/a < (Zfl)}

_ Zn(lf11g)
Z, @1 (Z7Y)
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Hence

||fIE1H%\p) = HfQIElH@)
= —Z 7r(
~ 201 (z7h)
. Z
T (1-m0)Z1 @ (Z)

fzIEH)

[W(fIEl)]2.

Thus, we can choose ¢y = ¥=1(Z1) 21 /Z since 1 — g = Z1/Z.

(b) On the other hand, we have |[1y) = (<I>*1(Z*1))71/2 =1/91(z71).
Therefore,

Z, vzt

c2[tlwy = — vz

since W~!(z)/x is decreasing in x. By Theorem 3.3, we obtain

(1 BANS.

Zv-1(z-1)

<1,

2
> () < Ay <4 A,
Next, by [1; Lemma 4.1], we have

4 2 o1 2

I =7 (Dl <20 < G =Dy, (7.9)

where Z(f) = sup.cg Ent((f + ¢)?) and Ent(f) = Zf\iM filog (fi/Hny(ﬂ))m
for f > 0. Therefore, the logarithmic constant A” satisfies

é 1_ Zl\Ijil(Zlil) ? / A// < E /
5 Z\I/_I(Z ) () S = ()
Because ||f||(q,) Hsz(q)), we have A(\I,) = A@). Now, the assertions of the

theorem, except the first lower bound, follow from Corollary 7.2.
(c) To get the first lower bound, we apply (7.9), (7.5), Theorems 3.1 and 1.1:

p Z(f)
)
4 s If = m(H)Ifw)
5 re, D(f)
_ 4 sup 1(f = 7))l )
5 re, D(f)

2 (=)
7550 D)
= Ao > 15 Ao

2
> 2|13 Ba.
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The required estimate then follows from

I1]le = (ir;fo{l +Z%(a)}/a=(VAZ+1+1)/(2Z). O

Finally, we study the general state space {M,M +1,--- N —1, N}, in terms
of the splitting technique. Recall the notations || - ||xe.6 and A% (k = 1,2) are
defined in the last section. Define ©*?, Ck DA0 as in (4.3), but replacing the
norm || - |[gre by || - [|re.e (k = 1,2). Next, define BY? (k = 1,2) as in (7.2):

By = sup @"M(u[i,N)), By = sup @’M(u[M.,d). (7.10)
0+1<i<N M<Li<0-1

Theorem 7.4. Let ®(x) = |z|log(l + |z|). Consider the general state space
(M,M+1,--- ,N—1,N}.

(1) The inequality
H<f_ H(@) A@)D(f), (7.11)

holds iff B v B2 < oo for some (equivalently, for all) 6 : M < § < N. The
optimal constant Z(@ satisfies

%(B”’ A Bg) < i(c ANCF) < %Zcp Ay < Ao
As < DY v DY <4(BY v BY). (7.12)

(2) In particular, the optimal constant A” in logarithmic Sobolev inequality (7.1)
satisfies

(BY¥Y ABY) < - (CY¥ NCE) < A < %(D VDg")g%(BgVBge). (7.13)

o]
cn\r—l

Proof. Part (1) follows from Corollaries 5.2 and 7.2. Then, part (2) follows from
(79). O

Finally, we are going to prove a different lower bound, which is quite rough, but
has the same form as the upper bound in (7.12). For this, we need Proposition
3.4. Applying (7.11) to an arbitrary function f() with f(1)|[M’,9] =0, we get

Ay D) = [[(FD = 7(FD)) || gy = [P = 7(F)7y-

Next, applying part (2) of Proposition 3.4 to the space B = L‘I’(Z () with norm
| - ll(w) and the set A = E1g, we get ||f(1)|\(q,) < Kq||(f f - 77( )||(q,), where

K1 = [1 - c2(E1p)||1w)] - Hence, by (7.5),

K%Z@)D(f(l)) Z Hf(l)H%‘P) - H(f(l) H1eq> H f(l) Hw (@)
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Combining this with definition of A%g), it follows that Z(@) > A%g) / K?2. Simi-
larly, applying (7.11) to the function £ with f(2)][97N] = 0, we obtain Z@) >
A(Qg)/KQQ, where Ky = [1 — c2(E29) |1 (w)] - Collecting these facts together, it
follows that

To estimate KIQAKQQ, recall that Z1 = Z1p = pu(E1p) and Zs = Zog = p(Fap).
By using the same technique as used in proof (b) of Theorem 7.3 (or referring to
the proof of [1; Theorem 4.5]), we arrive at

Kiass (1 A g (1 )

Zv-1(z-1) ZV-1(Z-1)

Now, let 0 be the median of u. That is, Z1, Zo < Z/2. Again, since ¥~1(z)/x is
decreasing in x, we have

U—1(27-1)72 2 1)2
K12/\K22>[1 ( )} 2(\[7)‘

S 20-1(Z71) 2

The last constant was computed in [1; Proof of Theorem 4.5]. We have thus
obtained the following result.

Theorem 7.5. Let 6 be the median of p and let BY, C%, D% (k = 1,2) be the
same as in Theorem 7.4, ignoring the superscript §. Then the optimal constant Z(q))
in (7.11) satisfies

(v2-1)°
1

(V21

(ByVB3) < 1 (CoVC3) < Ay < Dy VDF <4(BgyV Bj),

and the logarithmic Sobolev constant A" satisfies

2 2
2-1 2-1
“Ci)w@$@<WEZM%v%km%
AVg%%DévD@gf%@%vB@.
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ABSTRACT. This paper serves as a quick and elementary overview of the recent
progress on a large class of Poincaré-type inequalities in dimension one. The explicit
criteria for the inequalities, the variational formulas and explicit bounds of the
corresponding constants in the inequalities are presented. As typical applications,
the Nash inequalities and logarithmic Sobolev inequalities are examined.

1. Introduction.
The one-dimensional processes in this paper mean either one-dimensional dif-
fusions or birth-death Markov processes. Let us begin with diffusions.
Let
L = a(z)d?*/dz? + b(z)d/dx

be an elliptic operator on an interval (0, D) (D < oo) with Dirichlet boundary at 0
and Neumann boundary at D when D < oo, where a and b are Borel measurable
functions and a is positive everywhere. Set C(z) = [ b/a, here and in what
follows, the Lebesgue measure dx is often omitted. Throughout the paper, assume
that

= DGC a (0. ¢]
Z._/O Ja < oo. (1.0)
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Hence, dp := a~'e%dz is a finite measure, which is crucial in the paper. We are
interested in the first Poincaré inequality

D D 9
12 = / fgduéA/O F2eC = AD(f), feCd0,D], f(0)=0, (L)

where Cy is the set of all continuous functions, differentiable almost everywhere
and having compact supports. When D = oo, one should replace [0, D] by [0, D)
but we will not mention again in what follows. Next, we are also interested in the
second Poincaré inequality

D
T / (f —w(£)?dp <AD(f)  feCy0.D],  (12)

where 7(f) = pu(f)/Z = [ fdu/Z. To save the notations, we use the same A
(resp., A) to denote the optimal constant in (1.1) (resp., (1.2)).

The aim of the study on these inequalities is looking for a criterion under which
(1.1) (resp., (1.2)) holds, i.e., the optimal constant A < oo (resp., A < o), and
for the estimations of A (resp., A). The reason why we are restricted in dimension
one is looking for some explicit criteria and explicit estimates. Actually, we have
dual variational formulas for the upper and lower bounds of these constants. Such
explicit story does not exist in higher dimensional situation.

Next, replacing the L?-norm on the right-hand sides of (1.1) and (1.2) with
a general norm || - || in a suitable Banach space (the details are delayed to §3),
respectively, we obtain the following Poincaré-type inequalities

HfQHE ABD (f), fe Cd[o,D], £(0) = 0. (1.3)
I(f ==(£)*|| <4sD(f), € Cal0,D]. (1.4)
For which, it is natural to study the same problems as above. The main purpose

of this paper is to answer these problems. By using this general setup, we are
able to handle with the following Nash inequalities!?*!

If = 7O < AnD(F)IIFIIL (1.5)

in the case of v > 2, and the logarithmic Sobolev inequality['8:

D f2
Ent(f?) :—/0 f?log Wdu < ApsD(f). (1.6)

To see the importance of these inequalities, define the first Dirichlet eigenvalue
Ao and the first Neumann eigenvalue Aq, respectively, as follows.

Mo = inf{D(f) : f € C*(0, D) N C[0, D], f(0)
A\ = inf{D(f): f € C*(0,D)NC[0,D], n(f) =

0, (f)zl},
0, 1}.
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Then, it is clear that A\g = 1/4 and A\; = 1/A. Furthermore, it is known that

The second Poincaré inequality <= Var(P,f) < Var(f)e M,
<

Logarithmic Sobolev inequality <= Ent(P,f) < Ent(f)e2/ALs (1.8)

Nash inequality <= Var(P.f) < C||f||3t",

where ||f||, is the L"(u)-norm (cf., [8], [13], [18] and references within). It is
clear now that the convergence in the first line is also equivalent to the exponen-
tial ergodicity for any reversible Markov processes with density (cf. [10]), i.e.,
| P, ) — 7||var < C(x)e ¢ for some constants € > 0 and C(z), where P;(z,-) is
the transition probability. The study on the existence of the equilibrium 7 and
on the speed of convergence to equilibrium, by Bhattacharya and his cooperators,
consists a fundamental contribution in the field. See for instance [2]-[6] and ref-
erences within. The second line in (1.8) is correct for diffusions but incorrect in
the discrete situation. In general, one has to replace “<=>" by “=".

Here are three examples which distinguish the different inequalities.

Examples: Diffusions on [0, c0)

MM=a=0 Log Sobolev o Nash 7
2(aVb—aANb) a Ab\'TY
b> b)| —
ot logaVb—logaAb (a+ )<a\/b>
Table 1.1

Here in the first line, “LogS” means the logarithmic Sobolev inequality, “L!-
exp.” means the L'-exponential convergence which will not be discussed in this
paper. “y/” means always true and “x” means never true, with respect to the
parameters. Once known the criteria presented in this paper, it is easy to check
Table 1.1 except the L'-exponential convergence.

The remainder of the paper is organized as follows. In the next section, we
review the criteria for (1.1) and (1.2), the dual variational formulas and explicit
estimates of A and A. Then, we extend partially these results to Banach spaces
first for the Dirichlet case and then for the Neumann one. For a very general setup
of Banach spaces, the resulting conclusions are still rather satisfactory. Next, we
specify the results to Orlicz spaces and finally apply to the Nash inequalities and
logarithmic Sobolev inequality.

Since each topic discussed subsequently has a long history and contains a large
number of publications, it is impossible to collect in the present paper a complete
list of references. We emphasize on recent progress and related references only.
For the applications to the higher dimensional case and much more results, the
readers are urged to refer to the original papers listed in References, and the
informal book [13], in particular.

2. Ordinary Poincaré inequalities.
In this section, we introduce the criteria for (1.1) and (1.2), the dual variational
formulas and explicit estimates of A and A.
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To state the main results, we need some notations. Write z A y = min{z,y}
and similarly, z V y = max{z, y}. Define
F ={f€C[0,D]NC(0,D): f(0) =0, f'l0.p) >0},
F = {f € C[0,D]: f(0) =0, there exists z¢ € (0, D] so that
f=f(Nzo), feC0,20) and F'l0,0y) > 0},
F'={f€Cl0,D]: f(0) =0, flo.p) >0},
T = {f € C[0,D] : f(0) =0, there exists z¢ € (0, D] so that
f=f(nwo) and fl(z,) > 0}.

(2.1)

Here the sets .# and %’ are essential, they are used, respectively, to define below
the operators of single and double integrals, and are used for the upper bounds.
The sets .# and %' are less essential, simply the modifications of .# and %',

respectively, to avoid the integrability problem, and are used for the lower bounds.
Define

e*C(m)

D
0@ =G [ el wan, ez,

L (2.2)

I(f)(z) = ) /0 mdye_c(y) / [fe/a)(w)du,  feF.

The next result is taken from [12; Theorems 1.1 and 1.2]. The word “dual”
below means that the upper and lower bounds are interchangeable if one exchanges
the orders of “sup” and “inf” with a slight modification of the set .# (resp., .Z’)
of test functions.

Theorem 2.1. Let (1.0) hold. Define
T D €C

o= [ e B= s o) [ S

0 z€(0,D) T

Then, we have the following assertions.

(1) Explicit criterion: A < oo iff B < oc0.
(2) Dual variational formulas:

A< inf  sup II(f)(x) = inf sup I(f)(x),

FeZ" 2€(0,D) feZ 2e(0,D) 53
A> sup inf II(f)(x) =sup inf I(f)(x). (2.3)
feﬁ/ z€(0,D) feﬁ z€(0,D)

The two inequalities all become equalities whenever both a and b are contin-
uous on [0, D].
(3) Approximating procedure and explicit bounds:

(a) Define f1=,/p,
fn :fn—lll(fn—l)
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and
Dy = sup II(fn)(x).
z€(0,D)
Then D,, is decreasing inn and A < D, <4Bforalln>1
(b) Fix zo € (0, D). Define " = (- A zg),

(mo) f(wo)( /\w())II(f( 0)( /\xo))

and o)
C, = sup inf I (-ANx
z,€(0,D) =€(0,D) (f ¢ O))( )

Then C,, is increasinginn and A> C, > Bforalln>1

We mention that the explicit estimates “B < A < 4B” were obtained previ-
ously in the study on the weighted Hardy’s inequality by [22].
We now turn to study A, for which it is natural to assume that

D s
/ o—C9) s / a(u) 1S dy = oo. (2.4)
0 0

Theorem 2.2. Let (1.0) and (2.4) hold and set f = f — 7(f). Then, we have the
following assertions.

(1) Explicit criterion: A < oo iff B < 0o, where B is given by Theorem 1.1.
(2) Dual variational formulas:

su inf I ) <AL inf sup I ). 2.5
wp nt 1@ <A< ol s 1) (25

The two inequalities all become equalities whenever both a and b are contin-
uous on [0, D].

(3) Approximating procedure and explicit bounds:

() Define 1= 5. f = fur (1) 0 Do =50 (1) () Ther
A<D, <4B forall n >

(b) Fix zg € (0, D). Define fl( 0) = (- N xg),

7o) = FLo) (A ao) IT(FE0)(- A o))

and

Cn = sup inf I 0 ANx .
woe(O D)me(o D) (f ( 0)>( )

Then A > C,, for all n > 2. By convention, 1/0 = oo
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Part (1) of the theorem is taken from [11; Theorem 3.7]. The upper bound in
(2.5) is due to [16]. The other parts are taken from [12; Theorems 1.3 and 1.4].

Finally, we consider inequality (1.2) on a general interval (p,q) (—oc < p <
q < 00). When p (resp., q) is finite, at which the Neumann boundary condition
is endowed. We adopt a splitting technique. The intuitive idea goes as follows:
Since the eigenfunction corresponding to A, if exists, must change signs, it should
vanish somewhere in the present continuous situation, say 6 for instance. Thus, it
is natural to divide the interval (p,q) into two parts: (p, ) and (6, ¢q). Then, one
compares A with the optimal constants in the inequality (1.1), denoted by Ag
and Asg, respectively, on (0, q) and (p, ) having the common Dirichlet boundary
at 6. Actually, we do not care about the existence of the vanishing point 6. Such
0 is unknown, even if it exists. In practice, we regard 6 as a reference point
and then apply an optimization procedure with respect to 8. We now redefine
C(z) = | : b/a. Again, since it is in the ergodic situation, we assume the following
(non-explosive) conditions:

q 0
AY, ::/ eC/a<oo, Zog ::/ ec/a<oo.
0 P

0 0
/ e_c(s)ds/ ec/a = 0 lf p=— and (26)
p S
q S
/ ec(s)ds/ e“/a = oo if ¢ = o0
0 0

for some (equivalently, all) 6 € (p,q). Corresponding to the intervals (6, ¢q) and
(p,0), respectively, we have constants B1g and Bag, given by Theorem 1.1.

Theorem 2.3. Let (2.6) hold. Then, we have

(1) infee(pﬂ) (Alg AN Agg) < A < SUDPge (p,q) (Alg \Y Agg).
(2) Let 0 be the median of p, then (Aw V Agg)/Z <A< AV Ay,

In particular, A < 0o iff Big V Bag < 00.

Comparing the variational formulas (2.3) and (2.5) with the classical variational
formulas given in (1.7), one sees that there are no common points. This explains
why the new formulas (2.3) and (2.5) have not appeared before. The key here
is the discover of the formulas rather than their proofs, which are usually simple
due to the advantage of dimension one. As an illustration, here we present parts
of the proofs.
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Proof of the upper bound in (2.5).

Originally, the assertion was proved in [16] by using the coupling methods.
Here we adopt the analytic proof given in [9].

Let g € C[0, D] N CY(0,D), 7(g) = 0 and 7(¢g?) = 1. Then, for every f € .Z
with 7(f) > 0, we have

D
1= /0 m(dx)m(dy)[g(y) — g(x)]

1
2
_ /{m} r(de)r(dy) ( /: g’(u)ﬂf’)(u) du>2

/{z<y} m(do)m dy/ f'(u /f

(by Cauchy-Schwarz 1nequahty

N

C(u)

A(do)n(dy) | ’ o (0 oS dulf(0) ~ 1 (o)

|
:;\
VA
<
<

_ b 17 N\2 Ze ¢ . b — flx

= [ atwgw () e / () / ~(dy) [f(y) — /(@)
Ze=C(w) b

<D(9)u€8(1{1)pD) o / 7( y) — f(2)]

< D(g) s I(f)(x) (since 7r(f) 0).

Thus, D(g)~! <sup,¢(o.py I(f)(x), and so

A= sup D(g)"' < sup I(f)(x).
g: w(9)=0, 7(g2)=1 z€(0,D)

This gives us the required assertion:

A< inf sup I(f)(=).
joL s (f)(x)

The proof of the sign of the equality holds for continuous a and b needs more work,
since it requires some more precise properties of the corresponding eigenfunctions.

O

Proof of the explicit upper bound “A < 4B”.

As mentioned before, this result is due to [22]. Here we adopt the proof given
n [11], as an illustration of the power of our variational formulas.

Recall that B = SUPge(0,D) foz e ¢ fxD e /a. By using the integration by parts
formula, it follows that

[R5 vea([5)

NI
S QO(.Z') 2 . 303/2\
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Hence

e=C@ D j5eC 0@, Jo(x
I(ﬂ)($)=(\/¢),($)/m ‘/i < ole) 2B _ g

(1/2)e=C@ " Jo(a)

as required. [

3. Extension. Banach spaces.

Starting from this section, we introduce the recent results obtained in [14] and
[15], but we will not point out time by time subsequently.

In this section, we study the Poincaré-type inequality (1.3). Clearly, the Banach
spaces used here can not be completely arbitrary since we are dealing with a topic
of hard mathematics. From now on, let (B, ||-||g, ) be a Banach space of functions
f: [0,D] — R satisfying the following conditions:

(1) 1eB;
(2) Bisideal: If h € B and |f| < |h|, then f € B;

D 3.1
(3) [Iflle = sup / Flodp, (8-1)
ge¥4 Jo

(4) 9 > go with inf gg > 0,

where ¢ is a fixed set, to be specified case by case later, of non-negative functions
on [0, D]. The first two conditions mean that B is rich enough and the last one
means that ¢ is not trivial, it contains at least one strictly positive function. The
third condition is essential in this paper, which means that the norm | - ||z has a
“dual” representation. A typical example of the Banach space is B = L"(u), then
¢ = the unit ball in Li(u), 1/r+1/r =1.

The optimal constant A in (1.3) can be expressed as a variational formula as
follows.

12l
D(f)

A]Bgzsup{ : f € Cq4l0, D], f(0) =0, 0<D(f)<oo}. (3.2)

Clearly, this formula is powerful mainly for the lower bounds of A. However, the
upper bounds are more useful in practice but much harder to handle. Fortunately,
for which we have quite complete results.

Define ¢(z) = [ e~ as before and let

Bp = I, )
B IES(%?D)W)H @) |lg
N2
CIB — sup HW(J?/\ ) H]B
z€(0,D) o(x)
N2
poe wp IWEEEA Pl
z€(0,D) 90(1')

(3.3)
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Theorem 3.1. Let (1.0) and (3.1) hold. Then we have the following assertions.

(1) Explicit criterion: Ap < oo iff By < 0.
(2) Variational formulas for the upper bounds:

Ap< inf  sup f(z 1Hf8035/\ HIB

fes’ z€(0,D)
R o
< in sup T B-
fE€Z 2e(0,D) f’( ) (#0)

(3) Approximating procedure and explicit bounds: Let Bg < co. Define fy = /9,

fu(@) = || fa—1p(@A-)|lB and Dp(n) = sup,e(o,py fn/fn-1 forn > 1. Then,
Dg(n) is decreasing in n and

BIB < CB < AE < DB(TL) < DIB% < 4BB (35)
for all n > 1.

We are now going to sketch the proof of the second variational formula in (3.4),
from which the explicit upper bound Ap < 4Bg follows immediately, as we did
at the end of the last section. The explicit estimates “Bp < Ap < 4Bp” were
previously obtained in [7] in terms of the weighted Hardy’s inequality [22]. The
lower bounds follows easily from (3.2).

Sketch of the proof of the second variational formula in (3.4).

The starting point is the variational formula for A (cf. (2.3)):

e—C(@) fe€ e—C(2)
A< inf  sup / = inf sup / fdu.

FEF yeo,py [ f€9x6(0 D) f

Fix g > 0 and introduce a transform as follows.
b—b/g, a—alg>0. (3.6)

Under which, C(x) is transformed into

[T o,
Cyla) = [ 22 = @),

This means that the function C' is invariant of the transform, and so is the Dirichlet
form D(f). The left-hand side of (1.1) is changed into

/OD f2ge€ Ja = /OD FPgdu.

At the same time, the constant A is changed into

e—C(=)
A, < inf  sup / fodu.
7 fes z€(0,D) f
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Making supremum with respect to g € ¢4, the left-hand side becomes
D
2 2
sup [ = |7
geY Jo

and the constant becomes
Ap =sup A,
g

fsup o [ fga
< supinf sup / gdp
g Iz f/(l‘) x
< inf sup sup

f g T

—C(m)

[z

H}fsup sup/ 1z, pygdp.

mfsup e Hf @05

We are done! Of course, more details are required for completing the proof. For
instance, one may use g + 1/n instead of g to avoid the condition g > 0” and
then pass limit. O

The lucky point in the proof is that “sup inf < inf sup”, which goes to the
correct direction. However, we do not know at the moment how to generalize the
dual variational formula for lower bounds, given in the second line of (2.3), to the
general Banach spaces, since the same procedure goes to the opposite direction.

4. Neumann Case. Orlicz Spaces.

In the Neumann case, the boundary condition becomes f’(0) = 0, rather than
f(0) = 0. Then A\g = 0 is trivial. Hence, we study A; (called spectral gap of L),
that is the inequality (1.2). We now consider its generalization (1.4). Naturally,
one may play the same game as in the last section extending (2.5) to the Banach
spaces. However, it does not work this time. Note that on the left-hand side of
(1.4), the term 7(f) is not invariant under the transform (3.6). Moreover, since
7(f) =0, it is easy to check that for each fixed f € .7, I(f)(z) is positive for all

€ (0, D). But this property is no longer true when dyu is replaced by gdu. Our
goal is to adopt the splitting technique explained in Section 2.

Let @ € (p,q) be a reference point and let ALY, BE6. Ck DE (k = 1,2) be
the constants defined in (3.2) and (3.3) correspondlng to the mtervals (0,q) and
(p, 0), respectively. By Theorem 3.1, we have

O <ok <A <DE <4BY?, k=1,2

Theorem 4.1. Let (2.6) and (3.1) hold. Then, we have the following assertions.
(1) Explicit criterion: Ap < oo iff BLY vV B2Y < cc.
(2) Estimates:

Ineux{%(A%f/\A]]?B@)7 KG(AIEQVA%G)} < A < AL v A2

where Ky is a constant.
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It is the position to consider briefly the discrete case, i.e., the birth-death
process. Let b; (i = 0) be the birth rates and a; (i > 1) be the death rates of the
process. Define

o =1 M:M Z:i“ T !
0 ) n al"'an7 n>s n Z’ = L

Consider a Banach space (B, ||-||s, ¢) of functions F := {0,1,2, - - - } — R satisfying
(3.1). Define

%

1 .
. ]Z:; iy’ P2l Ba = ?12111) (piHI{i’iH’m}HB'

Clearly, the inequalities (1.3) and (1.4) are meaningful with a slight modification.

Theorem 4.2. Consider birth-death processes with state space E. Assume that
Z < o0.

(1) Explicit criterion for (1.3): Ap < oo iff B < 0.
(2) Explicit bounds for Ag: By < Ap < 4Bg.
(3) Explicit criterion for (1.4): Let the birth-death process be non-explosive:

Z Z,UJ = o0 (4.1)

pib; 4
Then Ag < o iff Bp < oc.
(4) Estimates for Ag: Let Fy = {1,2,---} and let ¢; and ¢y be two constants
such that |7(f)| < a1||flls and |7 (fIg,)| < co||fIg, | for all f € B. Then,

max {[|1][5", (1= v/e2(1 — mo) thB) } A
Ap < (14|15 )* As.

(4.2)

Similarly, one can handle the birth-death processes on Z.
An interesting point here is that the first lower bound in (4.2) is meaningful
only in the discrete situation.

Orlicz spaces. The results obtained so far can be specialized to Orlicz spaces.
The idea also goes back to [7]. A function ®: R — R is called an N-function if
it is non-negative, continuous, convex, even (i.e., ®(—z) = ®(z)) and satisfies the
following conditions:

O(x) =0iff z=0, lim &(x)/xz =0, lim ®(z)/x = oo.

z—0 r— 00

In what follows, we assume the following growth condition (or As-condition) for
P:

sup ®(2x)/®(z) < o0 <<:> sup 2@’ (x)/®(z) < oo),
z>1 z>1
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where @ is the left derivative of ®. Corresponding to each N-function, we have
a complementary N-function:

P.(y) :==sup{z|y| — ®(x) : 2 >0}, yeR

Alternatively, let ¢, be the inverse function of ®’_, then ®.(y) = Olyl e (cf. [24]).
Given an N-function and a finite measure p on F := (p,q) C R, define an
Orlicz space as follows:

L%m:{fﬁwﬂ®:é¢umM<m}, um¢=2géumm,<4@

where

54—{920:/ <I>c(g)du<1},
E

which is the set of non-negative functions in the unit ball of L®¢(u). Under Ag-
condition, (L% (u), |||, 1) is a Banach space. For this, the As-condition is indeed
necessary. Clearly, L®(u) 3 1 and is ideal. Obviously, (L®(u),] - ||e, 1) satisfies
condition (3.1) and so we have the following result.

Corollary 4.3. For any N-function ® satisfying the growth condition, if (1.0) (resp.,
(2.6)) holds, then Theorem 3.1 ( resp., 4.1) is available for the Orlicz space (L% (u), ||-

H"D?:u’)'

5. Nash inequality and Sobolev-type inequality.
It is known that when v > 2, the Nash inequality (1.5):

If — ()2 < AnD(H)|I £

is equivalent to the Sobolev-type inequality:

1f = 7(DIZ =2y < AsD(f),

where || - || is the L"(u)-norm. Refer to [1], [8] and [26]. This leads to the use of
the Orlicz space L®(u) with ®(x) = |z|"/r, r = v/(v — 2):

1(f =7()? < AD(f). (5.1)

The results in this section were obtained in [19], based on the weighted Hardy’s
inequalities.
Define C(z) = [, b/a, u(m,n) = [ e /a and

€T
o' () =/ e @ BYY =supp'(z) p(z,q) 2",
0 x>0

0
¢ (z) = / e ¢ BY= sup ¥ () p(p, x) =2/,
€T 1‘<

Here BXY (k = 1,2) is specified from Bg given in (3.3) with B = L®((0,q), ) or
B = L((p.6), ), since | - lo = ()| I 1/r + 1/ = 1.
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Theorem 5.1. Let (2.6) hold and v > 2.

(1) Explicit criterion: Nash inequality (equivalently, (5.1)) holds on (p, q) iff BL?v
B2? < 0.
(2) Explicit bounds:

1/241/v2
max{ (BLY A B2), {1 — <Z”’VZQ"> } (BL? vBﬁ")}

Z16 + Zag
<A, <4(B)v BY).

N | =

(5.2)

In particular, if 6 is the median of u, then

[1—(1/2)/271/]*(BY v B) < A4, < 4(BY v BY).

We now consider birth-death processes with state space {0,1,2,--}. Define

i

0o (v=2)/v
1 )
p=S L iz, Byzsup%(zuj) |

Qs .
Hjaj 21 j=i

Jj=1

Theorem 5.2. For birth-death processes, let (4.1) hold and assume that Z < oc.
Then, we have

9 2/v 71\ /212 B
Lzv/2—1 e <A, <
max{<vZ”/2—1> ’ [1 ( Z > } }B”\A”\16Bv- (5:3)

Hence, when v > 2, the Nash inequality holds iff B, < oo.

6. Logarithmic Sobolev inequality.
The starting point of the study is the following observation.

2010 =7l < 205 < S|~ 7)Y

o (6.1)

where

O(z) =|z|log(1 + |=]),
Z(f) :supEnt((f+c)2),

ceR

ut(f) = [ flog s, 720

f
()
Refer to [7] and [17; page 247], which go back to [25]. A modification of the
coefficients is made in [12]. The observation leads to the use of the Orlicz space
B = L®(u) with ®(x) = |x|log(1 + |z|). The results in this section were obtained
in [20], based again on the weighted Hardy’s inequalities. Refer also to [21] for
the related study.
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Define
xT b n c
Cl)= | - wmn)=[ e /a
p a m
T 0
M= [eC P [ e
M (x) :x[Q—i—log <1+ m)],
14++1+4x 2z
By = sup o"(@)M(p(0,2)),  BF = sup ©*(x)M(u(x,0)).
z€(0,q) z€(p,0)

Again, here BE? (k = 1,2) is specified from Bg given in (3.3).
Theorem 6.1. Let (2.6) hold.
(1) Explicit criterion: The logarithmic Sobolev inequality on (p,¢) C R holds iff

sup (7, q)log

/ e ¢ < 0o and
z€(0,q9) :U’(x7Q) 0

(6.3)

1 0
sup u(p,x)log / e ¢ <
z€(p,0) ,u(p, 3}) T

hold for some (equivalently, all) 6 € (p, q).
(2) Explicit bounds: Let @ be the root of BLY = B2%, 6 € [p,q|. Then, we have

1 _ 15 51 .~
gBé»e SAps < EB&,Q. (6.4)
By a translation if necessary, assume that # = 0 is the median of u. Then,
we have
2
2—-1 51
(\[5)(35)\/3?@9) <ALS<€(B$QVB§)9). (6.5)

We now consider birth-death processes with state space {0,1,2,--}. Define

1 .
pi=Y ——, i>1; By =supp;M(u[i,o)),
= 14 i>1

where puli,00) = -, p; and M(z) is defined in (6.2).

Theorem 6.2. For birth-death processes, let (4.1) hold and assume that Z < oc.
Then, we have

2 {\/4Z+1—1 ( Zlﬁ/‘l(Zfl))Q}
—maxq —————, |1 - ———7—" Bg
5 2 ZV-1(Z-1)

51

2
<Aws <= (1+97(27)) Ba,
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where Z; = Z — 1 and ¥~! is the inverse function of ¥: ¥(z) = 22 log(1 + x?). In
particular, Apg < oo iff

1
sup @; pli, o) log ——— < oo.
i>1 pli, 00)
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ABSTRACT. The traditional ergodicity consists a crucial part in the theory of sto-
chastic processes, plays a key role in practical applications. The ergodicity has
much refined recently, due to the study on some inequalities, which are especially
powerful in the infinite dimensional situation. The explicit criteria for various types
of ergodicity for birth-death processes and one-dimensional diffusions are collected
in Tables 8.1 and 8.2, respectively. In particular, an interesting story about how to
obtain one of the criteria for birth-death processes is explained in details. Besides,
a diagram for various types of ergodicity for general reversible Markov processes is
presented.

The paper is organized as follows. First, we recall the study on an exponen-
tial convergence from different point of view in different subjects: probability
theory, spectral theory and harmonic analysis. Then we show by examples the
difficulties of the study and introduce the explicit criterion for the convergence,
the variational formulas and explicit estimates for the convergence rates. Some
comparison with the known results and an application are included. Next, we
present ten (eleven) criteria for the two classes of processes, respectively, with
some remarks. In particular, a diagram of various types of ergodicity for general
reversible Markov processes is presented. For which, partial proofs are included
in Appendix. Finally, we indicate a generalization to Banach spaces, this enables
us to cover a large class of inequalities (equivalently, various types of ergodicity).

Let us begin with the paper by recalling the three traditional types of ergodicity.

1. Three traditional types of ergodicity. Let @) = (g;;) be a regular Q-
matrix on a countable set £ = {i,j,k,---}. That is, ¢;; > 0 for all i # j,

2000 Mathematics Subject Classification. 60J27, 60J80.
Key words and phrases. Birth-death process, diffusion, ergodicity, principle eigenvalue.
Research supported in part by NSFC (No. 10121101), RFDP and 973 Project.
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G = —Qii = i Qig < 00 for all ¢ € E and @ determines uniquely a transition
probability matrix P, = (p;;(t)) (which is also called a Q-process or a Markov
chain). Denote by m = (m;) a stationary distribution of P;: wP; = m for all
t > 0. From now on, assume that the -matrix is irreducible and hence the
stationary distribution 7 is unique. Then, the three types of ergodicity are defined
respectively as follows.

Ordinary ergodicity : tlim Ipij(t) —m;| =0 (1.1)
—00

Ezponential ergodicity : tlim e pi;(t) — ;| =0 (1.2)
—00

Strong ergodicity : tliglo sup [pi;(t) — m;| =0

; Bt (1) — | =
<:>tll>rgoe Sll}p|pz](t) mi| =0, (1.3)

where & and B are (the largest) positive constants and i, j varies over whole F.
The equivalence in (1.3) is well known but one may refer to Proof (b) in the
Appendix of this paper. These definitions are meaningful for general Markov
processes once the pointwise convergence is replaced by the convergence in total
variation norm. The three types of ergodicity were studied in a great deal during
1953-1981. Especially, it was proved that

strong ergodicity = exponential ergodicity = ordinary ergodicity.

Refer to Anderson (1991), Chen (1992, Chapter 4) and Meyn and Tweedie (1993)
for details and related references. The study is quite complete in the sense that
we have the following criteria which are described by the @-matrix plus a test
sequence (y;) only, except the exponential ergodicity for which one requires an
additional parameter .

Theorem 1.1 (Criteria). Let H # () be an arbitrary but fixed finite subset of E.
Then the following conclusions hold.
(1) The process P; is ergodic iff the system of inequalities

{ Zj 9;Y5 < -1, i¢H

(1.4)
Dicn Dojri Gi¥i < 00
has a nonnegative finite solution (y;).
(2) The process P, is exponentially ergodic iff for some A > 0 with A\ < g, for all
1, the system of inequalities

{ Zj 9i;Y5 S -Ayi—1, i¢H

(1.5)
dieH E]’# Qi5Y5 < 0
has a nonnegative finite solution (y;).
(3) The process P; is strongly ergodic iff the system (1.4) of inequalities has a
bounded nonnegative solution (y;).
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The probabilistic meaning of the criteria reads respectively as follows:

%%(EWH < 00, E%%;Eie/\aff < oo and ?ggEiaH < 00,

where o = inf{t > the first jumping time : X; € H} and A is the same as
n (1.5). The criteria are not completely explicit since they depend on the test
sequences (y;) and in general it is often non-trivial to solve a system of infinite
inequalities. Hence, one expects to find out some explicit criteria for some specific
processes. Clearly, for this, the first candidate should be the birth-death process.
Recall that for a birth-death process with state space £ = Z, = {0,1,2,---},
its Q-matrix has the form: ¢; ;41 = b; > O for all ¢ > 0, ¢;;—1 = a; > 0 for all
¢ > 1 and ¢;; = 0 for all other 7 # j. Along this line, it was proved by Tweedie
(1981)(see also Anderson (1991) or Chen (1992)) that

S = Z L Z I < 0o = Exponential ergodicity, (1.6)
n>1 j<n—1

where o =1 and p, =by---bp_1/a1---ay, for all n > 1. Refer to Wang (1980),
Yang (1986) or Hou et al (2000) for the probabilistic meaning of S. The condition
is explicit since it depends only on the rates a; and b;. However, the condition
is not necessary. A simple example is as follows. Let a; = b; = 7 (¢ > 1) and
bp = 1. Then the process is exponential ergodic iff 7 > 2 (see Chen (1996)) but
S < o0 iff v > 2. Surprisingly, the condition is correct for strong ergodicity.

Theorem 1.2 [Zhang, Lin and Hou (2000)]. S < oo <= Strong ergodicity.

Refer to Hou et al (2000). With a different proof, the result is extended by Y. H.
Zhang (2001) to the single-birth processes with state space Z,. Here, the term
“single birth”means that g; ;41 > 0 for all ¢ > 0 but ¢;; > 0 can be arbitrary for
j < i. Introducing this class of Q-processes is due to the following observation: If
the first inequality in (1.4) is replaced by equality, then we get a recursion formula
for (y;) with one parameter only. Hence, there should exist an explicit criterion
for the ergodicity (resp. uniqueness, recurrence and strong ergodicity). For (1.5),
there is also a recursion formula but now two parameters are involved and so
it is unclear whether there exists an explicit criterion or not for the exponential
ergodicity.

Note that the criteria are not enough to estimate the convergence rate & or f3
(cf. Chen (2000a)). It is the main reason why we have to come back to study the
well-developed theory of Markov chains. For birth-death processes, the estimation
of & was studied by Doorn in a book (1981) and in a series of papers (1985, 1987,
1991). He proved, for instance, the following lower bound

> igg {ait1 +b; — Vaibi — /air1bit1},

which is exact when a; and b; are constant. The following formula for the lower
bounds was implicated in his papers and rediscovered in a different point of view
(in the study on spetral gap) by Chen (1996):

& = sup 1nf{az+1 +b; —a;/vi—1 — biy1v;}.
v>0 120
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Besides, the precise & was determined by Doorn for four practical models. The
main tool used in Doorn’s study is the Karlin-Mcgregor’s representation theorem,
a specific spectral representation, involving heavy techniques. There is no explicit
criterion for & > 0 ever appeared so far.

2. The first (non-trivial) eigenvalue (spectral gap). The birth-death pro-
cesses have a nice property—symmetrizability: p;p;;(t) = p;p;i(t) for all ¢, j and
t > 0. Then, the matrix @) can be regarded as a self-adjoint operator on the real
L2-space L?(p) with norm || - ||. In other words, one can use the well-developed
L?-theory. For instance, one can study the L?-exponential convergence given be-
low. Assuming that Z = ), u; < oo and then setting m; = p;/Z. Then, the
convergence means that

1Pf = (NI < If = 7(F)IF < e (2.1)

for all ¢ > 0, where 7(f) = [ fdm and A is the first non-trivial eigenvalue (more
precisely, the spectral gap) of (—Q) (cf. Chen (1992, Chapter 9)).

The estimation of A\; for birth-death processes was studied by Sullivan (1984),
Liggett (1989) and Landim, Sethuraman and Varadhan (1996) (see also Kipnis
& Lamdin (1999)). It was used as a comparison tool to handle the convergence
rate for some interacting particle systems, which are infinite-dimensional Markov
processes. Here we recall three results as follows.

Theorem 2.1 [Sullivan (1984)]. Let ¢; and ¢z be two constants satisfying

> i>i Mg i
o = sup =2 ) > qup L
i>1 i i1 HiQ;

Then )\1 > ]./40%02.
Theorem 2.2 [Liggett (1989)]. Let ¢; and ¢z be two constants satisfying

Z'>'N‘ Z'>'M'a'
i1 Hi@g i>1 HiQs
Then )\1 > 1/40102.

Theorem 2.3 [Liggett (1989)]. For bounded a; and b;, Ay > 0 iff (u;) has an
exponential tail.

The reason we are mainly interested in the lower bounds is that on the one
hand, they are more useful in practice and on the other hand, the upper bounds
are usually easier to obtain from the following classical variational formula.

M =inf {D(f) : u(f) = 0,u(f?) =1},

where

D) = 5 S mias(f — £9% 9(D) = {f € () : D(f) < oc)

and p(f) = [ fdu.

Let us now leave Markov chains for a while and turn to diffusions.



660 MU-FA CHEN

3. One-dimensional diffusions. As a parallel of birth-death process, we now
consider an elliptic operator L = a(z)d?/dz? + b(z)d/dx on the half line [0, co)
with a(x) > 0 everywhere. Again, we are interested in estimation of the principle
eigenvalues, which consist of the typical, well-known Sturm-Liouville eigenvalue
problem in the spectral theory. Refer to Egorov & Kondratiev (1996) for the
present status of the study and references. Here, we mention two results, which
are the most general ones we have ever known before.

Theorem 3.1. Let b(x) = 0 (which corresponds to the birth-death process with

a; = b; for all i > 1) and set
o
0 = sup a:/ a t.
x>0 T

Here we omit the integration variable when it is integrated with respect to the
Lebesgue measure. Then, we have
(1) Kac & Krein (1958): 671 > Ao > (40)7!, here \g is the first eigenvalue
corresponding to the Dirichlet boundary f(0) = 0.
(2) Kotani & Watanabe (1982): §=1 > \; > (46) L.

It is simple matter to rewrite the classical variational formula as (3.1) below.
Similarly, we have (3.2) for A.

Poincaré inequalities.

A If =7(HOIP < ATD(S) (3.1)
Mot IfIP<ATID(S),  f(0) =0. (3.2)

It is interesting that inequality (3.2) is a special but typical case of the weighted
Hardy inequality discussed in the next section.

4. Weighted Hardy inequality. The classical Hardy inequality goes back to
Hardy (1920):

oo P P 00
/0 (D <<p€1>/0 /7 f0)=0,f" >0,

where the optimal constant was determined by Landau (1926). After a long period
of efforts by analysts, the inequality was finally extended to the following form,
called weighted Hardy inequality (Muckenhoupt (1972))

/OO F2dv < A/OO 2N, feCt, f(0)=0, (4.1)
0 0

where v and A be nonnegative Borel measures.

The Hardy-type inequalities play a very important role in the study of harmonic
analysis and have been treated in many publications. Refer to the books: Opic &
Kufner (1990), Dynkin (1990), Mazya (1985) and the survey article Davies (1999)
for more details. We will come back this inequality soon.

We have finished the overview of the study on the exponential convergence
(equivalently, the Poincaré inequality) in the different subjects. In order to have
a more concrete feeling about the the difficulties of the topic, we now introduce
some simple examples.
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5. Difficulties. First, consider the birth-death processes with finite state space
E.
When E = {0, 1}, the @-matrix becomes

—b b
e=(r )

Then, it is trivial that Ay = a1 + by. The result is nice since either a; or by
increases, so does A;. If we go one more step, £ = {0,1,2}, then we have four
parameters by, by and a1, a2 and

)\1:2_1[a1+a2+b0—|—bl—\/(al—a2+bo—bl)2+4albl}.

Now, the role for A\; played by the parameters becomes ambiguous. When F =
{0,1,2,3}, we have six parameters: by, b1, ba, a1, az,as. Then

D C +21/3 (3B - D?)

3 3.21/3 3C ’

where the quantities D, B and C are not too complicated:

A =

D:a1+a2+a3+bo+bl+b2,
B =a3by+ as (a3~|—b0)—I—a3b1+b0b1+b0b2+b1b2—|—a1 (a2+a3+b2),

1/3
C= <A+ \/4(3B—D2)3+A2) .

However, in the last expression, another quantity is involved:

A= —-2a} —2a3 —2a3 +3a3by+3asb? —2b3 +3a3by —12a3by by +3b3 by
+3a3bf +3b0b% - Qb:i - 60,31)2 +6a3b0b2 +3bgb2 +6a3b1 bg - 12b0b1 bg
+3b2by —6azb2 4+ 3bg b2 +3by b2 —2b3 4+ 302 (ag + az — 2by — 2by + by)
+ 3&% [ag + bU -2 (bl + bz)]
+3as [a3 + b5 — 267 — by by — 263 — ag(4by — 2by + ba) + 2bo (b1 + bo)]
+3a1 [CL% —|—a§ — 2b3 —bp b1 — Qb% —a2(4a3 —2bg + b1 — 2b2)
+2bg by + 2by by + b3 + 2az(by + by +b2)]-

Thus, the roles of the parameters are completely mazed! Of course, it is impossible

to compute Ay explicitly when the size of the matrix is greater than five!

Next, we go to the estimation of A;. Consider the infinite state space £ =

{0,1,2,---}. Denote by g and D(g), respectively, the eigenfunction of A; and the

degree of g when g is polynomial. Three examples of the perturbation of A; and
D(g) are listed in Table 1.1.

i+c(c>0) 2i 1 1
1+ 1 21+ 3 2 2
i+1 2i+ (4+ V2) 3 3
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Table 1.1 Three examples of the perturbation of \; and D(g)

The first line is the well known linear model, for which A1y = 1, independent of
the constant ¢ > 0, and g is linear. Next, keeping the same birth rate, b; = i + 1,
changes the death rate a; from 2i to 2i 4+ 3 (resp. 2i+4+ \@), which leads to the
change of A\; from one to two (resp. three). More surprisingly, the eigenfunction
g is changed from linear to quadratic (resp. triple). For the other values of a;
between 2i, 2i + 3 and 2i + 4 + v/2, \; is unknown since ¢ is non-polynomial. As
seen from these examples, the first eigenvalue is very sensitive. Hence, in general,
it is very hard to estimate A;.

Hopefully, I have presented enough examples to show the difficulties of the
topic.

6. Results about A\, & and ). It is position to state our results. To do so,
define

W ={w:w; tha(w) 20}, Z= m, S=sup »_ %Zuj,

>0 o MY 5

where 11 means strictly increasing. By suitable modification, we can define #”’
and explicit sequences 0,, and ¢/,. Refer to Chen (2001a) for details.

The next result provides a complete answer to the question proposed in Section
1.

Theorem 6.1. For birth-death processes, the following assertions hold.

(1) Dual variational formulas:

)\1 = sup 1nf Mibi(wi+1 — w,)/ Z MWy [Chen(1996)] (61)
wew 120 i>itl
= inf sup pbi(wiy1 — wz)/ Z Hiw; [Chen(2001a)]
w320 i+l (6.2)

(2) Appozimating procedure and explicit bounds:
Z5 ' =68 " =M =26 > (46) forallm  [Chen(20000,2001a)).

(3) Explicit criterion: Ay > 0iff § < oo [Miclo (1999), Chen (2000b)].
(4) Relation: & = A1 [Chen(1991)].

In (6.1), only two notations are used: the sets # and #' of test functions
(sequences). Clearly, for each test function, (6.1) gives us a lower bound of A;.
This explains the meaning of “variational”. Because of (6.1), it is now easy to
obtain some lower estimates of A\;, and in particular, one obtains all the lower
bounds mentioned above. Next, by exchanging the orders of “sup” and “inf”, we
get (6.2) from (6.1), ignoring a slight modification of #. In other words, (6.1) and
(6.2) are dual of one to the other. For the explicit estimates “671 > A\g > (40)~1”
and in particular for the criterion, one needs to find out a representative test
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function w among all w € #. This is certainly not obvious, because the test
function w used in the formula is indeed a mimic of the eigenfunction (eigenvector)
of A1, and in general, the eigenvalues and the corresponding eigenfunctions can
be very sensitive, as we have seen from the above examples. Fortunately, there
exists such a representative function with a simple form. We will illustrate the
function in the context of diffusions in the second to the last paragraph of this
section.
In parallel, for diffusions on [0, co|, define

cw=[via, s=mp [fee [

F ={f €C[0,00)NC(0,00) : f( O)_Oandf|(000)>0}

Theorem 6.2 [Chen (1999a, 2000b, 2001a)]. For diffusion on [0,00), the
following assertions hold.

(1) Dual variational formulas:

Ao = sup inf €@ f/(z // fe€/a (6.3)

fez x>0

Ao < inf sup ec(ﬁ)f // fe/a (6.4)

FEF' >0

Furthermore, the signs of the equality in (6.3) and (6.4) hold if both a and b
are continuous on [0, c0).

(2) Appozximating procedure and explicit bounds: A decreasing sequence {d,,}
and an increasing sequence {9, } are constructed explicitly such that

§T1>6 " > A2 0 > (40)" forallm.

(3) Explicit criterion: Ao (resp. A1) > 0 iff § < oo.

We mention that the above two results are also based on Chen and Wang
(1997a).

To see the power of the dual variational formulas, let us return to the weighted
Hardy’s inequality.

Theorem 6.3 [Muckenhoupt (1972)]. The optimal constant A in the inequality
[ par<al pfan rectro-o (6.5)
0 0
satisfies B < A < 4B, where

B = sup V[a:,oo]/ (daps/dLeb) ™t
x>0 T

and d\,ps/dLeb is the derivative of the absolutely continuous part of A with respect
to the Lebesgue measure.
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By setting v = 7 and A = e%dx, it follows that the criterion in Theorem 6.2
is a consequence of the Muckenhoupt’s Theorem. Along this line, the criteria in
Theorems 6.1 and 6.2 for a typical class of the processes were also obtained by
Bobkov and Gétze (1999a, b), in which, the contribution of an earlier paper by
Luo (1992) was noted.

We now point out that the explicit estimates “671 > A\g > (46)™!” in Theorems
6.2 or 6.3 follow from our variational formulas immediately. Here we consider the
lower bound “(46)~!” only, the proof for the upper bound “§~!” is also easy, in
terms of (6.4).

Recall that § = sup,-q [y €7 [ e¢“/a. Set o(x) = [; e C. By using the
integration by parts formula, it follows that

Hence

e—C(m) o'} \/&60 e—C(x) (p(x) 25
I x) = ; < = 40.
V)= s | v

(1/2)e=C@ ()

(

This gives us the required bound by (6.3).

Theorem 6.2 can be immediately applied to the whole line or higher-dimen-
sional situation. For instance, for Laplacian on compact Riemannian manifolds,
it was proved by Chen & Wang (1997b) that

A > sup  inf  I(f)(r)7t =&,
12 sup tof (f)(r) 1
where I(f) is the same as before but for some specific function C(z). Thanks

are given to the coupling technique which reduces the higher dimensional case to
dimension one. We now have

Tt za T g =0 > (40) 7

similar to Theorem 6.2. Refer to Chen (2000b, 2001a) for details. As we men-
tioned before, the use of the test functions is necessary for producing sharp es-
timates. Actually, the variational formula enables us to improve a number of
best known estimates obtained previously by geometers, but none of them can
be deduced from the estimates “0=! > & > (46)~!". Besides, the approximating
procedure enables us to determine the optimal linear approximation of &; in K:

where D is the diameter of the manifold and K is the lower bound of Ricci
curvature (cf., Chen, Scacciatelli and Yao (2001)). We have thus shown the value
of our dual variational formulas.
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7. Three basic inequalities. Up to now, we have mainly studied the Poincaré
inequality, i.e., (7.1) below. Naturally, one may study other inequalities, for
instance, the logarithmic Sobolev inequality or the Nash inequality listed below.

Poincaré inequality : || f —w(f)|* < AT D(f) (7.1)
Logarithmic Sobolev inequality : /f2 log(If1/IfINdr < o=t D(f) (7.2)

Nash inequality || f — =(f)|>T4" < n_lD(f)HfHle/V (for some v > 0). (7.3)

Here, to save notation, o (resp. n) denotes the largest constant so that (7.2) (resp.
(7.3)) holds.

The importance of these inequalities is due to the fact that each inequality
describes a type of ergodicity. First, (7.1) <= (2.1). Next, the logarithmic
Sobolev inequality implies (is indeed equivalent to, in the context of diffusions)
the decay of the semigroup P; to m exponentially in relative entropy with rate o
and the Nash inequality is equivalent to

1P.f = m(H) < Clflla /e

8. Criteria. Recently, the criteria for the last two inequalities as well as for
the discrete spectrum (which means that there is no continuous spectrum and
moreover, all eigenvalues have finite multiplicity) are obtained by Mao (2000,
2002a, b), based on the weighted Hardy’s inequality. On the other hand, the
main parts of Theorems 6.1 and 6.2 are extended to a general class of Banach
spaces in Chen (2002a, d, e), which unify a large class inequalities and provide
a unified criterion in particular. We can now summarize the results in Table
8.1. The table is arranged in such order that the property in the latter line is
stranger than the former one, the only exception is that even though the strong
ergodicity is often stronger than the logarithmic Sobolev inequality but they are
not comparable in general (Chen (2002b)).

BIRTH-DEATH PROCESSES

Transition intensity:

t—1+1 atrate b =gqjit1 >0
—1—1 atrate a; =¢; ;-1 >0.

Define

po =1, un:ﬁ,n>1; pli, k] = Zﬂj-
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Property Criterion
1
Uniqueness Z D, 1[0,n] = oo (%)
n=0
1
R =
ecurrence Z b, 00
n2>0
Ergodicity (%) & pf0, 00) < o0
Exponential ergodicity (%) & sup ufn, o) Z 1 <
L?-exponential convergence n;;” ’ = 1;b;
ISn—
1
Discret t ¥) & i , =0
iscrete spectrum (%) Jim wln, oo) Z b,
0gjsn—1
1
Logarithmic Sobolev inequality] (x) & sup u[n, oo)log[u[n, o) ] Z <0
n}l jgn—lﬂ‘j .7
Strong ergodicity B I
L'-exponential convergence (+) &Z ,unbn'u [n+1, 09 _Z'un,z b <00
n>0 n>l j<n1"77J
1
Nash inequality (%) & sup p[n, oo )¥=2/v Z <00
n>1 j<n1 K505
Table 8.1  Ten criteria for birth-death processes
Here, “(x) & ---” means that one requires the uniqueness condition in the first

line plus the condition « --7.1

DIFFUSION PROCESSES ON [0,00) WITH REFLECTING BOUNDARY

Operator:
d? d
L= a(x)@ + b(:p)&
Define

cw)= [ bja, el = [ a

The reason we have one more criterion here is due to the equivalence of the loga-
rithmic Sobolev inequality and the exponential convergence in entropy. However,
this is no longer true in the discrete case. In general, the logarithmic Sobolev
inequality is stronger than the exponential convergence in entropy. A criterion
for the exponential convergence in entropy for birth-death processes remains open
(cf., Zhang and Mao (2000) and Mao and Zhang (2000)). The two equivalences
in the tables come from the next diagram.

'n the original paper, for the Nash inequality there is an extra condition which is removed
by the following paper:
Wang, J. (2009), Criteria for functional inequalities for ergodic birth-death processes, preprint
[Acta Math. Sin. 2012, 28:2, 357—-370]
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Property Criterion
Uniqueness / p[0,2]e @ =0 (%)
0 >
Recurrence / e @ = o
0
Ergodicity (%) & pf0,00) < o0
T

Exponential ergodicity
L?-exponential convergence

(%) & sup plz, o0)

/ e ¢ < oo
x>0 0

Discrete spectrum

T—r 00

(x) & lim pfz,c0) /096 e 9 =0

Logarithmic Sobolev inequality
Exp. convergence in entropy

(*) & sup pfz,

oo)log [z, oo)_l]/ e ¢ <o
>0 0

Strong ergodicity
L'-exponential convergence

(*)&:/ plz, 00)e ¢ < 07
0

Nash inequality

T
%) & sup plz, co)? AV [ e7C <o
() & sup lz, o)

0

z>0

Table 8.2 Eleven criteria for one-dimensional diffusions

9. New picture of ergodic theory.

Theorem 9.1. Let (E,&) be a measurable space with countably generated &.
Then, for a Markov processes with state space (E, &), reversible and having transition
probability densities with respect to a probability measure 7w, we have the diagram

shown in Figure 9.1.

Nash inequality

4

Logarithmic Sobolev inequality

4

Exponential convergence in entropy

4

Poincaré inequality

N

L'-exponential convergence

m-a.s. Strong ergodicity

4

<= m-a.s. Exponential ergodicity

4

L?-algebraic ergodicity

4

Ordinary ergodicity

Figure 9.1

Diagram of nine types of ergodicity

Here are some remarks about Figure 9.1.

(1) The importance of the diagram is obvious. For instance, by using the

estimates obtained from the study on Poincaré inequality, based on the
advantage on the analytic approach —- the L?-theory and the equiva-
lence in the diagram, one can estimate exponentially ergodic convergence
rates, for which, the known knowledge is still very limited. Actually,
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these two convergence rates are often coincided (cf. the proofs given in
Appendix). In particular, one obtains a criterion for the exponential er-
godicity in dimension one, which has been opened for a long period. Con-
versely, one obtains immediately some criteria, which are indeed new, for
Poincaré inequality to be held from the well-known criteria for the ex-
ponential ergodicity. Here, the L!-exponential convergence means that
|\Pof —7(f)lli < C|f —m(f)|1e~c" for some constants € > 0 and C (> 1)
and for all t+ > 0. Due to the structure of the L'-space, which is only a
Banach but not Hilbert space, there is still very limited known knowledge
about the L'-exponential convergence rate. Based on the probabilistic
advantage and the identity in the diagram, from the study on the strong
ergodicity, one learns a lot about the L'-exponential convergence rate.

(2) The L*-algebraic ergodicity means that Var(P,f) < CV(f)t'=9(t > 0)
holds for some V' having the properties: V' is homogeneous of degree two
(in the sense that V(cf + d) = ¢V (f) for any constants ¢ and d) and
V(f) < oo for all functions f with finite support (cf. Liggett (1991)).
Refer to Chen and Wang (2000), Réckner and Wang (2001) for the study
on the L2-algebraic convergence.

(3) The diagram is complete in the following sense: each single-directed im-
plication can not be replaced by double-directed one. Moreover, the L!-
exponential convergence (resp., the strong ergodicity) and the logarithmic
Sobolev inequality (resp., the exponential convergence in entropy) are not
comparable.

(4) The reversibility is used in both of the identity and the equivalence. With-
out the reversibility, the L?-exponential convergence still implies 7-a.s.
exponentially ergodic convergence.

(5) An important fact is that the condition “having densities” is used only
in the identity of L!-exponential convergence and m-a.s. strong ergodic-
ity, without this condition, L'-exponential convergence still implies 7-a.s.
strong ergodicity, and so the diagram needs only a little change (However,
the reversibility is still required here). Thus, it is a natural open problem
to remove this “density’s condition”.

(6) Except the identity and the equivalence, all the implications in the dia-
gram are suitable for general Markov processes, not necessarily reversible,
even though the inequalities are mainly valuable in the reversible situation.
Clearly, the diagram extends the ergodic theory of Markov processes.

The diagram was presented in Chen (1999c, 2002b), originally stated mainly
for Markov chains. Recently, the identity of L'-exponential convergence and the
m-a.s. strong ergodicity is proven by Mao (2002¢). A counter-example of diffusion
was constructed by Wang (2001) to show that the strong ergodicity does not imply
the exponential convergence in entropy. Partial proofs of the diagram are given
in Appendix.

10. Go to Banach spaces. To conclude this paper, we indicate an idea to show
the reason why we should go to the Banach spaces.

Theorem 10.1 [Varopoulos, N. (1985); Carlen, E. A., Kusuoka, S., Stro-
ock, D. W. (1987); Bakry, D., Coulhon, T., Ledoux, M. and Saloff-
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Coste, L. (1995)]. When v > 2, the Nash inequality

If — =(£)I2HY < D) fIIVY

is equivalent to the Sobolev-type inequality

1f = (DI -2) < C2D(f),

where || - ||, is the LP(p)-norm.

In view of Theorem 10.1, it is natural to study the inequality

|(f = 7(f))?||z < AD(f)

for a general Banach space (B, || - ||, ). It is interesting that even for the general
setup, we still have quite satisfactory results. Refer to Bobkov and Gotze (1999a,
b) and Chen (2002a, d, e) for details.

Appendix: Partial proofs of Theorem 9.1. The detailed proofs and some
necessary counterexamples were presented in Chen (1999¢, 2002b) for reversible
Markov processes, except the identity of the L'-exponential convergence and 7-a.s.
strong ergodicity. Note that for discrete state spaces, one can rule out “a.s.” used
in the diagram. Here, we prove the new identity and introduce some more careful
estimates for the general state spaces. The author would like to acknowledge Y.
H. Mao for his nice ideas which are included in this appendix. The steps of the
proofs are listed as follows.

(a) Nash inequality = L!-exponential convergence and 7-a.s. Strong ergod-
icity.

(b) L'-exponential convergence <= 7-a.s. Strong ergodicity.

(c) Nash inequality = Logarithmic Sobolev inequality.

(d) L2-exponential convergence = 7-a.s. Exponential ergodicity.

(e) Exponential ergodicity = L?-exponential convergence.

(a) Nash inequality = L!-exponential convergence and 7-a.s. Strong ergodicity
[Chen (1999b)]. Denote by || - ||,—4 the operator’s norm from LP(w) to L4(m).
Note that

Nash inequality <= Var(P;(f)) = [|Pif — w(f)II5 < C?||fII7/t7" (q:=v/2+1)
= (P, =7)flla < C| fll1/t97 172,
= |P, — 7|12 < C/tla7D/2,

Since ||P; — 7|11 < || Pt — 7|[12, we have
Nash inequality = L'-algebraic convergence.

Furthermore, because of the semigroup property, the convergence of || - |11 must
be exponential, we indeed have

Nash inequality = L'-exponential convergence.
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[Added in Proof. Actually, we have seen that there is a t; > 0 and v € (0,1)
such that ||P, — 7||1—1 < 7. Given t > 0, express t = mty + h with m € N, and
h € [0,t9). Then for every f with «(f) = 0, we have w(P,f) = 0 for all ¢, and
furthermore

-1
1P fllr = | Prtonflln < [|Pafliy™ < £l D/t = 47 Lelto los )t

for all ¢. This gives the required assertion since log~y < 0.]
In the symmetric case: P, — 1 = (P; — m)*, and so

1P = 7ll1500 < 1P = 7lhims2ll P = 7ll2so0 = 1Pt — [0
Hence, ||P; — 71||1—00 < C/t971. Thus,

esssupg || Py (z, -) — 7||var = esssup, sup |[(Pi(z, ) — ) f]

[f1<1
<esssup, sup |[(Pi(z,:) —7)f| = sup esssup.|(Pi(x,-) —m)f]
I fll<1 Ifll<1
=||P, — 7|l1see < C/tT1 — 0, as t — 00.

This gives us the m-a.s. strong ergodicity.

(b) L'-exponential convergence <= m-a.s. Strong ergodicity [Mao (2002c)].
Since (LY)* = L>® = ||P, — 7llis1 = [|1Pf — ]loseo and Pf(z,:) < 7, we
have

[P} = lloomsoo = esssup, sup [(P—m)f(x)| = esssup, sup |(P/—m)f(z)]
[ fllec=1 sup | f|=1
= esssup, || P/ (z,-) — 7||var-
Hence, 7-a.s. strong ergodicity is exactly the same as the L'-exponential conver-
gence. Without condition “P/(z,-) < 7", the second equality becomes “>”, and
so we have in the general reversible case that

L'-exponential convergence = m-a.s. Strong ergodicity.

(c) Nash inequality = Logarithmic Sobolev inequality [Chen (1999b)]. Because
| fllx < || fllp for all p > 1, we have

|- llama < || - [hoe < C/t0=1/2,
and so

Nash inequality = Poincaré inequality <= A\; > 0.
| Ptlp—2 < || Pillios2 < [P — 7lf1m2 + |7 1552 < o0, p € (1,2).

The assertion now follows from [Bakry (1992); Theorem 3.6 and Proposition 3.9].
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The remainder of the Appendix is devoted to the proof of the assertion:
L?-exponential convergence <= m-a.s. Exponential ergodicity. (A1)

Actually, this is done by Chen (2000a). Because, by assumption, the process is
reversible and P,(z, ) < m. Set p(z,y) = %(y). Then we have pi(z,y) =

pe(y,z), m X m-a.s. (r,y). Hence

/ pa(z, y)Pm(dy) = / P, 9)0s (4, 2)7(dy) = paa(, ) < 00
(Carlen et al (1987)). (A2)

This means that p;(z,-) € L?(r) for all t > 0 and 7-a.s. z € E. Thus, by [Chen
(2000a); Theorem 1.2] and the remarks right after the theorem, (A1) holds.
The proof above is mainly based on the time-discrete analog result by Roberts
and Rosenthal (1997). Here, we present a more direct proof of (A2) as follows.
(d) L2-exponential convergence = 7-a.s. Exponential ergodicity [Chen (1991,
1998, 2000a)]. Let i < . Then

1By = 7l var = Sup |(nPy = m) f]|
<1

NS

o (20 )

IfI<1

- of dp)

= o o172 () 1))
-~ ofdp

= o el (72 (1))

dp
<P = -
' (dﬂ ) 1
< du 1|| e—tear(L”)
dm B
||| etee, (A3)
dm 5

We now consider two cases separately.
In the reversible case with P,(z,-) < m, by (A2), we have

e P RS

< |Ips(@, ) — 1|pe~ %) gan(D)

1P, ) = v < )
1

Therefore, there exists C(x) < oo such that

|1P(x, ) — | var < C(x)e"8PE), t>0, mas. (x). (A5)
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Denote by €1 be the largest ¢ such that ||Pi(z,-) — 7||lvar < C(x)e ¢ for all ¢.
Then €1 > gap(L) = Aq.

In the ¢-irreducible case, without using the reversibility and transition den-
sity, from (A3), one can still derive m-a.s. exponential ergodicity (but may have
different rates). Refer to Roberts and Tweedie (2001) for a proof in the time-
discrete situation (the title of the quoted paper is confused, where the term “L!-
convergence” is used for the 7-a.s. exponentially ergodic convergence, rather than
the standard meaning of L'-exponential convergence used in this paper. These
two types of convergence are essentially different as shown in Theorem 9.1). In
other words, the reversibility and the existence of the transition density are not
essential in this implication.

(e) m-a.s. Exponential ergodicity = L?-exponential convergence [Chen (2000a),
Mao (2002c)]. In the time-discrete case, a similar assertion was proved by Roberts
and Rosenthal(1997) and so can be extended to the time-continuous case by using
the standard technique [cf., Chen (1992), §4.4]. The proof given below provides
more precise estimates. Let the o-algebra & be countably generated. By Nu-
memelin and P. Tuominen (1982) or [Numemelin (1984); Theorem 6.14 (iii)], we
have in the time-discrete case that

m-a.s. geometrically ergodic convergence

< ||||P" (e, ") — 7||var||1 geometric convergence,

[Pk

here and in what follows, the L!-norm is taken with respect to the variable “e
This implies in the time-continuous case that

m-a.s. exponentially ergodic convergence

< ||| Pi(e,-) — 7||var||1 exponential convergence.

Assume that ||| P;(e, ) — 7||var|l1 < Ce™ 2" with largest €.
We now prove that ||| P;(e, ) — 7||varll1 = || Pt — 7|lco—1- Let || flloc = 1. Then

(P =mfll = [ tda)] [ [Puto.dy) = nlaw)] £0)]
< [rtae) s | [ [P - nan)]s)

llgllee <1
= ||| P (e, ) — 7||var|l1 (Need P,(z,-) < 7 or reversibility!).

Next, we prove that ||Pay — 7||cos1 = ||P: — 7||%_,5 in the reversible case. We
have

I(Pe = m)fl13 = (P = m) f, (P — ). f)
=(f, (P — 7T) f)

= (f,(Poy —7)f)

£ ool (Por = m) £11

|

<
SN2l Pt = 7] oo—s1-
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Hence || Py — 7|loo—s1 = || P — 7||% _,5- The inverse inequality is obvious by using
the semigroup property and symmetry:

1P2e = 71 < 1P = 7llsom2| P = 7llamn = 1P = 7[5 o

We remark that in general case, without reversibility, we have || P; — 7||co—1 =
Py — 7% _2/2. Actually,

1P, — m)fI2 < / (P, — ) f[2dr
<2 flloe / (P, — ) fldr

<2FIBNPe = 7lloosr,  f € LF(m).

Finally, assume that the process is reversible. We prove that \; = gap(L) > es.
We have just proved that for every f with w(f) = 0 and || f|l2 = 1, ||P:f]3 <
C|If]I%,e~252t. Following [Wang (2000; Lemma 2.2), or Réckner and Wang (2001)],
by the spectral representation theorem, we have

1P = /0 e MA(E S, f)

t/s

> [/ e 2SA(ENS, f) (by Jensen inequality)
0

=PI >
Thus, ||Psf]|3 < [C’Hngo]s/te_%?S. Letting ¢ — 0o, we get

IPsfll5 < em2%, a(f) =0, [|fll2 =1, f € L¥().
Since L*°(7r) is dense in L?(r), we have
1P S5 <e72°, 520, 7(f)=0, [If]l=1.

Therefore, \; > 5. 0O

Remark A1. Note that when pos(-,-) € L'/?(x) (in particular, when po,(z, ) is
bounded in z) for some s > 0, from (A4), it follows that there exists a constant
C such that ||| P;(e,-) — 7||vac|l1 < Ce~?1t. Then, we have €5 > A\;. Combining
this with (e), we indeed have \; = e3.

Remark A2. Tt is proved by Hwang et al (2002) that under mild condition, in
the reversible case, \; = 1. Refer also to Wang (2002) for related estimates.

Final remark. The main body of this paper is an updated version of Chen
(2001c), which was written at the beginning stage of the study on seeking explicit
criteria. The resulting picture is now quite complete and so the most parts of the
original paper has to be changed, except the first section. This paper also refines
a part of Chen (2002c).
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ABSTRACT. The Poincaré-type inequality is a unification of various inequalities
including the F-Sobolev inequalities, Sobolev-type inequalities, logarithmic Sobolev
inequalities, and so on. The aim of this paper is to deduce some unified upper and
lower bounds of the optimal constants in Poincaré-type inequalities for a large
class of normed linear (Banach, Orlicz) spaces in terms of capacity. The lower
and upper bounds differ only by a multiplicative constant, and so the capacitary
criteria for the inequalities are also established. Both the transient and the ergodic
cases are treated. Besides, the explicit lower and upper estimates in dimension one
are computed.

1. Introduction. In this section, we recall some necessary notation and state
the main results of this paper.

Let E be a locally compact separable metric space with Borel o-algebra &,
p an everywhere dense Radon measure on F, and (D, (D)) a regular Dirichlet
form on L?(p) = L?(E; u). The starting point of our study is the following result,
due to V. G. Maz’ya (1973) [cf. Maz’ya [17] for references| in the typical case and
Z. Vondracek [22] in general. Its proof is simplified recently by M. Fukushima
and T. Uemura [10].

Theorem 1.0. For a regular transient Dirichlet form (D, (D)), the optimal con-
stant A in the Poincaré inequality

151 = [ FPau<AD(®).  fe2D)nCy(E) (1)
E
satisfies B < A < 4B, where || - || is the norm in L?(p) and
Be sp M (1.2)

compact K CaP(K) ’
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Recall that
Cap(K) =inf {D(f) : f € 2(D) N Co(E), f|x > 1},

where C(E) is the set of continuous functions with compact support. Certainly,
n (1.1), one may replace “Z(D)NCy(E)” by “Z(D)” or by the extended Dirichlet
space “Z.(D)”, which is the set of &-measurable functions f: |f| < oo, p-a.e.,
there exists a sequence {f,} C Z(D) such that D(f, — fm) — 0 as n,m — oo
and lim,_,, f, = f, p-a.e. Refer to the standard books Fukushima, Oshima and
Takeda [9], Ma and Rockner [14] for some preliminary facts about the Dirichlet
forms theory.

Actually, inequality (1.1) in one-dimensional case was initiated by G. H. Hardy
in 1920 and completed by B. Muckenhoupt in 1970 (see also Opic and Kufner
[19]), in the context of diffusions (elliptic operators) with explicitly isoperimetric
constant B.

The first goal of this paper is to extend (1.2) to the Poincaré-type inequality

1£°]ls < 48D(F).  f€2(D)NCo(E), (13)
for a class of normed linear spaces (B, || - ||, 1) of real functions on E. To do so,
we need the following assumptions on (B, || - ||s, 1)-

(H1) Ik € B for all compact K.
(Hp) If h € B and |f| < h, then f € B.

(Hs) [Iflle = supyeq [5 | flgdp,

where ¢, to be specified case by case, is a class of nonnegative &-measurable
functions. By using Fatou’s lemma and the completeness of Z,(D), one can also
replace “2(D) N Cy(E)” by “Z.(D)” in (1.3).

We can now state our first result as follows.

Theorem 1.1. Assume (H;)-(Hs). For a regular transient Dirichlet form (D,
2(D)), the optimal constant Ap in (1.3) satisfies

B < Ap < 4B, (1.4)
where

I
Bg .= sup |7 [[e

Con( K 1.5
compact K Cap( ) ( )

When B = LP(u) (p > 1), Theorem 1.1 was proven by Fukushima and Uemura
[10].

Next, we go to the ergodic case. Assume that u(FE) < oo and set m = pu/u(F).
Throughout this paper, we use the simplified notation: f = f — 7(f), where

) = f fdw. We adopt a splitting technique. Let E; C E be open with
w(E1) € (0,1) and write E; = EY \ 0F;. Restricting the functions f in (1.1) to
each F; (i.e., fles =0, ,u—a.e.), by Theorem 1.0, we obtain the corresponding
constant B; as follows.

K
Bi=  sup M, i=1,2. (1.6)
compact K CFE; Cap( )
This notation is meaningful because the restriction to an open set of a regular
Dirichlet form is again regular (cf. Fukushima et al [9], Theorem 4.4.3). Moreover,

since (D, 2(D)) is irreducible, its restrictions to E; and Es must be transient.
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Theorem 1.2. Let p(E) < oo. Then for a regular, irreducible, and conservative
Dirichlet form, the optimal constant A in the Poincaré inequality

/2] <AD(f),  fe2(D)NCoy(E), (L.7)

satisfies

|

sup By,
open E: w(E1)€(0,1/2]

> sup  max {Bi7(EY), Bom(E3)} >

open F; and Es

N |

A<4 sup B;. (1.8)
open Ey: w(E1)€(0,1/2]
In particular, A < oo iff sup B < o0.

open Ey: w(E1)€(0,1/2]

The restriction of B to E; gives us (B, || - H]Bi,/.,[/i):

1/

B = Sup/ |flgdp’ = Sup/ |flgdp,  i=1,2.
E;

geY"

Correspondingly, we have a restricted Dirichlet form (D 9) on L?(E;, '), where
2; = {f € 2(D) : the quasi-version of f equals 0 on Ef, q.e.}. The correspond-
ing constants given by Theorem 1.1 are denoted by Ag: and Bg: (i = 1,2),
respectively.

In the ergodic case, we also use the following assumptions.

(Hs) p(E) < oo.

(Hs) 1 €B.
Denote by ¢ a constant such that
Tl <eallfls,  feB (1.9)
For each G C E, denote by c2(G) a constant such that
[m(flo)| < c2(G)l| flclB,  feB. (1.10)

Theorem 1.3. Let (D, Z(D)) be a regular, irreducible, and conservative Dirichlet
form. Assume that (H3)—(Hs5) hold and that

sup co(Er)m(Ey)||1s < 1.
open E;: w(E1)€(0,1/2]

Then the optimal constant Ap in the Poincaré-type inequality

|72l <AsD(f),  f€2(D)nCo(E), (1.11)
satisfies
Ap >k sup Apt 2 K sup B, (1.12)
open E;: w(E1)€(0,1/2] open Ei: w(E1)€(0,1/2]
Ag <k sup Apr < 4R sup By,

open Ei: w(E1)€(0,1/2] open E;: w(E1)€(0,1/2] (113)
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where

r=(1- sup }\/CQ(El)w(E1)||1|yE)2, R= (14 /e 1]s)>.

open Ej: w(E1)€(0,1/2

A typical case for which one needs the Banach form of Poincaré-type inequality
is the F-Sobolev inequality (cf. Wang [23], Gong and Wang [11]):

/E FPFR(f*)dp < ArD(f), f€2(D)NCyE). (1.14)

Recall that a function ®: R — R is an N-function if it is nonnegative, contin-
uous, convex, even (i.e., ®(—z) = ®(x)), and satisfies

O(z)=0 iff x=0, lin%) O(x)/z =0, lim &(x)/x = oo.
r—r T—r 00
We will often assume the following growth condition (or Ag-condition) for &:

sup ®(2z)/®(z) < oo ( < sup z®’ (z)/P(x) < oo),

x>1 z>1
where @ is the left derivative of ®. The conditions listed below for F' guar-
antee that the function ®(x) := |z|F(|z|), as an N-function, satisfies the above
conditions.

Theorem 1.4. Let F': R, — R, satisfy the following conditions:

(1) 2F" + zF" > 0 on [0, ).

(2) F#0on (0,00), lim;_0 F(x) =0 and lim, o F(x) = c0.

(3) D, 2P (2)/ F(z) < o0.
Then Theorem 1.1 is valid for the Orlicz space (B = L®(w),| ||z = || - ||») with
N-function ®(z) = |z|F(|z|):

L () = {f: / <1>(f)du<00}, (1.15)
||f||<1>=sup{ [ 1siga: | <I>c(g)dﬂ<1}, (1.16)

where @, is the complementary function of ®. [If we denote by ¢, the inverse function

of the left-derivative of ®, then ®. can be expressed as ®.(y) = vl ©¢.] Furthermore

0
the isoperimetric constant is given by

_ . (K) ™1 + p(K) F(as (X))
BCI) N comspilc)t K Cap(K)

, (1.17)

where o, (K) is the minimal positive root of the equation: o?F’(a) = u(K).

The corresponding ergodic case of Theorem 1.4 has been treated in [1; Theo-
rems 11 and 12].

A more particular case is that F' = log. Then we have, in the ergodic case, the
logarithmic Sobolev inequality

[ Prog[/e)dn < AD(G). fE2DINCHE) (119

(due to L. Gross (1976), cf. Gross [12] and the references within). By examining
the entropy carefully, using different Banach spaces (but not Orliczian) for the
upper and lower bounds respectively, we obtain the following result.
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Theorem 1.5. Let (D, Z(D)) be a regular, irreducible, and conservative Dirichlet
form. Assume that (Hz)—(Hs) hold. Then we have

log 2 9 )
———— Bio < BlLoe(1/2) < Aros < 4 Bio , 1.19
Tog(1 + 2¢7) Des(@) < Brog(1/2) < Arog Los(€") (1.19)
where
1K) v
BLog('Y) = sup ———log (1 + ) (1.20)
open O: 7w(0)€(0,1/2] Cap(K) W(K)

compact KCO

One may regard Theorem 1.1-1.5 as extensions of the one-dimensional results
obtained by S. G. Bobkov and F. Gétze [3], Y. H. Mao [15, 16], F. Barthe and
C. Roberto [2] and the author [5, 6]. However, the criteria and estimates given in
the quoted papers are completely explicit, without using capacity. Even though
the capacitary results in dimension one can also be made explicit, as shown in
Section 4, the capacitary results here are much more involved; but this may be
the price one has to pay for such a general setup (for the higher dimensions, in
particular). Nevertheless, we have got the precise formula for the isoperimetric
constant Bg (or Bg) in the general setup. Of course, it is valuable to work out
more explicit expression for the constant in particular situations.

The proofs of Theorems 1.1-1.4 are presented in the next section. The proof of
Theorem 1.5 and some related results are given in Section 3. In the last section,
the isoperimetric constants in dimension one are computed explicitly.

2. Proofs of Theorems 1.1-1.4.

The key to prove Theorem 1.0 is the following result [cf. Fukushima and
Uemura [10], Theorem 2.1]:

Theorem 2.1.

/OOO Cap({z € E: |f(z)| = t}d(t*) < 4D(f), f € 2(D)NCyE).

Having Theorem 2.1 in mind, the proof of Theorem 1.0 and more generally
of Theorem 1.1 is quite standard. Here we follow the proof of Theorem 3.1 in
Kaimanovich [13].

Proof of Theorem 1.1. Let f € 2(D) N Cy(FE) and set Ny = {|f| > t}. Since N,
is compact, by (H1), In, € B. Next, since |f| < || f]loo Lsupp(s), by (H1) and (H3),
f? € B. Note that

00 00 I/
/ Ind(t?) = 2/ tI{ 1> dt = 2/ tdt = f? (co-area formula).
0 0 0
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By (H3), the definition of Bg, and Theorem 2.1, we obtain
72l =sup [ #gd
g€¥Y JE

=Sup/ < In,d( )gdu

9g€Y JE

=sup/ (/Ithdu)d( ?)
ge¥ Jo

< [l

< BB/ Cap(Nt)d(tz)
0
< 4BpD(f).
This implies that Ag < 4Bg.

Next, for every compact K and any function f € 2(D)NCy(F) with f|lx > 1
by (Hs) and (Hs), we have

HIKHIB% HfQHIB ApD(f).

Thus,
11k ||s < Asinf{D(f) : f € 2(D) N Co(E), flx > 1} = AzCap(K).

Taking supremum over all compact K, it follows that By < Ap and the proof is
completed. [

To prove Theorem 1.2, we need the following result.

Lemma 2.2. Let (D, %(D)) be a regular and conservative Dirichlet form, u(E) <
o0, f € 2(D)NC(E), and c a constant. Define f*f = (f — ¢)*. Then we have

D(f) = D(f*)+D(f7).
Proof. Let Pi(x,dy) be the transition probability function determined by the

Dirichlet form and set p;(dz,dy) = p(dx)P(z,dy). Then, by the spectral repre-
sentation theorem, we have

1

% pe(dz, dy)[g(y) — g(z)]* T D(g) as t 10 forall g € L*(p). (2.1)

Next, {f* > 0} and {f~ > 0} are open sets on which the restricted Dirichlet
forms are also regular. Moreover, since 1 € #(D), we have f* € 2(D); and
hence f* belong to the corresponding restricted Dirichlet forms, respectively.
Furthermore, it is easy to check the following crucial identity:

1f(y) = f@)] = [fTy) = [T @)+ | ) - (@) (2.2)
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Therefore

DU =lim 5 [ e dp)[0) - f(a)]”

—tim o, [ w(de )| @)~ @) + 11 0) - @)

> lfﬁ)l2lt pe(d, dy) (f* (y) — f+(95))2+
2

+1tiig21t/ut(dx,dy)(f(y) — [ (2))

=D(f")+D(f7). O (2.3)

Proof of Theorem 1.2. The proof below is essentially the same as in Chen and
Wang [7] and Chen [4, Theorem 3.1].

For each € > 0, choose f. € 2(D) N Cy(E) with n(f.) = 0 and n(f2) = 1
such that A~ + ¢ > D(f:). Next, choose ¢, such that 7(f. < ¢.) < 1/2 and
m(fe > c.) < 1/2. Set f* = (fo —c.)* and GF = {fF > 0}. Then GF are
open sets and Theorem 1.1 is meaningful for the restricted Dirichlet forms on
GZ. Denote by A(G) the the optimal constant A in (1.1), when the functions are
restricted on G. By Lemma 2.2, we obtain

1<1+¢
=a[(#5)°+ (1))
SA(GH)D(fF) + A(GZ)D(f2)
< [A(GD) vA(GO)] [D(f5) + D))
< [A(GD) vA(GD)] D(fe)
<[AGH) VA@GD)[A  +9)
< (Z_l +¢) sup A(O).

open O:7(0)€(0,1/2]

Because ¢ is arbitrary, we obtain a upper bound of A.
Next, for every f € 2(D) with f|ge = 0 and 7(f?) = 1, we have

() =7(f)> =1-7(fIc)* = 1 — = (f)7(Q) = 1 — 7(G) = 7(G").

Hence

—_7(f?) = 7(f)? _ (G
SR TC R T iR

This implies that A > A(G)n(G€). By symmetry, we have

A > max {A(Ey)m(ES), A(Ey)m(ES)}.
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Therefore

A> sup max {A(El)W(Ef)v A(EZ)W(EE)}

open F; and Es

> sup A(O).

open O: w(0)€(0,1/2]

N

This gives us a lower bound of A.
Finally, the assertion of Theorem 1.2 follows from Theorem 1.0. O

To prove Theorem 1.3, we need the following proposition, taken from Chen [6,
Proposition 2.4].

Proposition 2.3. Let (E,&,m) be a probability space and (B, || - ||z) a normed
linear space, satisfying (Hjs) and (H>), of Borel measurable functions on (E, &, ).

(1) Let ¢y be given by (1.9). Then

172115 < (1+ Veal 1)1

(2) Let c2(G) be given by (1.10). If co(G)w(G)||1]|s < 1, then for every f with
flage =0, we have

17215 < 17215/ 12 = Ve @G 12 ]

Proof of Theorem 1.3. (a) Let f € (D) N Cy(E). Choose ¢, such that £y :=
{f > ¢;} and By == {f < c;} satisfy 7(E1) < 1/2 and 7(E2) < 1/2. Then Ey
and Fy are open sets. Define f; = (f —¢;)* and fo = (f —¢;)~. By part (1) of
Proposition 2.3, it follows that

1721l = 117 =< lls < (1+\/01Hl\m) 167 = ep)?ls-

1CF = ep®lls = 1177 + f2lls < 175 + 1421l
hence by Theorem 1.1 and Lemma 2.2, we get

But

172, < (1+ 01”1||B>2A131D(f1)+(1+ cl||1|\]B)2ABzD(f2)

< (14 falltlls ) (A v 4e) (D() + D)
< (14 yferlitle) (As v Az) D(F).

This means that

Zs < (14 fallle) (o vas) < (14 /altle)  sp Aa.

open Ei: w(E1)<1/2
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(b) Conversely, assume that (1.11) holds. Let f € 2(D) N Co(E), flge = 0
for some open E; with 7(E;) < 1/2. Then, from part (2) of Proposition 2.3 and
(1.11), it follows that

171l . A5
(1= VeE)rENE)" (1 - VeE)rE)s)’

This means that

155 <

D(f).

Ag > (1 - Ve (B)r(EB)[1]s ) Asr.

Noticing that Supgpen g, : =(r;)<1/2 C2(£1)m(E1)||[1]ls < 1 by assumption, we ob-
tain

2
Aoz (1= s aE)rE) wp  Ap. D

open Fi: w(E1)<1/2 open E;: n(E1)<1/2

Proof of Theorem 1.4. By assumptions, ®(z) = |z|F(|z|) is an N-function. From
M. M. Rao and Z. D. Ren [20, §3.3, Theorem 13 and Proposition 14], it follows
that

Ielle = inf (14 #(G)2(0).

The infimum on the right-hand side is achieved at «*, which is the minimal root
of the equation: o?F’(a) = u(G). Combining this with (1.5), we get (1.17). O

3. Logarithmic Sobolev inequality.

This section is devoted to the logarithmic Sobolev inequality. First, we present
a result as an illustration of the application of Theorem 1.3. Then we prove the
refinement Theorem 1.5.

Theorem 3.1. Let (D, Z(D)) be a regular, irreducible, and conservative Dirichlet
form. Assume that (Hy)—(Hs) hold. Next, let ®(x) = |z|log(1 + |z|). Then the
optimal Ar,eg in (1.18) satisfies

B < A og = B ) 3.1
5 ® Log 5 @ (3.1)
where
M(u(K
B wp M) -
open O: 7(0)€(0,1/2] Cap(K)
compact KCO
1 1++/1+4
M(x):Q(m—l)—l—xlog<1+W)Najlogm—l as r — 0.
A

Since the proof of Theorem 3.1 is essentially known, we sketch the main steps
only for the reader’s convenience.

From now on, we fix ®(z) = |z|log(1 + |z|) and define ¥(x) = 22 log(1 + z?).
We need an equivalent norm || - || of || - [|¢ as follows

1l @) = inf{a >0: /Eq)(f/a)d,u < 1},

which is usually easier to compute. The key observation is the following result:
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Lemma 3.2. For any f with f2 € L®(u), we have
4 o1
I =7 Dley <2 < 51 = 7Dy

where Z(f) = sup.cg Ent((f 4+ ¢)?) and Ent(f) = [ flog (f/||fllr1(x))dp for
f=0.

This result comes from Bobkov and Gotze [3] and Deuschel and Stroock [8, p.
247], which go back to Rothaus [21]. An improvement of the coefficients is made
in Chen [5]. Lemma 3.2 leads to the use of the Orlicz space B = L (1) with norm
| - |l(w) and the following inequalities

IfII2 < ALD(f),  f € 2(D)nCo(E), (3.3)
172 <AzD(f),  fe€ 2(D)NCo(E), (3.4)

as variants of (1.1) and (1.11). In parallel to Proposition 2.3, we have (cf. Chen
[6, Proposition 3.4]) the following result.

Proposition 3.3. Everything in the premise is the same as in Proposition 2.3.

(1) Assume that there is a constant ¢} such that |7 (f)| < ¢}/ f||s for all f € B.
Then

1 F]ls < (1+ Lzl £1le-
(2) Next, for a given G € &, let ¢4(G) be a constant such that |7(fIg)| <

ch(G)|| flg||s forall f € B. If c5(G)|1|lz < 1, then for every f with f|ge =0
we have

11l < [|Flls/[L = a(@)IL]z].

Denote by Ap, the optimal constant in (3.3) when the functions are restricted
to E;, i = 1,2. By using Proposition 3.3 and following the proof of Theorem 1.3,
we obtain the following result.

Theorem 3.4. Let (D, Z(D)) be a regular, irreducible, and conservative Dirichlet
form. Assume that (Hz)—(Hs5) hold and that

sup co(Er)|1|p < 1.
open E;: w(E1)€(0,1/2]

Then the optimal constants Aj; and Z{B in (3.3) and (3.4), respectively, obey the
following relation:

2 _ 2
(1= swp o Jeh(EDILs ) AR <Ap <4(1+/ehls ) A

open E;: w(E1)€(0,1/2]

Proof of Theorem 3.1.
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(a) First, we compute the constants ¢} and c,(FE;) used in Theorem 3.4. Actu-
ally, this can be done in the same way as in the proof of the last theorem in Chen
[5] or [6]:

— vz, (3.5)
(B) =94z Yz, /2. (3.6)

IS

Cc
C

where W1 is the inverse of ¥ and Z = u(E), Z; = pu(Ey). As an illustration, we
now prove (3.6). Because of the convexity of ®, we have for f; := fIp, that

. 1 1
1 £1]l gy = inf {a 2035 | (lfl/a)dn < Z}

1 1
>inf<a>0:0 / d7roz><}
{ (5 [ 1namsa) <

__Z=n(lAl)
Z,0-1(zZ7 Y

Hence

2

£l wy = 1771l o
> #ﬂ'(
2t RV

zZ? 2
* gz )

[

/1)

This means that one can choose ¢4(E1) as in (3.6).
(b) Next, since |[1]|(g) = 1/¥~1(Z71), Z; < Z/2, and ¥~ *(z)/x is decreasing
in z, it follows that

/ 282
open Ej: Tsr?gl)e(o,l/z] (B Moy open F: i?gl)e(ﬂ,l/Z] Zv-1(Z-1)
v-1i(2z-1)
S 2u-l(z-)
<1,

and so the assumption of Theorem 3.4 holds.
Note that )
ez (Va1
2U-1(z-1 | 7 2

as proved at the end of Chen [5]. The estimates in (3.1) now follow from (3.5)—
(3.7) and the following comparison of the norms: || f|[(s) < |[flle < 2|/ f|l@). O

(3.7)
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We now turn to prove Theorem 1.5. Since the N-function ®(x) = |z|log(1+|z|)
used in Theorem 3.1 is a little different form the function |z|log |z| used in the
entropy, it is natural to examine the entropy more carefully. The starting point
is the classical variational formula for the entropy Ent(p) = [, @log(¢/m(¢))dr:

Ent(p) = sup {/ pgdm : / eddr < 1}, v = 0. (3.8)
E E

The right-hand side is very much the same as the norm defined by (Hs). However,
the only nonnegative function g in the constraint is zero. This leads us to consider
the following upper and lower estimates, due to Barthe and Roberto [2].

Lemma 3.5. Let (X, %, ) be a probability space, G € %, and ¢ € A, with
¢|ge = 0. Then we have

(1)
Ent(p) + 2/

apdﬂgsup{/ gpgdﬂ':/ eddr < e? +1, 920}
X X X

:sup{/gpgdw:/egd7r<e2—|—7r(G), 920}, v = 0.
G G

(2) If moreover m(G) < 1, then

Ent(go)}sup{/ cpgdw:/egdwgl, 920}, w = 0.
G G

To compute the bounds in Lemma 3.5, we also need the following result ([2;
Lemma 6]).

Lemma 3.6. Let (X, %, u) be a finite measure space, C' > u(X), and G € £ with
w(G) > 0. Then

sup {/ Ichdy : / e'dpy < Cand h > 0} = u(G) log (1 + C_M(X)>
X X wG)

The two parts in Lemma 3.5 are used, respectively, for the upper and lower
estimates given in Theorem 1.5. In view of (3.8), part (2) of the lemma is quite
close to the entropy. As will be seen below, part (1) of the lemma leads us to
define a norm by (Hs), using

%:{920:/e9dw<62+1}.
E

It corresponds to ®.(x) = e~2(el*l — 1) and hence ®(x) = |z|log|z| + |=| which is
not an N-function, since lim,_,o ®(x)/x = —oo; and is even not a Young function,
since ® % 0. Thus, we are out of the Orlicz spaces. In contrast with Theorem 3.1,
here two different norms are adopted rather than a single one.
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Proof of Theorem 1.5. For convenience, we replace the finite measure p with the
probability measure 7 = p/p(E) in this proof. This makes no change of Ay,qg in
(1.18).

(a) We now consider the normed linear space (B, | - [|z), where the norm || - ||g
is defined by (Hjs) in terms of

gz{g}():/egdﬂ'gez—{—l}.
E

Following the proof (a) of Theorem 1.3, for a given f € Z(D)NCy(E), let c; be a
median of f and set f1 = (f — cf)Jr and f2 = (f —c¢;)”. By Lemma 9 in Rothaus
[21], we have

Ent(f?) < érelﬂg{Ent((f —o)?) +2|f —|?}. (3.9)

Applying part (1) of Lemma 3.5 with G = E, Theorem 1.1, and Lemma 2.2, we
obtain

Ent(f?) < H(f - ch)QHIB (by (3.9) and Lemma 3.5)
= |I/7+ 75l
17l + 1172 s
4Bp1 D(f1) + 4Bp2D(f2) (by Theorem 1.1)
4(Bg: V Bg2) (D(f1) + D(f2))
4(Bg: V Bg2)D(f) (by Lemma 2.2),

NN IN N

where Bp: is given by Theorem 1.1. More precisely, by part (1) of Lemma 3.5
with G = E;, we have || f;||s = || fi||p: with respect to the class

) 1
%’z{g}O:/egdW<62+}
E; 2

of functions on E; := {f; > 0}, ¢ = 1,2. We have thus proved that

Arog < 4(3131 V B]Bg2). (3.10)

By Lemma 3.6, we have

wi = 1(K)log (1 + 62“/2_1/2) = 7(K) log (1 ;L )

1 ~(K) ~(K)

Combining this with (3.10), (1.5), and (1.20), we obtain Apeg < 4 BLog(€?).
(b) To prove the lower bound, assume (1.18). Let E; be open with 7(E;) < 1/2
and let f € 2(D) N Cy(E) with f|ge = 0. Then by part (2) of Lemma 3.5,

Ent(fQ) ZSup{ f29d7r:/ eddm < 1, g}O}.
El E1
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The right-hand side is the norm of f, denoted by || f||5:, with respect to a new

class 91 = {g =>0: fE1 eddm < 1} of functions on F;. To compute this norm, we
use Lemma 3.6 again,

k|5 = SUE/ I gdm
Eq

geg?
—n(rtog (14175 )

1
>a(K)log (14 ——), KcCE.
m( )Og<+27r(K)> <1

Combining this estimate with (1.18) and applying Theorem 1.1 to (@1, - llgs 1Y),
we obtain Ar,eg > Brog(1/2) as required.

The factor log2/log(1+ €?) in the lower estimate of the theorem is due to the
fact that

<4 asx 11/2. O

log(1 + €2 /x) T log(1 + €?)
log(1 +1/2x) log 2

4. Computation of isoperimetric constant in dimension one.

It is known that in general, the optimal constant A in (1.1) is not explicitly
computable even in dimension one. However, the next two results show that the
isoperimetric constant B in (1.2) in dimension one is computable and coincides
with the Muckenhoupt-type bound (cf., [18], [4]).

Corollary 4.1. Consider an ergodic birth—death process with birth rates b; (i > 0)
and death rates a; (i > 1). Define

boby + -+ by
o = 1, Mn:M> n>1.
ai1ag - - - Ay
Then the isoperimetric constant Bg in (1.5) with Dirichlet boundary at 0 can be
expressed as follows:

n—1 1
Bg =sup||{ .
SIS o

Proof. (a) We show that in the definition of Cap(K), one can replace “f|x > 17
by “flx = 17.

Because 1 € Z(D), we have fA1 € 2(D)NCy(E) if so is f. Then the assertion
follows from D(f) = D(f A 1).

(b) Next, let K; (i = 1,2,...,k) be disjoint intervals with natural order. Set
K = [min K3, max K}|, where min K = min{i : ¢ € K} and max K = max{i : i €
K}. We show that

11k ||z e+t ||
Cap(K) = Cap(K; + -+ Ky)'

In other words, the ratio for a disconnected compact set is less than or equal
to that of the corresponding connected one. For f with f|x, +..4+x, = 1, the
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restriction of f to the intervals [max K;, min K; 1] may not be a constant. Thus,
if we define f = f on K¢ and f|x = 1, then D(f) < D(f), due to the character
of birth-death processes. This means that Cap(K) < Cap(K;1 + -+ Kj). In
fact, equality holds, because for f with f|x = 1, we must have f|x, +..+x, =1
and so the inverse inequality is trivial. Since K D K;j + --- + K} and (Hs), we
have ||Ik||s = || Ik, +-+k,|B. This proves the required assertion.

(c) Because of (b), to compute the isoperimetric constant, it suffices to consider
the compact sets having the form K = {n,n+1,... ,m} for m > n > 1. We now
fix such a compact set K and compute Cap(K).

Given f with f|x =1 and supp(f) ={1,...,N}, N > m, we have

n—1 N
D(f) =Y wibi(fis1 = £:)*+ D> pabi(fixr — £i)*, (4.1)
1=0 i=m
where fo =0 and fyy1 = 0. Then
0
£ = =2p3b;(fj1 — fj) + 2p5-105-1(f; — fi—1)
of;

= _2/~ijj7)j + 2,uj,1bj,1vj,1, 1<j<n—1or m+1<j<N,

where v; = f;41 — fi. The condition 9D /df; = 0 gives us

1bj_
vy =HE0E L 1< j<n—1 or m+1<j<N.
11505
Hence
b b
Uj:,UOoUo’ 0<j<n—1, and U]:M’ m < j < N. (4.2)
H5b; t5bj
Therefore
j—1 Jj—1 1
i = i, — b 1 0 < j < }
fi sz Ho OUOZ 11:b; Jsn
=0 =0
Jj—1 Jj—1 1
¥ :;nvi+1:Mmbmvm;nHibi +1, m<j<N.

On the other hand, since f,, =1 and vy = fn+1 — fv = —fn, we get

-1 st N-1
1= Mobovo s L LU —,umbmvm — 1.
; pibi pnbN ;;1 pibi

Then

n—1 1 -1 N 1 -1
MObOUO: (Zub> ) Mmbmvm:_<z Mb> . (43)

1=0 i=m
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Inserting (4.2) and (4.3) into (4.1), we obtain
n—1 N
= Zmbw? + Z pibivy

_ N
ObOUO Z ;um mvm Z

z zz
:0 3

= <n§ .1bA>_1+ (ﬁ: 1 _>_1-

= uib; — Juibi

Since the process is recurrent, » .o 1/p;b; = oo, we have

n—1 -1
Cap(K) = inf{D(f), fo = 0, f has finite support, f|x > 1} = (Z 1 > ,

which is independent of m. Therefore

Be = sup JIElE [ klls sup [ Ln,m) |18 supHI ” nz:l 1
& Cap(K)  1<ngm Cap(fn,m]) oS L by

as required. [

We remark that once we know the solution f that minimizes D(f), the proof
(c) above can be done in a different way as illustrated in the next proof.

Corollary 4.2. Consider an ergodic diffusion on (0, c0) with operator
L = a(z)d?®/dz? + b(z)d/dx

and reflecting boundary. Suppose that the corresponding Dirichlet form (D, Z(E)) is
regular, having the core C4[0,00): the set of all continuous functions with piecewise
continuous derivatives and having compact support. Define C(x fo b/a for z > 0.
Then for Dirichlet boundary at 0, we have

xT
Bs :sup||f[x7w)||13/ o—C.
x>0 0

Proof. In view of (b) in the above proof, to compute the isoperimetric constant,
we need only consider the compact K = [n,m], m > n, m,n € R;. Define

foz e‘c/fon e ©, if 0 <z <n,
glx) =< 1, ifn<z<m,
1— f:lAN e_c/fnjj e ¢, ifx>m

We now show that Cap(K') can be computed in terms of g € C4[0,00). Note that

Cap(K) = inf{D(f) : f € C4[0,00) : f|x = 1}.
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Next, let fi € C4[0,n] with f1(0) = fi(n) = 0, fo € Cqlm,N| with fo(m) =
f2(N) = 0, and study the following variational problem with respect to 1 and
Ea:
n N
Heve) = [ +afl?e+ [ e
0 m
If necessary, one may regard [ as fon; and similarly for fn]j Without loss of

generality, assume that f; # 0. Otherwise, we can set ¢, = 0. Clearly, H should
have a minimum in a bounded region. From 0H/0e), = 0, it follows that

o Jo g e Jo 11 I 10 K 1)
Jo fi %eC (fo ,260)(f0n e=) (fo /260)(f0n e~ %) 7
oy I g fre C: I __ L(N) = fo(m)
S 3820 (I 552 (Jm e€) (S £32¢) (Jyn 7€)
More precisely, if f’ is discontinuous at ny, ... ,ng, then

/nf’:/”lf/+...Jr/nf’:(f(m)f(o))+"'+(f(”)f(”k)):f(n)f(o)zo’
0 0 Nk

since f is continuous. Thus, H(e1,¢e2) attains its minimum

D<g>=</:e—c>*+</:e—c>”

oo —
at €1 = g9 = 0. Moreover, due to the recurrence, We have fm e C

= oo. Col-

lecting these facts, we obtain Cap(K ( fo ’C) . The assertion now follows
immediately. [

Because of the linear order in the real line, it is easy to write down the explicit
estimates of the logarithmic Sobolev constant Apqg, in terms of Theorem 1.5 and
Corollaries 4.1 and 4.2.

Corollary 4.3. For ergodic birth—death processes, let m satisfy

m—1 oo
pi/Z<1/2 and  w(m,00):= > p;/Z<1/2,
7=0 j=m-+1
where Z = "7° ) pu. Then we have
log 2
S BLog(€2) < BLog(l/Q) < ALog < 4BL0g(€2)a (44)

log(1 + 2¢2?)
where Brog(7) = By (v) V B_(7) and

v —~ 1
By(v) = 1
+(7) = 51 i, o0) Og( *w[n,o@) Z;m]b
~ m—1 1
B_(v)= su 0,7n]lo — 4.5
()= s pl0iog (1+ 0n>§ = (45
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Proof. Here we prove the upper estimate only since the proof for the lower esti-
mate is similar. Set 4 = {m+1,m+2,...} and E; = {0,... ,m—1}. Following
the proof (a) of Theorem 1.5, we obtain (3.10) with respect to E; and E5. Apply-
ing Corollary 4.1 to each E;, we get By (e?). We remark that in the application
of Corollary 4.1 to E1, the Dirichlet boundary is setting at m rather than at 0.
In other words, we need to consider the inverse order on Ej.

For one-dimensional diffusion, a similar result of Corollary 4.3 was obtained by
Barthe and Roberto [2].

Corollary 4.4. Let p and v be Borel measures on R with p(R) < oo and denote
by h the derivative of the the absolutely continuous part of v with respect to the
Lebesgue measure. Next, set 7 = pu/u(R) and let m be the median of w. Then the
optimal constant Ay, in the inequality

/ £210g (£2/7(F2)di < Avog / fPdy, e CyR), (4.6)
R R

(cf. Corollary 4.2 for definition of C4(RR)) satisfies

log 2

— 2% Broo(€?) < Broe(1/2) < Aroe < 4 Broe(e? 4.7
log(1 + 2¢2) Log(€”) Log(1/2) < Arog Log(€”), (4.7)

with Brog(v) = B4(v) V B_(7), where

B+(v)zsupu[x700)10g<1+ ! >/z1

2>m [2,00) ) Jm h
B_() = sup (00, ] log <1 + W(_Zox]) /xm % (4.8)

Actually, Corollaries 4.3 and 4.4 can be further improved by using the varia-
tional formulas presented in Chen [5, 6].
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Abstract

The exponential convergence rate in entropy is studied for symmetric
forms, with a special attention to the Markov chain with a state space
having two point only. Some upper and lower bounds of the rate are
obtained and five examples with precise or qualitatively exact estimates
are presented.
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1 Introduction

Let (E, &, ) be a probability space satisfying {(z,x) : z € E} € &x&. Denote
by L?(r) the usual real L?-space with norm || - ||. Consider a symmetric form
(D, 2(D)) (not necessarily a Dirichlet form) on L?(7):

1

D) =3 [ Jdnaylf) - 1@,

2(D) = {f € L*(7) : D(f) < oo},

(1)

where J > 0 is a symmetric measure, having no charge on the diagonal set
{(z,z) : x € E}. A typical example is as follows. For a nonnegative kernel
q(z,dy) satisfying q(x, E'\ {z}) < oo for all x € E, reversible with respect to
7 (i.e., m(dx)q(x,dy) = 7(dy)q(y, dz)), we simply take

J(dx,dy) = w(dx)q(x, dy).

More especially, for a Q-matrix (¢;; : 4,7 € E), reversible with respect to
(m; > 0) (i.e., mqij = m;qj; for all i, j), we take J;; = m;qsj (§ # i) as the density
of the symmetric measure J(dz, dy) with respect to the counting measure.

Received March 6, 2007; accepted April 14, 2007.
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The exponential convergence rate we are interested in is defined as follows:

D(f.1
a :inf{m :£>0,0<Ent(f) < oo}, (2)

where

Ent(f)zw(flogw(ff)) ﬂ(f):/fdw.

Instead of a1, sometimes we write ay(Q) if J is determined by a Q-matrix. In
particular, when E = {0,1} and

o= (" 40)). eco, @

we have
7T0:1—9, 7T1:9, J01:J10:9(1—9).

Then we write a1(f) rather than «1(Q) throughout this paper. Clearly, we
have a1(0) = a1(1 — 6). Even for this simplest situation, the precise value of
aq () is still unknown and non-trivial. We will come back to this case later.

It is well known that entropy plays a crucial role in many fields such as
physics and information theory. The importance of the constant «j is due
to the fact that it describes the convergence rate of the semigroup {P;}i>0
determined by the symmetric form (D, Z(D)):

Ent(Pf) < Ent(f)e ' t>0, f>0 (4)

(cf. [17; Theorem 1.1]).

Up to now, our knowledge about « is still quite limited. To state a general
result, we need two related constants: the spectral gap (or the first non-trivial
eigenvalue) \; and the logarithmic Sobolev constant ¢ defined as follows:

=in D(f) : 2( cons
AL = f{var(f).feL( ), f # t}, (5)
a:inf{m:f20,0<Ent(f2)<oo}, (6)

where Var(f) is the variation of f with respect to =
Var(f) = n(f?) = m(f)*.
The main known result proved in [17; Theorem 1.2] says that
o< o <M. (7)

This provides us some sharp results whenever ¢ = Ay, refer to [1]. In the
context of diffusions, it is known that ¢ = a4, so we need only to consider the
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jump type of symmetric forms defined by (1). In the simplest case of (3), it is
known that

o 2(1-20)
i@ 11 )

The first result in (8) is easy but the second one is not so, for which there
are several different proofs, refer to [12], [2], [6] and [1]. We will discuss them
again in §5.2. For a1, no precise result is known but the following estimate

%(wﬂm)zgal@l (9)

given in [14; Proposition 3.1]. Our first goal is to improve (9)(cf. Lemma 5.4
in §5).

Theorem 1.1 For a;(f), 0 € [0,1/2], we have

[ (225) " e
2 2 log(6—1 —1)
It is interesting to note that the upper bound in (10) is simply the mean of
A1 and o, and for the lower bound, a half of o is replaced by (8(1 — 8)/2)/3.
We are happy for such simple and explicit formulas. Moreover, the sign of the
equalities hold if and only if at the end points § = 0 and 1/2. A numerical
computation shows that the error for the upper bound is < 0.0262 and the

one for the lower bounds is < 0.01.
As applications of Theorem 1.1, we have the following two results.

2(1 — 20)
log(~1—1)]"

N

1

Theorem 1.2 For the symmetric form given in (1), we have the following upper
estimates.

(1) The exponential convergence rate oy in entropy is bounded from above by
J(A x A°)
m(A)w(A°)
c o [LL A -m) JIx a9
A:n(A)e(01/2) |2 log (m(A°)/m(A)) | m(A)m(A°)

inf A
A: 7r(141)ré(0,1/2] o (ﬂ.( ))

(2) The logarithmic Sobolev constant o is bounded from above by

2 inf (m(A°) = 7m(A))J (A x A°)
A:m(A)e(0,1/2) w(A)m(A°)log (W(ACVW(A)) '

All of the formulas are symmetric in A and A°. Hence one may replace
Inf 4. x(4)e(0,1/2] With inf 4. r(a)e[1/2,1) OF Inf4: r(A)e(0,1)-
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Theorem 1.3 Let (m;) be a positive probability measure on a finite set F.
Suppose that a reversible Q-matrix (g;;) satisfies

¢ == min g;;/m; > 0.
1,515#£]
Then we have
1/3
Cx (1 — ) 1—2m,
2 cy «) = = |1 —_— —
(@ > () > G+ (THE) e

where 7, = min; 7;. The sign of the first equality holds provided g;; = m; for all
i # j. Similarly, we have

al(Q) < c* 041(7'(*) < 62*|:1 + 2(1 — 27’['*) :|’

log(1/m, — 1)

where
*

c* = max ¢;;/7;.
P QJ/ J
Part (2) of Theorem 1.2 improves the upper bound
2 inf (A x A7)
A:m(A)e(0,1) —m(A) log m(A)

given in [8; Theorem 1.1]. To see this, first note that

1
(1 —x)log > xlog —, x € [1/2,1],
x

11—z
Hence
. J(A x A°) . J(A x A°)
inf = inf
A:n(A)e(0,1) —m(A)logm(A)  A:x(A)e(0,1/2] —7(A)logm(A)

Next note that
1—2z < 1
(1 —z)log(1/x —1) ~ xlog(l/z)

From these facts we obtain the required assertion.

The proofs of Theorems 1.2 and 1.3 are given in §2 and §4, respectively.
In §3, we study the upper estimate by a different approach (Theorem 3.1). To
illustrate the power of the above results, five examples are treated successively
in §2-8§3 and are summarized as follows.

z € [0,1/2].

Proposition 1.4 Five models for the first non-trivial eigenvalue A\, the expo-
nential convergence rate « in entropy, and the logarithmic Sobolev constant o
are given in the Table 1. The results for the first two models are precise, for
the third one is approximately sharp, and for the last two models are qualita-
tively exact. Except the first one, the others are all birth—death processes with
@Q-matrix:

Giiv1 =0;(120), @gi—1=0a;(i>1), ¢;=0(j#4ix1l).
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Table 1
Al o o

Jij = mij
Y 1 1/2 0
JFi /
bZ‘E
a;=a (\f—\/l;)Q 0 0
(a>D)
o 1 1/2 0
bp =1
b = a; > 0 iff > 0 iff > 0 iff
=17 v =2 v > 2 v > 2
(y>1)
bp =1
b; = a; > 0 for all > 0 iff > 0 iff
=i2logV(i + 1) veR =1 v=>1

(v €R)

The proof of Theorem 1.1 is much more technical and so is delayed to §5.3.
Actually, the proof for the lower estimate is computer aided. In §5.3, a general
result for the state space with two points is also studied. The monotonicity
of a1() in 0 is proved in §5.1. In §5.2, we discuss the related eigenequations
and the difficulty of our problem.

For the background of the study on these topics and much more related
results, refer to [10].

2 Explicit estimate for the upper bound

The upper bounds given in Theorem 1.2 depend only on the probability mea-
sure 7w and the symmetric measure J, and so are said to be “explicit”.

In this section, we first present some applications of Theorem 1.2, its proof
is given at the end of this section.

Corollary 2.1 Let J be L!-bounded, i.e. there exists an M < oo such that
J(AxE) < Mm(A) forall A € &. Suppose that E is an infinite set. Then o = 0.

Proof. The proof is quite easy. Since

J(A x A% < J(A, E) < Mr(A),
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by part (2) of Theorem 1.2, we have

o< 2M lim L = 0. g

r(4)—0 T(A°) log (m(A°) /7 (A))

The similar result is not true for a; as shown by the following example.

Example 2.2 Let E be countable but infinite. Given a probability measure (7; :
i€ E), let J;; =mm; forall i # j. Then Ay =1, 0 =0 but a; = 1/2. Thus,
the upper bound given by Theorem 1.2 is sharp for this model.

Proof. This is a basic example for which A = 1, ¢ = 0, and the process is
even strongly ergodic proved in [9; Example 6] and [8; Example 1.2]. Clearly,
by Corollary 2.1, we also get o = 0. By [14; Example 1.2], we have ay = 1/2.
Therefore we need only to prove the last assertion. First we have

J(Ax A =) mmy = m(A)m(A°).

i€A jgA

Next, when = 1 1/2,

1—-2z 1
hz) = log(1/z — 1) T 2 (11)

and h(0) = 0. Thus, by part (1) of Theorem 1.2, it follows that

< inf =
S e01/2) |2 log (r(A%)/7(A))

1 m(A°) — m(A) ] _ W(%go B + h(ﬂ(A))] = % =

In what followswe apply Theorem 1.2 to birth—-death processes. Denote
by b; (i > 0), and a; (i > 1) the birth rates and death rates, respectively. Let

mo=1, wi=-——" izl
al..-ai

Suppose that the process is non-explosive and ergodic:

9] 1 k
PSS I 2= TP
kHE i
Then we have the stationary distribution m; = u;/Z, i > 0. Set
n
=m

When A ={0,1,...,n}or {n+1,n+2,...}, we have J(A x A°) = m,b,. By
part (1) of Theorem 1.2, we obtain immediately the following result.
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Corollary 2.3 For birth—death processes, we have

o in 1 1-— 2,u[n, OO)/Z Mn—lbn—l
LS {2 " 10g((Z/uln, ) — 1>] (1~ (uln, 00)/Z))u[n, 00)

Example 2.4 Let b = b and a; = i. Then \y =1, 0 = 0 and a1 = 1/2.
Corollary 2.3 gives us

< 14_ 12" b —)1 ifb—0
as log(e® —1)]1—e?t "2 ' '

Thus Corollary 2.3 and part (1) of Theorem 1.2 are approximately sharp for
small b.

Proof. For this example, it is an earlier result that A\; = 1 proved in [3].
See also [4; Example 9.27]. By [7; Corollary 2.4], we have ¢ = 0. This can
also be checked by using the criterion for logarithmic Sobolev inequality (see
for instance [10; Theorem 1.10]). Next, it was proved in [14; Example 1.3]
that a1 = 1/2. Thus, we need only to prove the last assertion. Note that

b’L

—, Z = é.

Hi = =
2

By Corollary 2.3, we have

X [1 1—2u[1,oo>/z] Hobo
S {2 T log((Z/ulL 50)) = 1)) (T = (ulL, 00) /Z))ull, )

The assertion now follows by a simple computation. [J

Remark 2.5 By (11), it follows that
J(A x A°) [1+ m(A°) — w(A) } J(A x A°) < J(A x A°)
2m(A)w(A) T |2 log (m(A9)/m(A)) ] m(A)w(A¢) ~ w(A)m(A)
Thus, the upper bound in part (1) of Theorem 1.2 vanishes if and only if
) J(A x A°)
inf — =
A:m(A)e(0,1/2) m(A)m(A°)
If so, by [13] or [11], we have A\; = 0 and hence ay = 0, 0 = 0. Therefore,
from the qualitative point of view, the upper bounds given in Theorem 1.2
is rough. This is natural since we have used only the information from “two
points”. However, as shown by the above two examples, the upper estimates
are still meaningful for the quantitative estimation. Similar to “c < a3 < A7,
our upper estimates for these constants also obey the following relation
2(m(A°) —m(A))J(A x A°)
m(A)m(A°)log (m(A°)/m(A))
1+ m(A€) — w(A) J(AXAC)<J(A><AC)
log (m(A¢)/m(A)) ] m(A)m(A¢) ~ m(A)m(A°)

(12)
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Example 2.6 Consider a birth—death process with rates by = 1 and b; = a; (i >
1) satisfying
1
Z =1 — .
+ Z o < 00
i>1
Then the upper bound given in part (1) of Theorem 1.2 is bigger or equal to
2/Z. However, when
bizai:i"’(iE 1,’7> 1),

we have \; = o =0 for all v € (1,2).

Proof. Clearly,

ailZ’ Jiit1 = %(Z > 0)

and J;; = 0 for other i # j. Thus, J(A x A°) =1/Z if and only if A has the
form {0,1,...,n} or {n+1,n+2,...}. Otherwise J(A x A®) > 2/Z. Next,
(1—7m(A))m(A) < 1/4 and the equality holds if and only if 7(A) = 1/2. Hence
for all A # (), we have

T =

J(A x A°) 1
>
n(A)m(Ae) — Z/4
By (12) and part (1) of Theorem 1.2, we obtain the first assertion.
For the particular case, by the remark after [5; Corollary 1.9], we know
that Ay > 0 if and only if v > 2. Thus, when v € (1,2), we have A\; = 0 and

hence ay = 0. In the next section, we will prove that «; > 0 if and only if
v > 2 (Example 3.3). O

—4/7.

Example 2.7 Consider a birth—death process with rates b; = b and a; = a,
a >0b. Then \; = (\f— \/5)2 and a1 = 0. But the upper bound given by
Corollary 2.3 is (a — b)/2.

Proof. The result about A; is due to [3] and the one about «; is due to [14;
Example 1.4]. For this example, we have

b\’ a
i =\ =) Z = ’
a (a) a—1>b

1, 00) = Z<b>n.

a

and so

Hence,

[1 1—2puln,)/Z } Hn—1bp—1
2 log((Z/puln,00)) = 1) ] (1 = (u[n, 00)/Z))u[n, o0)
1 1—2(b/a)" (b/a)"" b
- [2 log((a/b)" — 1)] (1= (b/a)")Z(b/a)"
1 N 1—2(b/a)" ] 1 .
2 " Tog((a/0)" — 1) | 1= (b/a)"

~a-b)|
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The right-hand side is decreasing in n, and so the assertion follows. [
In the next section, we will study again the last two examples.
Proof of Theorem 1.2. Let A € & with 7(A) € [1/2,1). Regarding the par-

tition {A} and {A°} of FE as “two points”, consider the “two points” function

f=fola+ filae, fo, f1 = 0.

Then

D(f,log f) = / J(d, dy)(£(y) — 1(2)) (log £ () — log ()

AxAc

J(A x A°)

= ) 0(1 — 0)(f1 — fo)(log f1 — log fo),

where 6 = 7(A°). Next, we have

fo fi
(1-0)fo+0f1 1-0)fo+6f1

Thus, corresponding to the “two points” situation, for arbitrarily € > 0, there
exists a “two points” function

Ent(f) = (1 - 6) folog

+ 0 f1 log

£ = 5+ 0

such that
D(f%?, log f=9) J(A x A°)
2 Ent(fe?) m(A)m(Ac)

Making infimum with respect to m(A¢) = 6 € (0,1/2], it follows that

< (o (0) +¢)

J(A x A°)

a1 < inf (o (m(A°)) +¢) e(A)n(AS)

m(A°)€(0,1/2]
Letting € | 0, it follows that

J(A x A°)

a1 < inf o (m(A°)) (A (A)"

m(A°)€(0,1/2]
By Theorem 1.1 and the symmetry of A and A, we obtain
J(A x A°)
m(A)mw(A°)
(1 N m(A°) —7(A) ) J(A x A°)
2 log (W(Ac)/ﬂ'(A)) w(A)m(A°)
Part (1) of the theorem now follows.

The proof of part (2) of the theorem is very much the same and so is
omitted. 0

inf A€
W(Ac)lg(o,1/2] a1 (m(4°))

< inf
m(A)E(0,1/2]
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Finally, we mention that the method using “two points” function can also
be used for an upper estimate of ;. However, the resulting bound
J(A x A°)
in —_—
A:m(A)e(0,1/2) m(A)mw(A°)

is the same as in [13] or [11], mentioned in Remark 2.5. This is due to the fact
that for the “two points” @-matrix

—6 6
Q:<1—0 9_1>, 6 € (0,1),

we have A; = 1, independent of 6.

3 Upper estimate in terms of exponentially inte-
grable test functions

Similar to the study on spectral gap [11; Theorem 3.3] and logarithmic Sobolev
inequality [15] (cf. [10; §4.7]), we use test functions to estimate the upper
bound of <y in this section. Actually, each test function provides an upper
bound. Hence what we are doing here is just making some restriction on the
integrability of the test functions.

Let r € & x & be a nonnegative symmetric function such that r is positive
on the support of J, and moreover the measure

J(dz,dy
JW(dz, dy) = 1{r<wvy>>0}£*<w>)

satisfies
JW Az, E)/n(dz) <1,  mae.

The next result is mainly used in the qualitative study, a direct compu-
tation with a carefully chosen test function can often provide more effective
quantitative estimate.

Theorem 3.1 Let {¢,,} be a nonnegative and non-constant sequence satisfy-
ing o, € L'(7) and

ess sup | on () — on(y)|*r(z,y) = M, < oo for all n. (13)

Then

1. 92 1 M,
a1 < = inf s lim
25>0 | pooo logm(es?r) — sm(pn)
Here we adopt the convention that 1/0 = oo and 1/o0o0 = 0. In particular,
we have a3 = 0 provided ¢, = ¢ is independent of n and for some s > 0,
m(e%¥) = 0.
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Proof. First we consider a fixed ¢ satisfying the assumptions given in the
theorem. Suppose for a moment that ¢ is also bounded. Let f = exp[sy| and
h(s) = n(f). Then
1
D(fJog f) = 5 [ Jde,dy)lf(2) ~ F(o)los F () ~ log ()
s
- / I, dy)[f (@) ~ FW)lp(x) ~ o)

s / (dz, dy)|o (=) — () 2L @) V ()]

(since |e —eB‘<|A B|(e Ve ))

_ s / (da, dy)r(z, v)| () — o) PLf (@) V f()]

i M @@ v )
< sPM / (dz,dy) f(z).
We obtain
D(f,log f) < s*Mn(f) = s>Mh(s). (14)

Next, by Jensen’s inequality, we have
oo > logm(e?) = w(yp).

Thus, the assertion is trivial if a; = 0. In what follows we assume that a; > 0.
Now, by the definition of a7 and (14), we obtain

sH = sm(of)
=7(flog f)
w(f)log () + D108T)
aq

2
M
< hlogh + SQ—h.

a1

That is

h’<h<SM+10gh>

201 s

o M logh
s og

log h
(logh)" < 2a1+ .

Applying [10; Lemma A.1] to the interval [e,00) and the functions

Mt 1

u(t) =logh(t). ¢(t) = 5.
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since
t
| vt = togt —1oge,
M t—
/exp[ | vt eoas = HEL=2,
€ 2041
we obtain
Me(t —¢) u(e) Mt(t —e)
t) < logt — 1 = t .
u(t) < exp[log oge] [u(e) + S ] . + S0
Letting ¢ — 0 and noting that
u(e)
s;l—>0 IS N (SO)’
it follows that
tM
< R
u(t) < t<2a1 + W(QD))
In other words, for bounded ¢, we have
M
logm(e®?) < s <S + 7T(g0)> (15)
20[1

For unbounded ¢, replacing ¢ with ¢ A m which also satisfies the as-
sumptions of the theorem. Hence the last estimate (15) holds if ¢ is replaced
by ¢ Am. Now, the conclusion (15) holds for ¢ by letting m — oo. In particu-
lar, by the assumptions and the fact that a; > 0, it follows that ﬂ(esﬂo) < oo for
all s> 0. This means that all exponential moments of ¢ are finite.

Finally, for the sequence given in the theorem, we replace ¢ in (15) with
©n, at the same time replace M with M,,. With a slight change of the formula
and then letting n — 0o, we obtain the required assertion. [

In the remainder of this section, we apply Theorem 3.1 to birth—death
processes. Recall that in this setting, J;;41 = mb; (i > 0) and J;; = 0 for
other i # j. In what follows, let

(ai—l—bi)\/(aj+bj), ifj=i+1
Tij = 3
0, otherwise.

Example 3.2 (Continued) For the model given in Example 2.7, we have
a1 = 0.
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Proof. Let cp(n) = ; = 4. Then

ZM%‘ = Zl<2> < 0,

i
SHIID riit1(pis1 — i)> = a+b < o0,
iz
Zues% :Z b ieSi:oo s>logg.
- i a ) = b

%

The assertion now follows from Theorem 3.1. [

Example 3.3 (Continued) For the birth—death process given in Example 2.6:
bo=1,bi=a;=1i"(i = 1,7 > 1), we have a; > 0 if and only if v > 2.

Proof. From [7; Example 2.6], we know that o > 0 if and only if ~ > 2.
Thus, if v > 2, we certainly have a1 > 0.

When v € (1,2), it is proved in Example 2.6 that A\; = a3 = 0. It remains
to handle with the critical case: v = 2. But for all ~ € (1,2], we can still
apply Theorem 3.1 to the functions (™ = o: ¢y = 0 and ¢; = log:

ZM%‘ZZ% < 00,

i>0 i1
i
sup 7;i11(@it1 — @i)? < sup - <1,
i>1 i1 1
Z‘S
Zuiescp¢:1+27:oo, s=>vy—1. U
>0 i>1

Example 3.4 Consider the birth—death process with rates
bo = 1, bi=a; =i’log’(1+1) (i > 1,7 € R).

Then a; > 0 if and only if v > 1.

Proof. By [16; Example 3.1] or [7; Example 2.7], we know that ¢ > 0 if and
only if v > 1. If so, we have «a; > 0. From the last example, we also know
that a; = 0 if ¥ = 0 and so does whenever v < 0 (this will be also proved
in the next paragraph). Now, the main case we need the further study is
that v € (0,1).

To apply Theorem 3.1, let v < 1. Take go(”) =

w; = 10g1_7/2(i +1)(i > 0).
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Then

log'=7/2(i 4+ 1) 1
§ s — E Sy E 00 R
fowe i?log? (i +1) i210g™/2 71 (i + 1) = Ten

i>1 i>1 i1

sup 7i41(piv1 — i) ~ 1, 7 €R,

i>1
i exp[slog'™/%(i + 1)]
Zﬂie Z:Z 2log?(i + 1)
i>1 i>1 &
= Zexp [—2logi+ slog!™/2(i + 1) — yloglog(i + 1)].
i>1

The last sum can be oo if and only if v < 0 and so does with s > 2. In other
words, with this ¢ Theorem 3.1 is suitable for v < 0. The last sum must be
finite when +~ > 0. Thus, in order the last sum to be infinity, one has to
increase the increasing order of . However, this is impossible since condition
(13) controls the increasing order of ¢ , which is at most of log'~7/2i. This
suggests us to relax the assumption (13), using a sequence {¢(™} instead of a
single .

We now turn to prove the assertion for the case of v € (0,1). From the
discussion above, it is naturally to choose the test functions %(n) = log(i A
n+1). Then

Mn ~ 1Og7 n,
(n) log(i Am+1) log(i + 1) .
ZM%‘ ZZ ST S Z ST n < o¢ (independent of n),
P s itlog(i+1) & i?log)(i+1)
n .
(n) (i+1)° 1
Dot =Y et (1) Y S >
i>1 i1 i< log (l + 1) Sl i*log (Z + 1)

for large enough s, say s = 4 for instance. Therefore, the leading order of

4M,,
log m(e*#n) — sm(on)

is controlled by
log” n

— 0, n — 00.
logn

This implies the required assertion. [J

4 Lower estimate

This section is devoted to the proof of Theorem 1.3.
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Consider a reversible Markov chain with a finite state space E, having
reversible measure (m; > 0) and Q-matrix (g;; : i,j € F). Then we have the

generator
= ai;(f; = f)-
jeE

It corresponds to a Dirichlet form as follows:

Z 71'2%] fz 2-

1,JER

Proof of Theorem 1.3. Except the increasing property of a1(f) in 6 €
(0,1/2], the proof is very much the same as that of [2; Theorem A.1].

By a comparison of the Dirichlet forms, it suffices to consider the case
that ¢;; = m; for all i # j. Next, by [1; Theorem 6.5], there is a positive,
non-constant solution f to the equation

f

—Qf — fQlog ﬁa

/ =2« 0
m—2 1(Q) f log

= [ sam

Because ¢;; = m; for all ¢ # j, we can rewrite the equation as follows

where

(201(Q) — 1) flog f = [1 — 7(log f) — 2a1(Q) log 7(f)] f — 7(f).

Since the function xlogx is convex on [0,00) and a straight line can intersect
the graph of zlogz in at most two points, it follows that there are at most
two values of f. Denote by zg and x; these values. Set

Eo={i:fi=wx}, Er={i:fi=x1}

and let 0 = 7(Ep). Without loss of generality, assume that 6§ € (0,1/2]. We
thus decompose the state F into two parts Ey and E7, on each of them, f is
a constant. In other words, we have reduced the problem to the special case
that the state space consists of two points only. In view of Theorem 1.1, for
the first assertion, what remainder now is to show that

inf 0) = «)-
ee(g@/z}al( ) = aa(m)

This is a consequence of Proposition 5.1 in the next section.

The proof for the last assertion of the theorem is again an application of
Theorem 1.1. 0
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5 The property and estimation of «;(6)

This section consists of three subsections. First, we study the monotonicity of
a1(0) in 6. Then we discuss the eigenequations corresponding to A1, o and ag,
respectively. Finally, we prove Theorem 1.1. A description of «a;(#) is given
by Proposition 5.5.

5.1 The monotonicity of a;(f) in ¢
Proposition 5.1 The rate () is increasing in 0 € (0,1/2].
Proof. 1) Recall that for the Q-matrix
—0 0
a=(," ")) veou

we have g =1—60, m; = 60 and

D(f,1og f) = 0(1 —0)(f1 — fo)(log f1 —log fo),

Ent(f) = o fo 1ogmfoiomf1 + i flog 7T0f()J‘:‘17rlfl
Set i L
hi=g Jh=1=g
Then 7(f) = 1,
D(f,log f) = (1 —0)0(f1 — fo)(log f1 — log fo)
= a-o0(5-1=5) e (5/157)
— (x—0)log a(fjji
Ent(f) = mofolog fo + m fi log fi = (1 —m)logi:z +xlog§.
Hence,
D(f,1og f)

Bt = [(x—ﬂ)logg((ll_z;]/[(l—x)logi_z—i—a:logz}

1—2 x 1—2 T
:1—[(1—0)10g 1_9+910g0]/[(1—x)10g 1_0+mlog9}

=1+ h(zx,0).

We obtain

201 =1+ inf h(z,6). 1
o =1+ inf (2,0) (16)
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Thus, we need to show that inf,¢ 1) h(x, 0) is increasing in ¢ € (0,1/2].
2) We now prove that
inf h(z,0) = min h(z,0), 0 (0,1/2]. 17
ST

Since
lim A(z,0) =1= lim h(z,¥6),
z—0 6

r—1—

it suffices to show that h(z,0) > 1 for all x € (0,0) or x € (1 —6,1). Note
that the first two derivatives in « of the function

) T 1-—2z
Jo(x) .—:Clogg—i-(l—x)log T (18)
are as follows
o z(1—46) 1
91—z  z(—2)

It follows that the function jy is convex on [0,1] with minimum 0 at 6. In
other words, the function is positive on [0, 1] with an exception at the point
x = 6, at which the function has value zero. Thus, to prove (17), it is enough
to show that

T 1—-2z T 11—z
_ (1~ TS z _ -7
Hloge (1—0)log T a /xloge + (1 :U)logl_e, (19)
for z € (0,0) or x € (1 —6,1). To do so, define
1—2 T
g(x,@):(a:+<9—2)logl_9 —(x+9)log§, xz € (0,1), 6 €(0,1/2).

In what follows, we will use the following simple result repeatedly.
Lemma 5.2 Let £ € Cl[p,q|.
(1) & >00n (p,q), then &> £(p) on (p, q.

(2) If & <0on (p,q), then £>&(q) on [p, q).
a) First, we prove that g(-,6) > 0 on (0,6). Note that g(6,6) =0,

1 T 1—=x
T 11—z
g1(z,0) := —x+9+x(1—x)<log6—log 1_0), g1(0,0) =0,
B l1—x r] 0(1—x)
O0zg1(x,0) = —(1—2:L‘)[log T —loge} =—(1—-2z)log 2(1=0)

The last one is negative because of z < 6 < 1/2. The assertion now follows
by using part (2) of Lemma 5.2 twice. First we have g1(-,6) > 0 and then
g(-,68) >0 on (0,0).
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b) Next, we prove that g(-,0) > 0 on (1 —#,1). Note that g(1 —6,6) =0,

1-0

—g1(1—6,0) =1—20 —20(1 — 0) log >0,

and —0,g1(-,0) > 0 on (1 —#,1). The assertion follows by using part (1) of
Lemma 5.2 twice. We have thus proved (19).

3) To complete the proof of the proposition, we show that the following
condition

Ogh(x,0) >0  for all (z,6):6 € (0,1/2) and xz € (0,1 —-0)  (20)

is sufficient. Actually, for 01,0 with 0 < 01 < 03 < 1/2, let 29 € [0, 1 — 03]
attain the minimum h(z2,62) = min,e (g, 1-9,) A(x, 02). Then

02
h(z2,02) = h(z2,01) + Ogh(z2,u)du > h(xs,01).
01

Here the last inequality is due to the fact that for (x2,u) with
u<92<x2<1—92<1—u,

we have dgh(z2,u) > 0 by (20). Noting that by assumption, we have xy €
(01,1 — 0;1). Therefore

in  h(z,0) = h(xa, 02) > h(ze,01) > in  h(z,0
retidtay 10 00 TR B M) 2 i R0

as required. A technical point in (20) is that we use the constraint “z €
(0,1 —0)” but not “x € (0,1)".

4) Finally, we prove (20). To do so, we need some computations. First, we
have

1—-2 z 1—-x T
h(a:,@)z—{(l—@)logl_e—i—@loge}/[(l—x)logl_e+xlog9],

Ogh(z,0) = {(1 — 9)0[log % — log q [(1 — z)log -z + zlog E}
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Next, define
1—2 x 1—2 x
hi(x,0) = (1—0)0 <log T 0 —log9> ((1—m)log 1o —I—xlog9>
—(z—0) <(1—0)10g1:z+910gz>, f<z<1-—0.

’I’)’L(Z,H) = h1(9+ 279)
1—-60—=2 0+ 2

=— <(1—9) logﬁ + 0log 7 >

1—-60—=2 0+ z

1I€;Z+(9+z) log o+ 2

Then we have hy(6,0) = 0 and m(0,6) = 0. Moreover,

mi(z,0) := 0,m(z,0)
22 l—y—=z 0+ =z

:(1_0_z)(0+z)—(1—0)log I_ — flog

1l—y—=z 0+ 2\
—(1— S A |
(1 9)9<log T 08— )

(1-0)0 (1= 0~ 2)log 1552 + (0 + 2)log %57
1—0—2)(0+2) !

X [(19z)log ], 0<z<1-20.

m1(0,6) = 0.
8.mi(z,0) = [(1 —0)6 (62— 2(1 — 2)0 — (2 — 2)2) log b+=
+(1—0)9(1—92—220—z2)10g1;0%;2

—2 (307 —(3—42)0 — (2—2)2) (1 —0—2) 20 + 2) 2

= my(z,0)(1 -0 —2)72(0+ 2)~2
Then we have m2(0,60) = 0 and
ms(z,0) : = 0,ma(z,0)

16—
(4 — 80— 32)2— 2(1 — 0)0(0 + 2) 1og#
0
—2(1-0)0(1 — 6 — 2)log ZZ.

By using the inequalities

T

<1+1> <e forxz>0
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and

1 —T
(1—) >e forx>1,
T

it follows that

eloge%z — flog <1+ z) <z

1-0—-= z
— - T —(6 - — =
(0 —1)log T (0 —1)log (1 1_9> >z

for 6 € (0,1/2) and z € (0,1 — 26). Therefore
m3(z,0) > 2(4—80—32+20(0+2)—2(1—-0)(1-60—2)) =2(2—40—2) >0

for all z € (0,1 — 260). By using part (1) of Lemma 5.2 three times, we obtain
successively that mg(-,0) > 0, my(-,6) > 0, and m(-,6) > 0 on (0,1 — 20).
Hence hj(x,0) > 0 for z € (6,1 — 6) and so is Oph(z, ). O

5.2 About the eigenequations

We now make some comments about the eigenequations corresponding to Aq,
o and a7, and show the difficulty in the study of «.

For simplicity, consider a finite state space E. Recall that for a given Q-
matrix, (gi; : 4,j € E), we have a linear operator 2. It is well known that for
A1, we have a linear eigenequation

—Qf =M f, f # constant.

-6 9
Q:(l—e 9—1)’

the eigenequation becomes

In particular, for

{Q(fo—fﬁ = A1fo
(1=0)(f1 — fo) = M f1-

By a division of these two equations, we obtain an equation which is indepen-
dent of A1:
i 1-0
fo 0
Inserting this into the previous equation, we get A} = 1.
For the logarithmic Sobolev constant o, we have a non-linear equation

—Qf =oflogf, >0, 7(f>) =1
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For “two points” matrix, the equation becomes

0(fo— f1) = o folog fo
(1=0)(f1 — fo) = ofilog f1.

Again, by a division of these two equations, we obtain an equation which is
independent of o:
filogfi  1-0

fologfo 0
In general, it is quite hard to solve a non-linear equation. However, by using
log fo/log fi = —1 to eliminate the non-linear term, and using the constraint

7(f?) = 1, we obtain the required solution.
For the exponential convergence rate o, we also have a non-linear eigen-
equation (as used in §4)

—Qf — fQlog f =2a1flog f,  f>0, n(f)=1.

Note that one more non-linear term fQlog f appears and the left-hand side is
not linear with respect to 2. For “two points” matrix, the equation becomes

O(fo — f1 + folog(fo/f1)) = 2a1 folog fo
(1 =0)(f1 — fo+ filog(fi/fo)) = 20a f1log f1.

By a division of these two equations, we obtain

(1 —0)(f1 — fo+ frlog(f1/fo)) _ filog fi
0(fo — f1 + folog(fo/f1)) folog fo

Equivalently,
(1 —0)(1 — fo/f1 +1og(f1/fo)) _ log f1

0(1— f1/fo+log(fo/f1))  logfo

In view of the constraint 7(f) = 1, replacing f; with f;/7(f), the right-hand
side can be written into a more symmetric form

log(6 + (1 —0)fo/f1)
log(1 =04 0f1/fo)

Set z = f1/fo. Then the equation becomes

(1-0)(1—-1/z41logz) log(l—0+460z)—logz
0(1 —z—log=z) N log(1 — 0 + 62)

Thus,

1 log z (-0 -1/z2+logz) 1-06[ n z2+1/z—2
log(1—60+02) 0(1 —z —log ) 0 logz+2z—1]’
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or
log z z+1/z2—2
_ loez g _gitle=2
log(1— 60+ 6z) logz+2—1
This equation has a trivial solution z = 1 (corresponding to the constant
function f = 1), which is the exceptional case of # = 1/2 (in that case,

A1 =0 =a; =1). Since 0 € (0,1/2), the non-trivial solution z > 1 (cf. (17)).
Making a change of the variable z = 1 + z, the equation becomes

log(1 + x) a? ~1

— 4+ (1-4 =1, z€(0,67—1), 6€(0,1/2).
log(1+6x) ( )(1+:B)(x+log(1+x)) ( ) (0,1/2)
The numerical solution shows that the root x of this equation is decreasing in
0. In view of the expression of the equation, it seems easier to fix x and solve

the equation in . However, when x = ¢ — 1, the equation becomes
6

log (1 + (e —1)8)

Even for such nearly simplest equation, we still do not know how to find the

solution 6 ~ 0.267361. Due to these facts, we are unable to find the explicit

solution of a. Instead, we look for analytic upper and lower bounds with an
expression as simple as possible.

+(1-0(1-e)’=1

5.3 Proof of Theorem 1.1

First, we state an extension of Theorem 1.1. For the @-matrix

Q:<_b b>7 a7b>07

a —a
we have the following result.
Theorem 5.3 The constant «;(Q) satisfies
1 ab(a +b) 1/3 a—1b 1 2(a — )
= b — ——— | Sa1 < 5 b+ ——F—|.
2[&4— +< 2 ) +loga—logb U9 o +loga—logb
In this case, we have

2(a —b)
AM=a+b I Gl
1=0+5 loga — logb

Proof of Theorem 5.3. Since

(2 L) =@ (T i)

and the symmetry, we need only consider the Q-matrix given in (3). O

Next, we show that (10) is an improvement of (9). This is obvious for the
upper estimate and so we need only to study the lower estimate.
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Lemma 5.4 We have

— )\ /3 _
;{1+<9(12 9)> +10g20_123D}>;(x/§+\/1—0)2, 0 €10,1/2].

The sign of the equality holds if and only if at the end points § = 0,1/2.

Proof. It suffices to show that

_ _ 1/3
loggﬁ—fﬁ 1) > (9(12 0)> > (0(1 - 9))1/27 0 € (0,1/2),

and that the sign of the equality holds if and only if at the end points 6§ =
0,1/2. Tt is clear that the equalities hold at the end points. To prove the last
inequality, it suffices that

i S0(1—6), 6e(0,1/2).

This is again obvious. To prove the first inequality, it suffices that

21/3(1 — 26)

W > 10g(9_1 - 1), = (0’ 1/2)'

Let
_213(1—20)

RO
Since h(1/2) = 0, by part (2) of Lemma 5.2, it is enough to show that
on (0,1/2), we have b/ < 0:

log(6~! —1).

51420 —202 -3(0(1—0)/2)'/3

h/(0)2—21/ 3(6(1—9))4/3 )

In other words, we need to show that
14+20—202-3(0(1—0)/2)"3>0, 0€(0,1/2).
Making a change of the variable z = (§(1—6)/2)'/?, the left-hand side becomes
14+42° —32= (24 1)(22 — 1)%,

which is certainly positive on (—1,1/2). O

The remainder of this section is devoted to the proof of Theorem 1.1. The
proof is similar to the one given in [6] but is more complicated. First, we need
some preparation. Define a function f,(z,0) for = € (0,1) and 6 € (0,1/2) as
follows

% (0t 1)log 122 (21)

fa(z,0) = (ax + 0) log 2:(1 _ 10’

(1-2)
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where a = a(f) > 0 is a parameter to be specified later. Then

0z z(1—0)
Oz fal(z,0) = 20 —2) + alog =)
_az(l—x) — 0+ 20z — 2?
8§xfa(x?0) - :L'2(1 _ x)g :
Clearly, we have
a(6.6) =0, Ful=6,6) = (a—1)(1 ~20)log 1 (22)
20 —1 —40
00f4(6,6) = 0, 0:Fa(1=0.0) = g g +oalog 0 (23
a—1 1 1
97, fa(0,0) = 91— 0) O2pfa(1—0,0) = 00 —0) [a+ 3= 9(1_9)}7 (24)
and
1 1 1 a—1
foa<2, 9) =2(20 — 1) + alog (9 — 1), 6§xfa<2, 9) = 102
(25)
When
a€ (2¢/0(1-19), 1], (26)

there exist two roots of 92, fu(z,0):

20+a-— a2—49(1—9)>0 _29+a+\/a2—40(1—9)<1

= 21+ a) Zv 21+ a)

[\

Here the sign of the equalities holds if and only if @ = a(f) = 1. If

lim a(¢) = 0
lim a(6) = 0,

then in the extreme case that 8 = 0, we have 1 = zo = 0. If

lim a(f) =1,
0—1/2
then in the extreme case that § = 1/2, we have 1 = x93 = 1/2. In the last
case, the function f,(+,#) has uniquely the maximum 0 attained at 1 = x9 =
6 = 1/2. Note that if we take a(0) = 2,/0(1 — ), then we get again x1 = z».
In this case, the proof would become much simpler and we then obtain the
lower bound in (9).
Set

2(1 — 26)

"0 logle T 1)
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Then n(#) is increasing in 6,

élg(lj n(f) =0, egrlrbn(e) =1.

For 6 € (0,1/2) and a(f) € (21/6(1 — 6), n(d)], we have seen that

1
0<1:1<9:2<§<1—9, (27)

and
2, f2(0,0) <0, 02, fa((z1 +22)/2,0) >0, 92, fa(1—0,0) <0. (28)
It follows that the function f,(-,0) has the following properties.

e It is concave on (,x1), convex on (x1,z2) and then concave again on
(xg, 1-— 9)

o It starts from the local maximum f,(6,0) = 0 at 6, next decreases to the
minimum at a point z, € (r1,z2), then increases to a local maximum at
x* € (x2,1 — 0) and finally decreases again. In particular, the function
fa(+, 0) has negative value on (0, 0)U(0, x3)U(1—0, 1), where z3 € (x, z*¥).

e About z* (usually not explicitly known) which is determined by
Oz fa(x*,0) = 0, there are two cases.

(a) If Opfa(x2,0) > 0, then we indeed have z* € (x2,1/2] since
a(f) < n(0), hence 0, f,(1/2, 6) < 0 and furthermore 0, f,(-, ) < 0 on
(1/2,1). Otherwise, we have the case

(b) Oxfa(x2,0) < 0. Since z9 is the maximal point of 9, f,(+,6) on
(x1,1 — 0), it follows that O, fu(-,6) < 0 on (z1,1) and then on (6,1).
This means that f,(-,#) is non-increasing on (6, 1) with f,(0,6) = 0.

To have an impression about f,(-,0) and its first two derivatives, we fix
a = (6(1—0)/2)"/3 + (1 —260)/log(0~* — 1) and 6 = 0.3. Then z; ~ 0.339,
o & 0.455 and the pictures are shown by Figures 1-4.

0.2 0.4 0.6 8 1

Figure 1: The picture of f,(-,0.3).
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0.4 . 0.6
-0. 0001

- 0. 0002
-0. 0003
- 0. 0004
- 0. 0005
- 0. 0006
- 0. 0007

Figure 2: The picture of f,(-,0.3) on the smaller interval [0.2,0.6].

0. 004

0. 002

-0.002

-0. 004

Figure 3: The picture of 9, f4(+,0.3) on [0.2,0.6].

-0.02

-0.04

-0.06

Figure 4: The picture of 62, f.(+,0.3) on [0.2,0.6].

We can now state a description of a1(9).

Proposition 5.5 The exponential rate a;(f) in entropy is given by

20:1(0) — 1 = x*ﬁ:i*)/log m, (Figure 5)
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where z* is the solution to the equation

el (=) (o =)

+(1 9)log1 +910g9 0, re(0,1-0). (29)

0
1t

0. 8¢

0.1 0.2 0.3 0.4 0.5
Figure 5: The graph of 2a;(6) — 1.
Proof. Set a* = 2a1(0) — 1. Noting that the function jy defined by (18) is
positive on [0,1] \ {0}, by (16), (17) and (21), it follows that (z*,a*) is the

solution to the following equations:

fa(z,0) =0,
O ful,0) =0, € (6,1 0).

That is

(ax+9)log9((1 B+ (a+1)log iz =0,
(1 m)+alogx(1 2020 — 0, ze(,1-0).

0(1—z) —
From the second equation, we obtain

x—0 ) z(1—6)
a=———/log——=.
c1-2)/ %01 —2)
Inserting this into the first equation, it follows that z* is the solution to the
equation (29). Then we obtain the required assertion. [

Proof of Theorem 1.1 (a) The proof of the upper estimate is now easy.
By (16), we need to show that

_ o 2(1-20)
octon "0 MO G

for 6 € (0,1/2). Equivalently, with a = n(6), the inequality

fa(x,0) >0
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holds for some z € (0,1 — 0) since f, < 0 on (0,0) U (1 —6,1). Noting that
the equation

_x—40 o xz(1—0) .
AT e LAY,

has only one solution z* = 1/2 (independent of 6), it suffices to show that

1 1—20 1
f“<2’9> - <1og<1/9— nt! ‘9) 850 —g)
1-—260 1
’ <log<1/0 " 9) 8 29
>0

for all 6 € (0,1/2). Equivalently,

(1 —26)log 10 +log(6' —1)[flog(0~" — 1) — log(2(1 — 9))] > 0.

_
(1-0)
By change of the variable § = 27! — z, the condition becomes

1. 1422 1422
= —92zlog(1 — 42%) — =1
9(2) zlog( z%) 5108 T~ 2,

>0, ze(0,1/2). (30)

log(1 — 42?) + 2zlog

The graph of the function g is quite smooth. It starts from 0 at the origin,
and then increases to infinity at 1/2 (see Figure 6). The Taylor expansion of
g at 0 is as follows.

64 . 512 , 18044 ,, 219136 5 2757025792 5 11337728 ,, »
N 19 .
57 637 Tsas ¢ T 1ass ¢ T amaomas C soo5 ¢ 1O (=°)

The coefficients in the series above are all positive. Hence, there is nothing to
be worried about small z.

.07
06
05
.04
03
.02
.01

O O O oo o o

001 0.2 0.3 0.4 0.5

Figure 6: The graph of the function g in (30).



724 Mu-Fa CHEN

(b) To prove the lower estimate, let

o(1—0)\ /3 1-26
a<0):< ( 2 )> T log@ T —1)°

Then a(f) € (24/6(1 — 6), n(d)) for § € (0,1/2),

li 0)=0 li 0)=1.
01—%@( ) =0, e—lg}za( )

Note that 0, fq(z2,) has a root at 6y ~ 0.00118437 (see Figures 7 and 8).

0. 05
0. 025

-0.025
-0.05
-0. 075
-0.1

Figure 7: The graph of 9, f,(x2,) on (0,0.5).

0.05

0001 0.002 0.003 0.004 0.005
-0.05

-0.15

Figure 8: The graph of 0, f,(x2,-) on (0,0.05).

Thus, it suffices to show that

(a(0)x™ + 0) log H + (a(f) + 1) log 1112*

<0, 0 € (6p,1/2), (31)

where z* is the solution to the equation

r(1-0) x-0
“O) s gy = s ey

. <29 +a(0) + \/a(0)2 — 46(1 — ) 1)‘

2(1 + a(0)) ' 2
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Because z* satisfies (11), we can simplify (10) as follows.

LA 1+(a(9)+1)1_$ log L%

1/2
2(0) ~ g% T <0, 0 € (00,1/2), (33)

This is checked by using computer as shown in Figures 9 and 10.

-0. 0001

- 0. 0002

- 0. 0003

-0. 0004

- 0. 0005

Figure 9: The graph of the function in (33).

0.42 O ~76 0.48 0.5
-2.10°10

-4-101°
-6-10"1°
-g-10"%°
-1-107°
-1.2-107°

Figure 10: The graph of the function in (33) on [0.4,0.5].

Since our estimate is sharp at 1/2, the function tends to zero rapidly as § —
1/2.

Alternatively, to avoid solving the non-linear equation (11), one may check
directly that

—0) 1—=z

0)+1)1
+ (a(f) + )og1_9<0

k(z,0) := (a(f)x + 0) log z((i_x)

for all 6 € (6p,1/2) and

e (29+ a(0) + /a(0)2 —40(1 — 0) 1>'

2(1 + a(0)) "2
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0. 499992 0. 499994 0. 499996 0. 499998

N\

Figure 11: The graph of the function k(-,0.48) on [0.49998, 0.500001].

As an example, the picture of k(-, 0.48) on [0.49998, 0.500001] is given in Figure
11. The maximum point is z* &~ 0.4999989 very close to 1/2; and the maximum
is approximately —2.0678 x 1015, nearly zero but negative. [
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ABSTRACT. The aim of this paper is to study the spectral gap and the logarithmic
Sobolev constant for continuous spin systems. A simple but general result for
estimating the spectral gap of finite dimensional systems is given by Theorem
1.1, in terms of the spectral gap for one-dimensional marginals. The study of
the topic provides us a chance, and it is indeed another aim of the paper, to
justify the power of the results obtained previously. The exact order in dimension
one (Proposition 1.4), and then the precise leading order and the explicit positive
regions of the spectral gap and the logarithmic Sobolev constant for two typical
infinite-dimensional models are presented (Theorems 6.2 and 6.3). Since we are
interested in explicit estimates, the computations become quite involved. A long
section (Section 4) is devoted to the study of the spectral gap in dimension one.

1. Introduction. The local Poincaré inequalities (equivalently, spectral gaps)
and logarithmic Sobolev inequalities for unbounded continuous spin systems have
recently obtained a lot of attention by many authors [1]-[11]. For the present
status of the study and further references, the readers may refer to the compre-
hensive survey article [7]. In the most of the publications, the authors consider
mainly the perturbation regime with convex phase at infinity. More recently, the
non-convex phase is treated for a class of spin systems based on a criterion for
the weighted Hardy inequalities.

The main purpose of this paper is to propose a general formula for the local
spectral gaps of continuous spin systems. Let us start from finite dimensions. Let

2000 Mathematics Subject Classification. 60K35.

Key words and phrases. Spectral gap, logarithmic Sobolev constant, spin system, principle
eigenvalue.
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U € C=(R") satisfy Z := [, e”Yda < oo and set duy; = e~Ydx/Z. Throughout
the paper, we use a particular notation Ty = (T, ey Tim 1y g1y e, Tp) €
R"~! obtained from x := (z1,22,... ,2,) € R" by removing the ith component.
Clearly, the conditional distribution of x; given x\; under p;; is as follows:

uxU\i(da:i) = e_dei/Z(a:\i), (1.1)
where Z(z\;) = [p e~U@)dz;. The measure ,uf]i is the invariant probability
measure of the one-dimensional diffusion process, corresponding to the operator
L)Y = d?/da? — 9;U d/du;.

Let L = A—(VU, V). Recall that the spectral gap A1 (L) = A1(U) is the largest
constant x in the following Poincaré inequality

Var,, (1) < [ VP = D). f € G, (1.2)

n

where Var,, (f) is the variation of f with respect to j;; and C§°(R™) is the set
of smooth functions with compact supports.

Denote by )\gf\i’ =)\ (Lf\i) the spectral gap of the one-dimensional operator
LN

1

A Var e (0 < [ P, T e CRR), (13)
R
Then, we can state our variational formula for the lower bounds of A\ (U) as
follows.
Theorem 1.1. Define
(ﬁégs(U))“

)

_{Af\i, ifi=j
~loyu, iy

where (Hess(U))i; = 05U := 0°U/0,,0,,. Then we have

M (U) = inf Apin (Hess(U)(z))

rER™
> inf sup min (A7 - g_raijU<x>|wj/wi>, (1.4
J a7

where w = (w;)?"_, varies over all positive sequences.

Setting w; = 1 in (1.4), it follows that

M(U) > inf min <)\f\"— > \aijU(x)) > min [ inf A7V — ) \aiquoo}

z€R™ 1<i<n L 1<i<n | z€Rn L
Jij#i JigFi

The last lower bound is more or less the estimate given in [5] and [7], goes back
to [3].
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The supremum over w in (1.4) comes from a variational formula for the princi-
pal eigenvalue of a symmetric Q-matrix (cf. §3 for more details). The use of the
variational formula is necessary, since the principal eigenvalue is not computable
in general for a large scale matrix.

The essential point for which (1.4) is valuable is that we now have quite com-
plete knowledge about the spectral gap in dimensional one. For instance, as a
consequence of part (1) of Theorem 3.1 in [12], we have

AV > > sup xuéfR{amU(x) ) —f@(;lj)(:r)f’(xi) }, (1.5)

where f varies over all positive functions in C?(R). In particular, setting f = 1,
we get
AV > inf 0,U (x). (1.6)
z; ER

When 9;;U(z) = u”(x;) for some u € C?(R), independent of 4, (1.6) leads to the
so-called convex phase condition “inf,cg v’ (x) > 0.” Since a local modification
of u does not change the positiveness of A1, the convex condition can be replaced
by lim u”(x) > 0 (i.e., the convexity at infinity) as proved in [12; Corollary
3.5], see also Theorem 4.1 below. However, the last condition is still not necessary
as shown by [12; Example 3.11 (3): u/(z) = yz(y + cosz) ™! for some v > 1] and
[5; Proposition 4.4] (see also Example 2.5 below). A more careful examination of
spectral gap in dimension one is delayed to §4.

It is possible to avoid the use of test functions w and f in (1.4) and (1.5),
respectively. To see this, we introduce an explicit lower estimate of A\;(U). For
this, we need additional notations. Choose a practical nf\i < /\gf\i, as bigger as
possible, and define

si(x) =m; " — 2554 103U (), s(z) = minigicn si(2),
gi(x) =n; " — s(x), di(z) = Si(m) - S(x),
1
A:0£AC{1,2,... n} ] \ = ( ) e ¢A qu )]
v =0, (1.7)

where a V b = max{a, b} and |A| is the cardinality of the set A.
Theorem 1.2. We have

A(U) > inf {s(m) + WO () } (1.8)
~ zern | T 1+1-hO@)2S :

A close related topic to the Poincaré inequality is the logarithmic Sobolev
inequality with optimal constant o(U):

o(U)Ent,(f*) <2D(f), f € 2(D), (1.9)
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where Ent, (f) = p(flog f) — p(f)logu(f) for f > 0. Correspondingly, we have
the conditional marginal inequality for u?]\i, given z\;, with optimal constant o\

o™ Ent -\, (f) < / PPl feCR(R). (1.10)
U R

We can now state a very recent result due to [8; Theorem 1], which is consistent
with Theorem 1.1.

Theorem 1.3. The logarithmic Sobolev constant o(U) > Apin(A), where the ma-
trix A = (A;;) is defined by

L { inf, o™\, if j =i
Y —sup, |0;;U (2)]. if j # 1.

In view of the above results, it is clear that the one-dimensional case plays a
crucial role. In that case, a representative result of the paper is as follows.

Proposition 1.4. In dimensional one, replace U with ug, 4 () = zt — B12? + Bax
for some constants 31 > 0 and 55 € R. Then we have

1 .
4ettexp | — 16% +2log(1+61)| > 1[1315)\1(“,31,/32)

> info(ug, 4,)

> Vﬁ%;f_ﬂl exp [— %51 (81 +/82 +8)]-

In particular, infg, A1(ug, 5,) and infg, o(ug, 4,) have the same order as
exp[—/3?/4 + O(log B1)] as B — <.

The exponent 3?2 /4 here equals, approximately as 8; — oo, the square of the
variance of a random variable having the distribution with density exp[—z* +
B122]/Z on the real line.

The remainder of the paper is organized as follows. In the next section, we
study an alternative variational formula for spectral gap. This is especially mean-
ingful in the context of diffusions. The proofs of Theorems 1.1 and 1.2 are com-
pleted in §3. The one-dimensional spectral gap is the main topic in §4. The
logarithmic Sobolev constant is studied in §5, in which Proposition 1.4 is proven.
Even though the explicit and universal upper and lower estimates, as well as the
criteria, for the spectral gap and logarithmic Sobolev constant are all known (cf.
[13; Chapter 5, Theorem 7.4] and §4 below), it is still quite a distance to arrive
at Proposition 1.4. Actually, we study this model several times (Examples 4.3,
4.6, 4.9, 5.3, and Proposition 4.7) by using different approaches. Thus, a part of
the paper is methodological, it takes time and space to make some comparison
of different methods. Two typical infinite-dimensional models are treated in the
last section.
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2. Alternative variational formula for spectral gap. Let (E,&,u) be a
probability space and L?(u) be the ordinary L?-space of real functions. Corre-
sponding to a p-reversible Markov process with transition probability P(¢,x,-),
we have a positive, strongly continuous, contractive and self-adjoint semigroup
{P,}+>0 on L?*(u) with generator (L, Z2(L)). Throughout this section, (-,-) and
||| denote, respectively, the inner product and the norm in L?(11). By elementary
spectral theory, we have

%(f—Ptf,f)T some D(f, f) = D(f) < o0 as t | 0. (2.1)

Set 2(D) = {f € L*(u) : D(f) < oo} and define D(f, g) = (D(f+9)—D(f—g))/4
for f,g € 2(D). Then, (D, Z(D)) is a Dirichlet form. Moreover,

The formula in (2.4) below goes back to [14].

Theorem 2.1. The spectral gap A\1(L) is described by the largest constant x in the
following equivalent inequalities.

wVar, (f) < D(f), fe2(D), (2.3)
kD(f) <IILSI?,  fe2(L). (2.4)

Proof. Let {E4)}a>0 be the spectral representation of L. Then L = — fooo adF,,.
The optimal constant x in (2.3) is known to be Ay = \;(L). Note that

ILFII* = (Lf, Lf)
= (f,L*f)

(1 e

:/Ooa2d(Eaf7f)

0

:/ azd(Eaf,f)>)\1/ ad(Esf, f)
A

1 A1
= [ adEr
= Al (f7 _Lf)
= MD(f).

Because the only inequality here cannot be improved, the largest constant x in
(2.4) is also equal to A;. O
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Remark 2.2. Actually, it is known and is also easy to check that (2.3) is equiv-
alent to the correlation inequality

M(D)ICovu(f.0) < (DND(9)'%, f.g€ 2(D), (2:5)
where Cov,(f,9) = p(fg) — n(f)p(g) and pu(f) = [ fdu. See the comment below
Proposition 3.2 for a proof.

Before moving further, let us mention that the above proof also works for the
principal eigenvalue. In this case, L1 # 0 and p can be infinite. Then the principal
eigenvalue A\g can be described by the following equivalent inequalities.

MWF
RD(f)

D(f),  fe2(D),
ILFI2, fe2(L). (2.6)

A //\

The formula (2.4) is especially useful for diffusion on Riemannian manifolds.
Thus, the next result is meaningful for a more general class of diffusion in R™ by
using a suitable Riemannian structure.

Corollary 2.3. Let L = A—(VU, V) for some U € C>=(R") with Z := [, e Vdx
< oo and set p(dz) = e Ydz/Z. Then

ILf|* = /R [Z(aijf)Q + (Hess(U)V £,V f)|du, feCE(RY), (2.7)
2]
where (-, ) stands the usual inner product in R™. In particular, we have

M(U) > wignﬂ{ﬂ Amin (Hess(U)(z)), (2.8)

where A\pin (M) is the minimal eigenvalue of the matrix M.

Proof. The proof of (2.7) is mainly a use of integration by parts formula. Because

Lf=>, ((%L-f - &-U@if), we have
(VEVLE) =Y 0if Y 0i(0uf —0U0if) = 0;f(0sj f — 05 fOU =0 fO3;U).
J i 1,5

Next,
/ Zé?fz Dii;f — 01 FOU e / Zafz(a(awfe ")
-z [ X e
- [ S @sn e
,J
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Noting that p is a probability measure and the diffusion coefficients are constants,
the Dirichlet form is regular (cf. [12; condition (4.13)] for instance). Actually, the
martingale problem for L is well posed. Thus, LCG® (R”) C Oy (R”) C 2(L),
and so

HLf\QZ/an'Lfduz—/HWLf,Vf)du, f e oz (RY).

Combining these facts together, we get (2.7).
To prove the last assertion, applying Theorem 2.1 and (2.7), we get

R TS
FED(L), f+# const D(f)
R 1

feCs (R™), f# const D(f)

inf / (Hess(U)V f, Vf)du/D(f)

fEC“(]R”) f# const
> me Amin (Hess(U)(z)). O
we n

M(L) =

WV

Remark 2.4. Actually, under the assumption of Corollary 2.3, the Bakry-Emery
criterion (cf. [14] or [7; Corollary 1.6]) implies a stronger conclusion:

o(U) =z inf Apin(Hess(U)(z)). (2.9)

z€R

A simple counterexample for which (2.8) and (2.9) are not effective is the
following. This example also shows that (1.4) is an improvement of (2.8).

Example 2.5. Consider the two-dimensional case. Let
U(z) = z1 + 23 — B(2F + 23) + 2J2122

with constants 8 > 0 and J € R. Then inf,cg2 Apnin(Hess(U)(z)) < 0 and U is not
convex at infinity, but A1 (U) > 0 in a region of (3,J) C R x Ry.

Proof. First, we have

2 _
Hess(U)(z) = <12x12J 2 1296%2{ 25) .

. C1 2J
A_<2J CQ)’

we have Ay, (A4) =271 (01 +cog — \/(01 — )2 +16J2 ) Hence

Because for the matrix

Amin (Hess(U)(x)) = 2 min { (23 +a23) — B — \/9 L2 }

T1,T2
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Setting 1 = 22 = 0, we get

inf Amin(Hess(U)(2)) < =2(8 + [J]) <0.

z€R
Next, since
3—V9+ J222
lim (3%%—,@— 9$%+J2> = lim#—ﬁ:—ﬂa
|z1|—00 z—0 4
we have

lim Apin(Hess(U)(x)) < lim Amin (Hess(U)(z)) < =28 < 0.

|z|—o00 22=0, |z1| =0

This means that U is not convex at infinity. The last assertion of the example is
the one of the main aims of this paper and it is even true in the higher dimensions
(cf. Theorem 6.3 below). O

3. Proofs of Theorems 1.1 and 1.2 and some remarks. As a preparation,
we prove a result which is an improvement of (2.8) and [7; Proposition 3.1]. We
adopt the notation given in §1.

Proposition 3.1. We have

M(U) > nf Auin (Hess(U)(x)). (3.1)

Proof. First, applying Theorem 2.1 and (2.7) to the ith marginal, we have
[ 10 + @@y >0 [ @upiaug, fecE®). (32

Next, denote by Hesso(U) the symmetric matrix obtained from the Hessen matrix
Hess(U) replacing the diagonal elements with zero. Then, by (3.2), we have

/n [Z(&‘jf)z + (Hess(U)V , Vf>] dugy

>y / { JACTE (3iiU)(8¢f)2]duzUi}duU -3 [ [@a)@P)dn
+ [ Wess@)V LV )

= / n {A”f\i / (3if)2dﬂ(x]\i}duu 4 / (Hesso(U) V1, Vfﬂ duy

— Z /R ) AV (0 f) 2 Ay + /R ) (Hesso(U)V £,V f)dpy

- /n<ﬁé§s(U)Vf, Vduy

> inf Amin(ﬁTaEs(U)(x))/ IV £I2duy, f e Cge(RY). (3.3)
reR” R
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Now, the required assertion follows from the proof of the last assertion of Corollary
2.3. O

From the proof of Proposition 3.1, it is clear that the only argument where we
may lose somewhat is the first inequality of (3.3), since the terms >, (9;; f )? are
ignored there. Hence the estimate (3.1) is mainly meaningful if the interactions
are not strong. The interacting potentials considered in this paper are rather
simple; for general interactions, one needs some “block estimates” which are not
touched here, instead of the “single-site estimates” studied in this paper.

The shorthand of (3.1) is that the minimal eigenvalue Apin (ﬁ—égs(U )) may not
be computable in practice. For this, we need the second variational procedure.
To do so, let s = min; {)\gf\i =Dt 0;;U|} and define

- { 0,01, ifi#j
Qlj N S—)\Cf\i, le:]

Then, @ := (¢;j), depending on z, is a symmetric @-matrix, not necessarily
conservative (i.e., > i < 0).

Proof of Theorem 1.1. The first estimate in (1.4) follows from Proposition 3.1.
Next, by [15; Theorem 1.1}, we have

Amin(—Q) = sup min [ — Qu/w] (4), (3.4)

w>0

where Qu(i) =, ¢i;jw;. We remark that the sign of the equality in (3.4) holds
once @ is irreducible (cf. [15; Proposition 4.1]). Noting that for every symmetric
matrix B = (b;;) with nonnegative diagonals and any vector w, we have

(w, Bw) = Zbiiwiz + QZbijwiwj > an’w? - 22 |bijwiw;| = (|w], Blwl),
i i#£j i i#£j

where B = (bij) = bii = byi, bij = —|bsj| for i # j and |w| = (Jw;]). Letting w* be
a vector with (w*, w*) = 1 such that Ayin(B) = (w*, Bw*), it follows that

)\min(B) 2 <‘w*’7B|w>k‘> 2 )\min(B)<‘w’*7 "UJ’*> = Amln(B)
Based on this fact and as an application of (3.4), we get

)\min (IjI—ETS/S(U) (I)) > )\min (dla‘g(s) B Q)

=s+ )\min(_Q)
=S+ Igjlg%(ﬁlzln |:— S+ )\1\i — Z qijwj/wi]
jiii
. T\ ;
= maxmin |:)‘1\ -> qijwj/wi]- (3.5)

J:gF
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Combining this with the first estimate in (1.4), we get the second one in (1.4),
and so complete the proof of Theorem 1.1. O

Proof of Theorem 1.2. In the above proof, replacing /\Cf\i, s and g;; with nf\i, s(x)
and g;;(x), respectively, but keep ¢;; (i # j) to be the same, we obtain

Nusin (Hoss(U)(2)) > 5(2) + Ausin (~ Q).

By Proposition 3.1, it suffices to estimate Apin(—@Q(x)). Note that Amin(—Q(z))
is nothing but the principal (Dirichlet) eigenvalue of Q(z), often denoted by
Ao(Q(z)). Because Q(x) is symmetric, and so its symmetrizing measure is just
the uniform distribution on {1,2,...,n}. Now the conclusion of Theorem 1.2
follows from [16; Theorem 1.1] plus some computations. [

We conclude this section with some remarks.

Let d; = —qi; — Zj# ¢ij- By setting w; = constant in (3.4), it follows that
Amin(—@®) = min; d;. The sign of the equality holds if (d;) is a constant. Other-
wise, this well-known simplest conclusion is usually rough. For instance, take

Then Amin(—Q) = 2 — /3 > 0 (the equality of (3.4) is attained at the positive
eigenvector w = (2 +3,14++3, 1) but min; d; = 0. This shows that the use of
the variational formula (3.4) is necessary to produce sharper lower bounds.

When 0;;U < 0 for all i # j, then Ifegs(U) = diag(s) — @, and so the sign of
the first equality in (3.5) holds. In this case, the estimate (3.5) is quite sharp,
since so is (3.4). However, for general 0;;U (i # j), the lower bound in (3.5) may
be less effective but we do not have a variational formula as (3.4) in such a general
situation. -

For a given symmetric matrix B = (b;;) (Hess(U), for instance), the classical
variational formula, which is especially powerful for upper bounds, is as follows.

)\min(B) = inf { Zwibijwj . Zw? = 1}
(2]

i

2,7

i jiji i

For a given symmetrizable (-matrix (¢;;) with symmetric probability measure ,
set

D(f) = 5 S maas(fy — 17 + 3 i 2,
i, i
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where d; = —q;;—) i Qi B8 defined before. Then, an alternative formula of (3.6),
in terms of the Donsker-Varadhan’s theory of large deviations, goes as follows.

Amin(—Q) = mf{ Zuzﬂ = 1}
= inf {D Vda/dp) Zaz—l}
= {I +Zazd Za,_1}
{_ggga,%( w3 s Zaz_l}

0{ %:(\/qu Vaidsi) —i—Zad Zal_l}

inf

Q =
Vv
o

in
a

\\/

(3.7)

where I is the I-functional in the theory of large deviations. Refer to [17; Proof
of Theorem 8.17] for more details. In other words, the large deviation principle
provides an alternative description of the classical variational formula, but not
(3.4), for which one needs a variational formula for the Dirichlet forms (cf. [15]).

Finally, we remark that the proof of Proposition 3.1 can be also used in the
study of other inequalities. The details are omitted here since they are not used
subsequently (cf. [7]). The next one is a partial extension of (2.5).

Proposition 3.2. Under the assumption of Corollary 2.3, we have for every invert-
ible, nonnegative and diagonal matrix D, the largest constant «:

1/2
K| Cove (.9)] < ( [ 1pvsian, [ ID_lvflzduU> |

f.g € C5°(R™) (3.8)
satisfies A -
K > inf Ayin (D Hess(U) D™ (), (3.9)

where Apin(M) = max{c: M > cId}.

Before moving further, let us make some remarks about the proof of Proposition
3.2. Note that

[1091Pan = [0*9 1.5 1)

which is the Dirichlet form corresponding to the diffusion operator with diffusion
coefficients D? and potential U. Denote by \; (DQ, U) the spectral gap of the last
operator, then we have

|Coviu(f,9)|” < Var,(f)Var,(g)
1

<
S\ (D2,U) M (D2 U

) / (D*V£.% f)du / (D2Vg. Vo).
(3.10)
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Hence, we obtain a lower bound of the optimal constant in (3.8):

k> /M (D2,U) M (D-2,0). (3.11)

The proof is quite natural. Furthermore, by setting D to be the identity matrix,
we obtain (2.5) with sharp constant. However, the estimate (3.11) is usually not
sharp in the general case. Note that the sign of the last equality in (3.11) holds if
f and g are the correspondent eigenfunctions with respect to the operators, but
the sign of the first equality in (3.11) holds iff f and g are proportional almost
surely (due to the use of the Cauchy-Schwarz inequality). This can happen only
if D is trivial: all the diagonals of D are equal.
A better way to study (3.8) is using the semigroup’s approach. Write

Cov,(f,9) = /(f — u(f))gdu

__/</OOO (iPJdt)gdu
:_/Ooo </gLPtfdu>dt
_ /0 - ( / (VP J, Vg>d,u>dt.

Now, as a good application of the Cauchy-Schwarz inequality, we get

00 /2 1/2
contra < | [ ( [iovnstan) e ([ipvapan)

The problem is now reduced to study the decay of [|DV P, f[>du in ¢ (cf. [7]).
Similarly to Proposition 3.1, as checked by Feng Wang in 2002, we have the
following result which improves (2.9), but may be weaker than Theorem 1.3.

1

Proposition 3.3. Under the assumption of Corollary 2.3, we have
o(U) = inf Apin (Hess(U)), (3.12)
xr

where o PR
S B i if j =1
(HeSS(U))ij B { (Hess(U))i; if j #1,

(™\i is the optimal constant in the inequality

¢ / F(@:log f)Pdpp* < / ST (log f)duy,  0<feCFE(RY), (3.13)

and

T'(f) = (0iif)* + (0:U)(0: f)*.
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4. One-dimensional case. Explicit estimates. The operator now becomes
L = d?/da? — o/ (x)d/dz. Write b(z) = —u/(z). Then b must have a real root.
Otherwise, without loss of generality, let v’ > & > 0. Then —u is strictly decreas-

ing, and so
0 0
oo>Z::/e_“>/ e_“>e_“(0)/ 1 = o0,
R —o0 oo

which is a contradiction.

Unless otherwise stated, throughout this section, we consider the operator
d? d
L= — + b(r)—.

Assume that a € C(R), a > 0 and Z = [, e“(®) /a(z) < oo, where C(z) = [ b/a.
Define p(dz) = (Za(z))~'e®dz. Recall that

M(L) =inf{D(f) : f € C'(R), u(f) =0, u(f*) =1},

where D(f) = [ af*dpu.

Let 0 be a fixed real root of b. Choose K = Ky € C(R\ {0}) such that K is
increasing (i.e., non-decreasing) in « when |z — 6| increases, K (0 +£0) > —oo, and
IMoreover

K(r) < x:i(igcn_fr)>0 [ —b(z)/(z — 0)] for all £(r — ) >0, (4.1)

where and in what follows, the notation “+” means that there are two cases: one

takes “+7 (resp., “—") everywhere in the statement. Define
"u—0
F(s) = F"(s) = / — [K(r) = K(u)]du, s, r €R, (4.2)
o a(u)

(s — 0) exp[—F(s)]

0+(K)= su K(r inf < 4.3
+(K) r;:l:(r—p9)>0 ( )s:i(r—9)>:|:(s—9)>0 Jy exp[—F(u)]du (4.3)
> sup K(r)exp[—F(r)]. (4.4)

ri+(r—60)>0

The next result is a modification of [12; Corollary 3.5]. It is specially useful for
those b growing at least linear.

Theorem 4.1.
(1) By using the above notations, we have

(L) > 84 (K) A6 (K, (4.5)

(2) Suppose additionally that K is a piecewise C''-function, then we have

51 (K) > K(ry)exp [— /9 = ( /9 ’ ﬁdu)dK(w)], (4.6)
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where
u—0

ry = +oo, if ngloo K(r)/@ Tu)du <1, (4.7)

and otherwise, r, is the unique solution to the equation

"u—0
K(T‘)/g Wdu =1, +(r—6) > 0. (4.8)

Proof. (a) First, consider the half-line (6, 00). Assume that K(r;) > 0 for some
r1 € (0,00). Otherwise, (4.5) becomes trivial. Fix r = r; and define

fo@) = [ dyesl-Flyar),  a>0.
0
Then, we have f, >0 on (0,00), f4(0) =0, fi () =1 and

Ji(z) =exp[—F(z Ary)] >0,

-0
" (x) = _"Z(x) [K(ry) — K(zAr)]fi(z) <0, o3>0
Since a € C(R), a > 0, K € C(R\ {0}) and K(6+) is finite, we have f, €
C?(0, ).

Next, because K is increasing on (f,00) and K(z) < —b(x)/(x — ) for all
x > 0, we have

—(aff +bf ) (@) = {(z = O)[K(r)) — K(z Ary)] = b(z) } [ (@)
> {(z = 0)K(r) — (z - 0)K(x) — b(x) } f, ()
> (z—0)K(ry) fl(z), z>0. (4.9)

Since f7 < 0, f| is decreasing. By the Cauchy mean value theorem, it follows
that (x — 0)/f+(z) is increasing on (0, 00). Hence, by (4.9), we obtain

— M T il r)fi(z) = =0 r)fr(r
B @) > LSRG @) = SR ),
x>y (4.10)

Combining (4.9) with (4.10), it follows that

[a YHOfL
I+

By (4.3), we have thus obtained

[_a THbfL
[+

inf

o (s=0)fi(s)
inf } > K(r,) inf ~——27

se(@,ry) f+($)

inf
>0

} > 6, (K). (4.11)
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(b) Next, consider the half-line (—o0,6). The proof is parallel to (a). Let
K(ry) > 0 for some r; < 0. Fix r = r; and define

f;uw:AiMamkF@vrm, r <o,

Then f_ < 0on (—00,60), f_(0) =0, f~ >0, f () =1 and
x—0
afx),
for all x < 6. Moreover f_ € C?(—00,6). Then
—(af” +bf ) (2) = {(z = O)[K(r) — K(z Vry)] = b(x) } f ()
<A{@—0)K(r) - (z - 0)K(x) - b(x) } f ()
< (x—=0)K(ry)f (x), z < 0.

f(x) == [K(r) = K(zVr)lfi(z) 20

Since f_ < 0 and f” > 0, we have
afﬁ—i—bf’_] ry—0 ry—0
— | |@) > = K(r)fL(2) = =
[ f- f=(r1) n f=(r1)
Combining the last two inequalities with (4.3), we get
af’ + bf’_] (s —0)f"(s)
———— | > sup K(r inf —————~
[ f- r, <6 (ry) s€0r)  f-(s)
Finally, let f = f11jg, o) + f-I(—s0,0)- Then f € C?(R) and

1 b / 1 b / Z b /_
i | - L5 o= [ -5 )] a [ -

> 6, (K) Ad_(K).

K(ﬁ)fi(ﬁ): T <y

inf
<6

= 0_(K).

The estimate (4.5) now follows from the last assertion of [12; Theorem 3.1].
(c) To prove (4.4), noticing that K is monotone, we may apply the integration
by parts formula and rewrite F' as follows.

HM=L”“9WM—wau

a(u)
:K(r)/e Z(_u)edu—/e K(u)d(/@ Za(_z)edz>
—/GTK’(u)</9u Za(_zfdz>du, r#0. (4.12)

By the assumption on K, it follows that F' > 0, F(r) is increasing in r as |r — 6
increases. Hence, by (4.2), we have

0+(K) > sup K(r inf exp|—F(s
+(K) A ()s:i(r—9)>:t(s—0)>0 [—F(s)]

= sup K(r)exp[—F(r)].
ri+(r—60)>0
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The proof of (4.4) is done.

(d) The second part of the theorem is to compute sup,. .o G(r), where G(r) =
K(r)exp[—F(r)]. The answer is given by (4.6). To do so, first consider the
half line (0, 00). Because K is a piecewisely C!, we may assume that (0, oo) =
U;(ci, di], K € CY(ciyd;) and K’ > 0 on (¢;,d;) for every i. By (4.12), we have
for every i,

G'(r)=K'(r) [1 — K(r) /97’ l;(_u)edu] exp[—F(r)], r € (¢, d;). (4.13)

Let lim, o K(r) f; Z(_u) < 1 and set 6, = inf {r>6:K(r)>0}. Note that
K is increasing, K > 0 on (9+, ), and so K(r fg du is strlctly increasing

(é+, ) but is less or equal to zero on (9,0+) When 0 < 9+. It follows
that K(r f@ edu < 1 for all » € (,00). By (4.13), we have G'(r) > 0 on
every (c;,d;) smce so does K'(r). This fact plus the continuity of G' implies that
sup,sg G(r) = lim, o G(1).

Otherwise, we have

"u—0
limKr/ ——du>1 and
") J, “atw)

r—>00
9+ -1 . A
—0< (fy* 2=bau) 0 <dy
lim K(r
o0t " <oo—<f9“—_9du)_1 if . =6
- 0 a(u) + - Y

a(u)

1
Since K (r) is increasing and ( fp & du) is strictly decreasing, the curves K(r)

1 -
and ( fe (@) 6'du) must have uniquely an intersection on (9+,oo), or equiva-
lently on (6, 00). So we have sup,.y G(r) = sup,. 5, G(r) = G(ry,), where r_is
the unique solution to the equation (4.8).

The proof of the assertions on (—o0, 6) is parallel. O

The next two examples illustrate the applications of Theorem 4.1, and are
treated several times in the paper.

Example 4.2. Let u(z) = az? + B for some constants o > 0 and 3 € R, and
a(x) = 1. Then we have A\i(Lqy, 3) = 04 (K) A 0_(K) = 2 which is exact.

Proof. Since —b(x) = —2ax — 3, we have root § = —(/(2«), and so —b(x)/(z — 6)
= 2a. Thus, K(r) = constant 2«. By (4.3), we get 0+ (K) = 2« as claimed. It is
easy to check that the estimate is exact, since the corresponding eigenfunction is
linear. O

Example 4.3. Let u(r) = z* — B12? + Box for some constants (1,32 € R and
a(x) = 1. Then we have

2 _
ML) 2 000 W0 (1) > V2= P [ 2 (514 57+ 2)|



744 MU-FA CHEN

uniformly in 5. When 85 = 0, we have
VB2 +8— 1
ML) 2 54(8) N6-(8) > Y EZ P oy | L (514 3245 |

Proof. First, we have b(z) = —u/(z) = —4x3 + 2812 — 3. Let 6 be a real root of
u’. For instance, we may take

0 if Bo=0
1/3
_(%) if B =0
9= 2 _gl Sinh(%arc sinhC) if 61 <0

2 % sgn (C) cosh(%arc cosh(sgn (C) C)) if 54 >0and |C|>1

® % cos(%qu %arecosC’) if 1 >0and |C] <1,
3/2
where C' = (3, (ﬁ) . The reason we choose 47/3 rather than 0 or 27/3 in the

last line is for the consistency of the case f5 = 0. However, in what follows, we
will not use the explicit formula of 6, we are going to work out only the estimate
uniform in 6. Because

;b(”’g =4(x —0)% +120(x — 0) + 1202 — 26, = 4(x + 0/2)> + 36% — 231,
we obtain
nf —b(z) { 4(r +6/2)% + 302 — 24, if r>-6/2
a>r g —0 360% — 28, if r<—0/2, r>=0.
L —b(z) { 4(r+6/2)2 +30% — 26y, if r< —6/2
a<r x —0 3602 — 23, if r>-0/2, r <.

Naturally, one may define K(r) as the right-hand sides, but then the computa-
tions for the lower bounds of 4 (K') become very complicated. Here, we adopt a
simplification. Set r, = r — 6. Because

A(r+6/2)* +30% — 281 = 12(0 +19/2)* + 15 — 261 = 15 — 251,
30% — 283, > 90%/4 — 234,

when r > 6 (equivalently, r, > 0), we can choose

K()_K()_{rg—wl, if 7y > —36/2
VRO 0024 - 28, if vy < —36/2.

By symmetry, one can define K (r) for the case of r < 6§ as follows:

K():{rg—zﬁl, if ry < —30/2
962 /4 — 24, if r, > —360/2.
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Obviously, K is a continuous piecewise C''-function.

Suppose that § < 0 for a moment. We use the notation G(r) defined in the
proof (d) of Theorem 4.1. Since G(r) is continuous in r, G(r) is equal to the
constant K (—6/2) on (0, —6/2], and K’ > 0 on (#,00), we have sup,-,G(r) =
sup,>_g/o G(r). Clearly, lim, o K(r) Js (u—0)du = oo and hence we can ignore
(4.7) and handle with (4.8) only. There are two cases.

(a) Let K(—6/2) fe_Q/Q(u — 0)du < 1. That is 90%/4 < 81 + \/B7 + 2. In this
case, the solution to (4.8) should satisfy ry — 6 > —36/2. Solving equation

(rg —2641) / (u—0)du =1, re > —36/2,
0
we get (r, —60)? = 81 + /B; + 2. Then

1 7’+ 1 T‘+—9
—2/ (x —0)’K'(2)dx = —2/ z? - 2xdx
[4

Hence we obtain

sup G(r)=G(ry) > ( BE+2- 05 exp[ 1(\/B%+2+51>2+8194}

(e w{—wmm

T L 1 7).

(b) Let K(—6/2) f9_9/2(u —0)du > 1. Equivalently, 90%/4 > 1 +/3? + 2. In
this case, the solution to (4.8) satisfies r € (6, —6/2). Since K is a constant on
(0,—6/2), by (4.13) and (4.12), G = K on (6, —6/2]. Hence

sup G(r) = G(ry) = K(-0/2) = 292 — 261 2 1\/Bi+2 — B

r>0
> (B +2 - B1)exp {— HoCEE: +ﬁl)1.

Combining (a) with (b) and (4.6), we obtain

2 —
o) > VA2 P [ - 25 (314 57+ 2)|.
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Next, we estimate d_(K). Now, K(r) = rZ —25; on (—o0, ) since § < 0. From
(4.8), we get the same solution (r_ — 6)? = 1 + /57 + 2. But

1 T— 1 r_—0
—/ (z — 0)*°K'(z)dx = —/ 22 - 2zdx
2 /o 2 Jo

By (4.6) again, we get

2 _
6_(K) > W exp [— NN +2)}

Therefore, we have proved the required lower bound in the case of 8 < 0.

By symmetry, the same conclusion holds when 6 > 0. The proof for § = 0 is
much simpler as shown below.

When 55 = 0, we simply let 8 = 0. Then

L@):z;x?—zﬁl, z #0.

We choose K (r) = 4r? — 2/31. Then the equation (4.8) gives us

R CEREED]
/Or [/OI udu} dK (z) = /OT 4a3de = 1,

by (4.6), we obtain the last required assertion. [J

Because

We will improve the estimate of Example 4.3 in §5 (Example 5.3) by a different
method.

Before moving further, let us make some remarks about the estimate given in
Example 4.3. Recall that at the beginning of the proof, in choosing the function
K(r), the term 12(0 + 79/2)? was removed, this simplified greatly the proof since
the original quartic equation is reduced to a quadratic one. For this reason one
may worry lost too much in the estimation and we want to know the best estimate
we can get by part (2) of Theorem 4.1. For this, we use a different trick. Consider
the case of 6 < 0 only. We use the complete form of K:

4(r+0/2)+30% —283;, ifr>-—0/2
K(r)=<X 36%—-2p, ifo<r<—6/2
4(r+0/2)% +30% —2B;, ifr<96.

(i) Following the proof of Example 4.3, we study first the estimation of 4 (K).
There are two cases.
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(a) Let K(—0/2) [, "(u — 0)du < 1. That is, 302 < 81 + /B2 +8/3. The
idea is that in looking for a uniform estimate, we may regard r as a parameter
rather than 6. In other words, instead of solving equation (4.8)

(47"3 + 12079 + 1202 — 251) / (u— H)du =1, re > _39/2
0

in 7, we solve the equation in 6. Then the equation has two solutions:

0= é(—3r9i\/651+6/r§—3r§).

Since 6 is real, rg must satisfy

3 < Bu+/BF+2. (4.14)

Next, in the “+”7 case, 8 < 0 iff

r2 > (51+,/5%+8)/4, (4.15)

and it is obvious that rg > —36/2. In the “—” case, it is automatically that § < 0

and rg > 360/2 iff
2> (351 + /952 +24)/4, (4.16)

To estimate the decay exponent, note that on the one hand, we have

1
0rf = 13 (=313 & /68173 + 6 - 3] )
1
- éz(—?)zj: 66173—1—6—322),
where z = 72. On the other hand, we have

1 [0 2
—/ 22K (z)dz = —r§ — 20r) — —794.
2 J 3002 16

Replacing rZ with z on the right-hand side plus some computation, we finally get

1+, 3 26, 1
_ K/ - _ _2 2 2 ) 7
2/_36/2:15 (x)dx 64{ 2+ 8B1z+ i+ 8+ ~ +22

V3 o 281 2
+ = (949812 —23 it ST
96(+Blz 2?) —+

To obtain the uniform lower bound, by (4.14) and (4.15), we need to minimize
the right-hand side under the constrain

(it VBTTS) A<z < b VT inthe 47 caso
(351 + \/W)/zl <z< P14+ \/m in the “~” case.
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A numerical computation shows that the first case is smaller than the second one
and its leading term is approximately —0.8 32.

(b) Let K(—6/2) f9_9/2(u—0)du > 1. That is, 36% > B1++/B7 + 8/3. Then we
have the lower bound /3% + 8/3 — 1 which is decayed slowly than exponential.

(ii) Next, in the case of r < 6, by assumption, § < 0 and rg < 0, we have only
one solution

0= %(—37“9—\/6614-6/7“3—37"3),

and furthermore 0 < 0 iff

re < (ﬂ1+\/5%+8)/4.

To estimate the decay exponent, note that on the one hand, since ry < 0, we have

Hrg’: 7‘3(—37‘3—1-\/6617“3—1-6—37“3)

z(—3z+\/6612+6—3z2>.

D= | =

On the other hand, we have
r_—0
—/ 2?K'(z)dax = —ry — 20ry.
0

Hence

1, 1
—= oK' (x)der = ———= 24/2812 + 2 — 22.

To obtain the uniform lower bound, it suffices to minimize the right-hand side

under the constrain
0<z< <61+\/B%+8)/4.

A numerical computation shows that the resulting estimate is bigger than —0.8 32.

(iii) Finally, we conclude that the estimate on the exponent obtained so far is
approximately —0.8 32. Comparing this with our estimate —f3%, it is clear that
there is no much room left for an improvement by part (2) of Theorem 4.1.

We now study the general criteria and estimates of A, (L) and A (6) (see (4.17)
below for definitions) in dimension one. For this, we need more notation.

Fix an arbitrary reference point § € R, not necessarily a root of b(x) = —u/(z).
Let Ry = (6,00), R, = (—00,0), R; = [0,0), and R, = (—00,6]. Recall that
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Co(z) = [, b/a. Define

x o n +oo 6C
wo(ﬂf)Z/ e, by = sup w(w)/ —,

Fi = {f € C(RG) NC'(RF): f(6) =0, ']y >0},

Firg={F € C(RG) : 1(0) = 0, ()] >0},

—C(x) +oo
F@ =S [ 15 se-0z0 e

P ).
TOPVRNE S S RO (S S T S e ot
1O =505 |, ey o= g [ eway [ I

+(x—0)>0, fe T,

X (0) =it {D(f): flpyar =0, f € C(RY) NC'RE), ul(f?) =1}, (4.17)

Theorem 4.4. The comparison of A;(L) and A\E(6) and their estimates are given
as follows.

(1) infger [A§(0) V Ag (0)] = A1(L) > supger [Ad(6) A Ag (0)]. In particular,
M (L) = AJ(0), where § is the solution to the equation A\ (0) = A, (6),
6 € [—o0, 0.

(2) If mis the medium of p, then 2[A§ (m)AXg (m)] = A1 (L) = Mg (m)AXg (m).

(3) Ay (0) > sup, s, inf, g Iy (f)(x)™ = sup,e = inf, e IF(f)(x)~ "
Moreover, the sign of equalities hold whenever both a and b are continuous.

(@) (55) 7" = 250) = (a57) "

Proof. The first assertion of part (1) is just [18; Theorem 3.3]. The lower bound
in part (2) follows from the one of part (1). As remarked above [18; Theorem
3.3], from the proof of [18; Theorem 3.1], it follows that

ML) < jnf N @)n(8,00)] A [Ny (O)u(—00,0)]:

Hence, the upper bound in part (2) follows immediately. The variational formulas
for the lower bounds given in part (3) is a copy of [19; Theorem 1.1]. In which,
the corresponding variational formulas for the upper bounds are also presented,
but omitted here. Part (4) was proven in [18; Theorem 1.1]. From these quoted
papers, one can find some more sharper estimates and further references.

It remains to prove the second assertion of part (1). For this, it suffices to show
that AL (6) is continuous in #. By symmetry, it is enough to prove that AJ () is
continuous in 6. Let 6; < 0y < oo. Clearly, \J (61) < A{ (62). Given ¢ € (0,1),
choose f = f. € C*(6;,00) N C[fy,00) such that f(6;) = 0, feolo f?dp = 1 and
A—¢e < M\ (01), where A = A, = f;lo f"?du. By the continuity of f, when
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0> — 61 > 0 is sufficient small, we have

oo oo 02
‘10(92)2/(9 dp —2£(62) ) fdp — i deM'
2 200 1 02
< f(62)? / dp +2f(0) + f2dp
01 01

<eE.
Then fezo [f — f(62)]2dpy > 1 — & and furthermore

= > 2 A N(01) +¢
s < [/ [Ty seopans A <20

Since € can be arbitrarily small, we obtain the required assertion. [J

As an illustration of the applications of Theorem 4.4, we discuss Examples 4.2
and 4.3 again.

Example 4.5. Everything in premise is the same as in Example 4.2. We have

where

§ = sup / e’ dy / e~ dy ~ 0.239405.
z>0.J0 x

Proof. First, we have the root § = —3/(2«) of u/(x), it is also the medium of the
measure. Next,

o0

z—0 %S)
Cola) =—ale—0, @)= [ eray, [Teeay— [T ety
0 T z—6

Hence §; = §/a. By symmetry, we also have §, = §/a. The assertion now follows
from parts (2) and (4) of Theorem 4.4. [

Example 4.6. Everything in premise is the same as in Example 4.3. We have

(1) lirn|52|—>OO )‘1(L,31,52) = 0.
(2) For 51 = 0, we have

1
M(Lg, 0) < 4ettexp | — 16% + 2log(1+ B1)]-
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Proof. By symmetry of u(z) in z, one may assume that 85 > 0. Let 6 be a real

root of u'(z). Clearly, limg, o § = —o0o0. Moreover, u(z) — u(f) = (z — 0)?[(z —
0)? +46(x — 6) + 662 — B1]. Hence

/e“(y)dy/ e~ 2,
(% T
_ / i) —u0) g, / () +u(0) g,
0 T

z—0 [es)
2 2 2 2 2 2
:/ P (y*+460y+60 ﬁl)dy/ e~ ? (2°+40z+66 ’ﬁl)dz
0 z—0

z—0 ) 2
:/ dy/ exp [—(22—y2)<z2+y2+49<z+y> +692—51>]dz.
0 z—0 z+y
(4.18)

(a) We now prove the first assertion. It says that the parameter /3 plays a role
for A\1(Lg,, 8,), in contrast with Example 4.5. For « > 6, by (4.18), we have

/ ) dy / o ul() s
0 T
z—0 o0 2
:/ dy/ dzexp [—(ZQ—yQ) [(2—1—2«9)2—1— (y+9y>
0 z—0 z+y
N
—40* —2— ) +20° - ”
<z+y> .
2
/0 o[ e |- () v -al]

Since z > y > 0, we have y/(z +y) < 1/2. The right-hand side is controlled by

x—0
/ dy/ e*(zty%(ez*ﬁl)dz, x=0. (4.19)
0 z—6

We now use Conte’s estimate (cf. [20]):

2 x 2
m<1+a1c2>e_3w2/4<6_””2/0 eV’ < %(1—6_$2), x>0

and Gautschi’s estimate (cf. [21]):

1 o [, 1\
5[(:1:”4—2)1/?_3;} <e” / e Y dngprp—i-C) —x], x>0,
x P

Cp=T(1+1/p)""" p>1;  Ch=n/4
Thus,

T o] 2 4
A ecyZdy/z e—cz2dz < 867\1'/E$ (1 i e—c1;2) T <1 cx2 + ; _ \/EI’)

72 T 2
< D (1= e, > 0.
8cy/cx 4( <) .

e
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Noting that (1 —efcxz)/x <cx<cforallz e (0,1] and (1 —e*“‘z)/m <1l/xz <1
for all x > 1, we obtain

/‘"” v'd /OO —*dz € o/ >0 ¢>1
e e z < , x>0, c>1.
0 ym 16\/E

Therefore

5; = sup e“(y)dy/ e 3 dz
x>0 J6 T

< sup/ dy/ e v)@ =B g,
5/2

x>0 J0

as 60 — —oo.

™
<——0 50
16+/02 — B,

For 6, , the proof is similar. As an analogue of (4.18), we have

0 z
/ ey / () s
0 —6
2
:/ dy/ dz exp [(zQyz)[(quQG)QJr <y+9y>
x—0 —o0o +y

2
— 492(ziy> 1+ 929% — 51”

Since z < y < 0, we have |y/(z + y)| < 1/2, we obtain

6 T 0 z—0
/ eu(y)dy/ efu(z)dz < / dy/ e*(zz—y?)(ezfﬁl)dz7 z < 0.
x —00 x—0 —0o0

We have thus returned to (4.19).

Now, the first assertion follows from parts (1) and (4) of Theorem 4.4.

(b) For the upper bound in part (2), since 82 = 0, we have § = 0. We need to
show that

sup/ ey4’81y2dy/ e~ 812, > ——exp |- f7 —2log(1+ 1) ].
>0 J0 z 4eld 4

Since

Ty 2 > 4 2
/ eV —Py dy/ e~ 2 HB12% 4,
0 x
1 /:Ez—,Bl/2 €y2 d /OO e—z2 d
4 pis2 \/y+ﬁ1 22—p1/2 /2 + P1/2
2 B1/2 22

1/33 7ﬁ1/2 /
> - 7dz,
4 J g,/ \/y+61 w212 \/ 2+ B1/2
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when 81 > 1, we have

2

/1 B1/2 ey /51/2
—dz
b2 I+ B2 g2z B2

1 1-p1/2 B1/2
> / edey/ e dz.
61 —B1/2 1-p1/2
It suffices to show that

1 1-p/2 Br/2 2 1 1
/ e¥ dy/ e “dz > —;exp —B% —2log(1+ B1)|,
A1 —B1/2 1-B1/2 € 4

1=p1/2 B1/2 R 1
/ eY dy/ e dz > exp [ﬁ% —log(1+p1) — 14].
/2 1-51/2 4

P1/2 2 o0 2
/ e 7 dz —>/ e dz < oo,
l—,61/2 — 00
1-B1/2 B1/2 2
/ edey:/ edey>exp [(ﬁl—l) } — 00,
—B1/2 Br/2-1 2

Sad Ay expl82/4] — expl(L - 51/2)°]
exp[B%/4 — log 31] exp[B? /4]

~1—elmh

or

Since

~1 as 1 — oo,
it is easy to check first that
1-p1/2 B1/2 ) 1
log [/ e¥ dy/ e ? dz] > — (2 —log(1+ 1) — 14
—B1/2 1-61/2 4

for f1 > 1 and then the required assertion for 5; > 0 by using mathematical
softwares. [

Before moving further, let us study the lower bounds of infg,>0 A1 (Lg,, 5,) in
terms of d; . For this, we return to (4.18). Because

40 v 02 —6los v ]2 T
<z+z+y>+6 6[ +3<Z+z—|—y>] 3<Z+z—i—y> 3(z+y/ )

and so

2

2
z2+y2+40<z+zy y) +60° — By >z2+y2—§(z+y/2)2—61

(22 — 42y +59°%) — By

/

c:\»—*@\

(Z +y) /817
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it follows that

2
/ dy/ exp[ (z —y)<z2+y2+49<z+ Y )+692—61>}dz
z+y
< / dy / Qs e~ (V) (Z2492) [6-B1)
0 T

z 4 6 2 o 4 6 2
:/ dy eV /6Py / e /05127, (4.20)
0 T

Combining (4.18) with (4.20), we obtain

X oo
3y gsup/ dy€y4/6_61y2/ e~ /6+812% 4
x>0.J0 x

The same upper bound holds for 6,. By parts (1) and (4) of Theorem 4.4, we
obtain a lower estimate of infg,>0 Ai(Lg,,3,). However, the resulting bound is
smaller than those given in Example 4.3.

We mention that the lower bound given in Example 4.3 may still be improved
by applying part (3) of Theorem 4.3 to the test functions fi constructed in the
proof of Theorem 4.1. This observation is due to [22]. The proof is quite easy.
Let for instance

" + bfl/i»

— sup L(m) >0 >0.
z€(0,00) f+

Then fy < —(af) +bf)/d. Noting that (ecfjr)/ = e%(af! +bf+)/a, we obtain

@ = [
16—0@) < +bf+>
(-

< =
AT

- 16_0@/ 1)
5 fi(x) Jo i
le €@ C

<= eSO (
AR
1

:g, x> 0.

Alternatively, one may apply the approximation procedure given in [19] to improve
the lower bound. However, all the computations are quite complicated, and so we
do not want to go further along this line.

We remark that the process in Example 4.6 (Example 4.3) possesses much
stronger ergodic properties.

Proposition 4.7. The processes corresponding to Example 4.3 is not only expo-
nentially ergodic but also strongly ergodic. It has the empty essential spectrum. It
satisfies the logarithmic Sobolev inequality but not the Nash (Sobolev) inequality.
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Proof. One may use the criteria given in [13; §5.4] to justify these assertions.

For the reader’s convenience, here we mention three criteria as follows. By the

symmetry, we need only to write down the conditions on the half-line [0, c0).
Logarithmic Sobolev inequality:

sup </ e‘“) (log/ e‘“)/ e < o00.
x>0 x T 0

Strong ergodicity:
o0 oo
/ dace“(x)/ e " < oo.
0 T

Nash (Sobolev) inequality:

o0 172/11 x
sup </ e“) / e < o0, v > 2.
x>0 xT 0

The second condition holds since

oo
J, e 1 z3

3 ~ 3 55~ — —0, T — 00.
%% 270 +x%u TU

However, replacing =2 with 2! at the beginning, the same proof shows that the
standard Ornstein-Uhlenbeck process is not strongly ergodic. For the third condi-
tion, note that fmoo e~ " and fom e" have the leading order e™" and e* respectively.

Hence the leading order of
o0 1 —2/11 xT
(L)L
T 0

ise — o0 as ¢ — oo. Similarly, one can check the first condition. Alternatively,
to see that the logarithmic Sobolev inequality holds, simply use the fact that
lim| o0 u”(x) > 0 (see [23]). We will come back to this point in Example 5.3.
Finally, the logarithmic Sobolev inequality implies the essential spectrum to be
empty. [

2u/v

Finally, we study a perturbation of A\;(L).

Proposition 4.8. Let a(z) = 1 and assume that §; < oo for some € R. Next,
let h satisfy [, e“+" < co. Define 65 (h) = SUP, it Jye ¢ f:oo eCTh_If there

exist constants K, ..., K such that

+oo

i/ ¥ <K@ L(z—0) >0, (4.21)
x
x

i/ e ¢ <KFfe €@ 4(z—0)>0, (4.22)
6
+oo

i/ el —1| < KfeC™, Lz -0) >0, (4.23)
xX

[ eClet i< kECW, 200 (4.24)
[4
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then
§F(h) <05 + K¥K§ + KifKf + K K5 < .

Proof. Here, we consider d, (h) only. As in [5], we have

/eme_c_h/:oemh

—[/ezeC—l—/;ec(eh—l)}-[/:oeo—i-/:oec(eh—l)]

—[ee [T [ee [Ty
+/:e—c(e—h—1)/:oec+/;e—c(e—h—1)/:Oec(eh—1)

<6y + KK + KK + K{K{ <. O

The above result is a revised version of [5; Theorem 3.4], where instead of (4.23)
and (4.24), the conditions

(i) C(x) is strictly uniformly convex up to a bounded function
(i) fp (e —1) < o0
are employed. It is easy to check that these conditions together are stronger than

(4.23) and (4.24). Clearly, under (4.21) and (4.22), conditions (4.23) and (4.24)
are automatic for bounded h, for which, the condition (ii) here may fail.

Example 4.9. Let a(z) = 1 and Cg(z) = —a* + Bx2. Then A\ (Lg) > 0 for all
B eR.

Proof. The case of B < 01is easy since —C'g is convex. Hence we assume that 5 > 0.
Then —Cp is convex for large enough x and so the conclusion is known. Here we
check it by using Proposition 4.8. Take C(x) = —z* and regard h(z) = B2% as a
perturbation of C(z). Clearly, [, (el"l — 1) = co. Set § = 0.

First, by Gautschi’s estimate, we have

c [e’e} . 4 oo 4 4 1 1/4 5
e~ (w)/ el = % / eV dy <Oyl x*+ = —x| <I'| = | =0.9064
x T C4 4

for all x > 0. Next, we have

C o0 C h 4 o0 4 2
e (z)/ e” ‘e_ —1’ =e* / e¥ ’e_ﬂy —1|dy
x €T
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Moreover,
oo [e.e]
eC(x)/ ec|e’h _ 1‘ < eC(x)/ eCFh & BO-T5+26) > 0.
xT x

By symmetry, the same estimates hold on (—o0,0]. Now, by Proposition 4.8 and
Theorem 4.4, it follows that the leading order of the lower estimate of A\i(Lg) is
exp[—0.7 3?] which is not far away from the optimal one: exp[—32/4]. O

5. Logarithmic Sobolev inequality.
We begin this section with a result taken from [23; Corollary 1.4].
Lemma 5.1. Let L = A—(VU, V) in R" and define y(r) = | 1{1>f Amin (Hess(U)(x)).

If sup,~qv(r) > 0, then we have

2 %o
o(L) > —s exp —/ ry(r)dr| >0,
o 0

where a, > 0 is the unique solution to the equation [;"y(r)dr = 2/a.

This lemma says that the logarithmic Sobolev constant is positive whenever
80 18 Amin (Hess(U)(z)) at infinity. Unfortunately, as shown by Example 2.5, our
models do not satisfy this condition even in the two-dimensional case. Hence, we
justify the power of the estimate provided by the lemma only in dimensional one
(compare with the criterion for the inequality, see for instance [13; Theorem 7.4]).

Example 5.2. For Example 4.2, we have A\i(Ln,3) = 0(La,3) = 2a which are
exact.

Proof. Because u(z) = az? + Sz, we have u”(z) = 2a and so

y(r) = inf u"(z) = 2a.

lz|Zr

Next, since foa ~(r)dr = 2a a. The unique solution to the equation

is a3 = 1/a. Noticing that foa rvy(r)dr = aa?, by Lemma 5.1, we obtain

2
0(La, g) > —2 exp [ — aaj] = 2a.
ap

This is clearly exact since the well-known fact Ai(Lq,g) = o(Lqa,g) (cf. [13;
Theorem 8.7]) and Example 4.2. [
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Example 5.3. For Example 4.3, we have

. . V3 +8— 1
%le)\l(Lﬁlv/82) > %tf‘T(LBl,ﬁz) Z WGXP [— gﬂl (ﬁl + M)]

_2B1+#7
Vve/2—p
= q 24/2]e, if 61=0
e/;_’_ﬁexp[—ﬂf/él], if 61 >0

RV 1

Proof. Because u(x) = 2 — B12? + Bz, we have u”(z) = 1222 — 23; and y(r) =
inf), >, v (z) = 1212 — 2/3;. Next, since foa y(r)dr = 4a® — 253 a, the solution to
the equation [ y(r)dr = 2/a is as follows

B1++/BF+8
—

if 81 <0

-
Next, since
a
/ ry(r)dr = a?(3a® — 1),
0
by Lemma 5.1, we obtain

2e
U(L51752) > ? exXp [ - a3(3a3 - Bl)]

0
/32 _
:Wexp[—;ﬁl<ﬁl+\/ﬁ%+8>]. O

Note that in the case of 51 < 0, the Bakry-Emery criterion (cf. (2.9)) is
available and gives us the lower bound —28; which is smaller than the estimate
above. Example 5.3 is somehow unexpect since it improves Example 4.3 (In the
special case that S = 0, they are coincided). The reason is due to the fact that
only the uniform estimate is treated in Example 4.3 and the linear term of U is
ruled out in Lemma 5.1 (but the universal estimates depend on the linear term,
cf. [13; Theorem 7.4]). Otherwise, the two methods may not be comparable in
view of part (1) of Example 4.6. As mentioned in [23; Example 1.12] that the
bounded perturbations should be carefully treated before applying Lemma 5.1.

Proof of Proposition 1.4. Let 51 > 0. Note that

1+ 3 <iq
Bt B

We have /3% + 8 < 31 +4/31. Hence

exp [_éﬁl(/@1+\/ﬂ%+8>:| > \}EeXp[—i 2}
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Similarly, we have

4

8
2 8 — — } .
VoS == e T B op

By Example 5.3, we obtain infg, 0(Lg,  g,) = exp[—3%/4 —log(1+ p1)] for B1 > 2.
Combining this with Example 4.6, we get the required assertion. [J

6. Continuous spin systems.
We begin this section with the ergodicity of our models in the finite dimensions.
Consider the particle system on A with periodic boundary. Then the generator is

Ly =A+ (b, V)

where

bi(x) = —u'(x;) — 2J Z (z; — x5)

JEN(4)

for some u € C*°(R), constant J, and N (i) is the nearest neighbors of i. For
simplicity, assume that J > 0, but it is not essential in this section. Recall that
for the coupling by reflection, the coupling operator L has the coefficients

a(m’y):<léﬂﬁ* I_?M*>= b(z,y) = <ZE‘;;>

where @ = @(x,y) = (z — y)/|z — y|. Furthermore, for f € C[0,00) N C%(0, 00),
we have

T —yl) = 4f" (o — y]) + &= y’;(_wl/’— bW) o

‘x_y‘)v x7éy

(cf. [13; Theorem 2.30]). To illustrate the idea, we restrict ourselves to the second
model.

Theorem 6.1. Let u(x;) = x}—[x? foralli € A. Then the process is exponentially
ergodic for any finite A. Moreover, the coupling by reflection (X¢,Y;) gives us

Ef(1X = Yil) < flz —yhe™™, >0,

where

flr)= /OT e “)ds /00 ec\/@, r >0,

C) =gt + 4t ety = [
o(r)

f(r)

> 0.

e =e(A,f) =4 inf
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Proof. Because u/(z;) = 423 — 28z; and

bi(z) = —dad + 282, — 2] Y (2 — ;)
JEN (i)

for all i. Thus,

bi(x)_bi(y):_4($?_y?)+2/8($i_yi)_2j Z (Ti —yi — x5+ Yj)-

JEN(3)
Hence
<$_y, b(x) :_42 x +xzyz+yz +252 )2
—JZ Z (zs —yi — x5 +y5)°

i JEN(i)
- Z(ﬂﬁz —yi)' +28 Z(x -
< ATz =yt + 28l — g7,
where |A] is the cardinality of A. It follows that

( —y, b(z) — b(y))
|z -y

1
< ——lz—y|® + 28|z —yl.
|A|

If we take f(r) = r, then for all x # y, we have
(z —y, b(z) — b(y))

|z — y|

Lf(e - yi) = Pl =) < = (ke = o - 28 )~

This is not enough for the exponential convergence except in the case that g < 0

for which we have inf,~o (r?/|A| —28) = =28 > 0. Due to this reason, we need a
much carefully designed f. Define the function f as in the theorem, then we have

f’(T) _ e—C(r)/ eC\/E’ f// _ _i,yf/ i \/&

‘We obtain
Af" +4f = -4/ < —¢f
with
1 o(r)
r)=——1r3+28r, =4 inf
"=y W

By the Cauchy mean value theorem, it follows that

Ve (V@) -
7{>% f /r>% f §r>0 1/2// Ve

—1/2
>1inf(“’):1(inf> > 0.
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Therefore we obtain € > (. This proves our second assertion.

The exponential ergodicity is easy to check by using the so called “drift condi-
tion” with test function z — |z|?, but this is not enough to get a convergence rate.
We now prove the exponential ergodicity with respect to f o|-|. Note that here
we do not assume that fo|-|is a distance. Otherwise, the assertion follows from
[17; Theorem 5.23]. We have proved in the last paragraph that E 7 f(| X, — Yi|)
is continuous in y. Moreover

B (X =YD= [ @B (X =Y < [ u(n)fle -,
RIA| RIA

where p;; is the probability measure having density e~V /Zy, corresponding to
the potential
U(z) = Zu(:)jz) + JZ Z (z; — x;)°.
iEA 1€EA jEN (i)

Because the left-hand side controls the Wasserstein distance, with respect to the
cost function fol-|, of the laws of the processes starting from x and ji;; respectively,
we obtain an exponential ergodicity provided

[ otan e =) < .

To check this, noting that
1
“U@) <3 (—ai+ Baf) < —pplal’ + Blaf®
1EA

and f(|lz —y|) < f(lz| + |y|), it suffices to consider the radius part. That is,
/ f(r+ z)exp[—2*/|A| + B2%|dz < oo for every r > 0.
0

This can be done by using a comparison:

f(r+z)exp[—2*/|A] + 82°] _ f(r+2)
22 2 2exp[zY/|A] — 2]
emeerd [
(2273 + 272(423/|A| — 2B2)] exp[2*/|A] — B2?]
R
zexp[z4/|A| — B22 + C(r + 2)]
~ 0 as z — 00.

~

Finally, by [17; Theorem 9.18] and its remark, we also have \; (U, A, 5) > 0. O

Theorem 6.1 is meaningful since it works for all finite dimensions. Note that
e(A,B8) — 0 as |A|] — oo, which is natural since the model exhibits a phase
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transition. However, this result does not describe an ergodic region in the infinite
dimensional situation.

For the remainder of this section, we apply the results obtained in the previous
sections to some specific continuous spin systems. Denote by (ij) the nearest
bonds in Z?, d > 1. Set N(i) = {j : j is the endpoint of an bond (ij)}. Then,
|N(i)] := the cardinality of the set N (i) = 2d. Consider the Hamiltonian H(z) =
Iy (@i — z;)?, where J > 0 is a constant. For a finite set A C Z? (denoted

by A € Z%) and a point w € RZd, define the finite-dimensional conditional Gibbs
distribution ,u?]’w as follows.
0 (dey) = e RN dy /73, (6.1)
where xp = (z;,7 € A), Z{ is the normalizing constant and
U(za) =D u@)+J > ( P+ (wi—w)? (62)
1EA (ij):1,JEN i€A, JEN(P)\A
for some function u € C*°(R), to be specified latterly. One can rewrite U} as
V(o)) = D ule) + 7Y Y (- 57, (63
i€A 1€EA jEN (4)

where
.CL‘]', lijA
Zi =
’ wj, ifjéA.

Correspondingly, we have an operator Ly and a Dirichlet form DY as follows.
R= M- (VAUR Vah DR = [ VafPat 04)
R

Our purpose in this section is to estimate Ay (LX) =X\ (U/‘\") By (1.6), we have
the simplest lower bound of the marginal eigenvalues as follows.

APNY > nf o () + 4dJ, (6.5)

zeR

where z5\; = (z;,j € A\ {i}). The function C(x) defined in Section 4 becomes

O () = —u(xy) — J Z (i

JEN(1)

:—u(aci)—2de?+2J< Z zj>a:i—J Z 2]2,

JEN(4) JEN(4)
i€ A. (6.6)

The last term can be ignored, since it does not make influence to ,U,EAV, and so
neither A{*\*. The coefficient of the second to the last term varies over whole R
if J#0.

We consider two models only: u(z) = az? and u(z) = 2* — Bz? for some
constants a > 0 and § € R, respectively.
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Theorem 6.2. Let u(z) = ax? for some constant a > 0 and let U(z) = >, u(x;)+
H(z) with Hamiltonian H(z) = J > ;. (zi — z;)%. Then we have

Aiél;d wierﬂlﬁf%d Al (UA) > Aiéléd wiEIHIQde U(UA) > 2a (67)

Proof. 1t suffices to prove the second estimate. By Example 5.2 and Theorem 1.3,
the proof is very much the same as proving

inf inf A (UF) > 2.
A€Z* ,erz?

Hence we prove here the last assertion only. First, we have

2J, LjEN, Ji—jl=1

. o (6.8)
0, i,j €N |i—j]>1.

050 = {
The right-hand side is independent of x, which is the main reason why we were
looking for the uniform estimates (with respect to the linear term) in Examples
4.2 and 4.3. By (6.5), we have A\]\""“ > 2a + 4d.J, which is indeed sharp in view

of Example 4.2. Combining these facts together and using (1.4) with w; = 1, it
follows that

M(UR) = zéfé\fM Tin [204 +4dJ — Z 2J]
JEA: |i—j|=1
=2a+4dJ — 2Jm€ekx‘{<i, Jjy:j€ AH

> 2«

uniformly in w € RZ* and A € Z%. The sign of the last equality holds once A
contains a point together with all of its neighbors. [

In the last step of the proof, we did not use Theorem 1.2 since the matrix
(16;;U(z)| : 4,5 € A) is very simple. Nevertheless, it provides us a good chance to
justify the power of Theorem 1.2. To do so, take n; *\' = 2a +4d.J = A\{*\. Then

si(@) =m "N = > |05U@)| =20+ 4d] — 2J|{(i,j) 1 jE A}, €A,
JEN:jHL
s(z) = Ilréljr\l si(z) = 2au.
Since h(?) > 0, Theorem 1.2 already gives us \; (U/‘\") > inf, s(x) = 2« as ex-
pected, without using h(?). To see the role played by h(?), note that

=M — s( dJ, i€ A,
= S,L-

dJ —2J|{(i,j) : j € A}, i€ A.

x)

(z) —s(x) =

()

4
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Note that d;(x) here depends on i. Thus

D)= min |5 4il2) _ |95U(@)]
P () A:0£ACA |A| |:Z(h($)'y * Z [qz'(iﬁ)\/%'(iﬁ)]”]

i€A i€A, jEA\A

(4§§)w A-ﬁi&“;z (24— [{(3,3) 5 € A} + |{4i.5) : 5 € A\ A}
' i€A

= G im0 (G = 6. 3) 5 € A
i€A
~ (4dJy A:&?cAIAI; [{(i,5) : 5 & A}
2 104l

" (4dJ)T asbgAca |A]

Clearly, the right-hand side depends reasonably on the geometry of A. Roughly
speaking, by the isoperimetric principle, the last minimum of the ratio is approx-
imately |0B|/|B|, where B is the largest ball contained in A. Anyhow, for regular
A (cube for instance),

2] |0A]
(dyy Al

A () < —0 as A 1 7.

Hence for this model, h(?) makes no contribution to A; (UY) for the estimate
uniformly in A.

Theorem 6.3. Let u(z) = x* — 22 for some constant 3 € R and let U(x) =
> u(z;) + H(z) with Hamiltonian H(z) = —2J 3,y z;z;. Then we have

inf inf A (UY) > inf inf o(UY
A€Z? yer?? ( A) AL yerH ( A)

> ”32;68_5 exp [— éﬁ(ﬁ + \/W)] —4dJ,  (6.9)

For simplicity, we write r = 2d.J. The right-hand side is positive if (8,7) € R x Ry
is located in the region below the curve in Figure 1 (including the region of 5 < 0
vertically below the shade one.)

Proof. As shown in part (2) of Example 4.6, for zero boundary condition w = 0,
we have

lim o™\ < lim A"\ = 0.

B—o00 B—o00
In other words, due to the double-well potential, the spectral gap and then the
logarithmic constant will be absorbed as f — oo. Combining Example 5.3 with
Theorem 1.3 and following the last step of the proof Theorem 6.2, we obtain the
required lower estimate. [
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r=2dJ

0.2 0.4 0.6 0.8

Figure 1.

For the Hamiltonian H(z) = J 3 ., (i — z;)? discussed several times before,
simply replacing 8 with 5 —2dJ in Theorem 6.3, we obtain the following estimate:

inf  inf /\1(UA)

A€z ,ecRrzd
> ol w;%fzd o(UF)
> YOS RS0t oy | = 56 - (8= + V=7 78)|
— 2, (6.10)

where r = 2dJ. The ergodic region is shown in Figure 2.

B
0. 12
0.1}
0.08;
0.06]
0. 04|
0. 02}

20 40 60 80 100 7 =2dJ

Figure 2.
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Remark 6.4. As mentioned below the proof of Proposition 3.1, by considering
the interacting terms more carefully, one may improve Theorem 1.1 for stronger
interactions. For instance, since the variance of a random variable having the
distribution with density exp[—a* + 822]/Z on the real line is asymptotically 3/2
for 8 > 0, and is bounded above by

rs 2/ 12+ s s snerm)

by using [9; Proposition 5.8], when 8 > 0, the lower bound of inf inf X, (UA)
AEZ? ,,cRr2?

given in Theorem 6.3 can be improved as follows: replacing the interaction term
4dJ in (6.9) with

/o s e o)
(6.11)

Finally, we mention that there is another technique which works even in the
irreversible situation (cf. [17; Theorem 14.10]) to handle with the exponentially
ergodic region, because the second model (Theorem 6.3) is attractive (stochastic
monotone) and has the moments of all orders, plus a use of the translation invari-
ant. However, as known that the logarithmic Sobolev inequality already implies
an exponential ergodicity in the entropy and moreover, the usual exponential er-
godicity is equivalent to the Poincaré inequality with nearly the same convergence
exponent in the present context (cf. [13; Theorem 8.13]), there is almost no room
to improve the ergodic region.
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